STEINER PROBLEMS IN OPTIMAL TRANSPORT

JONATHAN DAHL

ABSTRACT. We study the Steiner problem of finding a minimal spanning network in the setting of a space of probability measures with metric defined by the cost of optimal transport between measures. The existence of a solution is shown for the Wasserstein space $P_p(X)$ over any base space $X$ which is a separable, locally compact Hadamard space. Structural results are given for the case $P_2(\mathbb{R}^n)$.

1. Introduction

The problem of optimal transport, originally proposed by Monge, has a long history of investigation and application ([12] is an extensive reference). Roughly stated, the problem involves one who has an initial configuration of mass and would like to transport it to a terminal configuration of mass, doing so at least cost. For instance, one might have a set of water towers and a region of drought that one would like to relieve as quickly as possible. Abstractly, this becomes a constrained optimization problem in a space $P$ of probability measures over the base space.

Unfortunately, the mere existence of a solution is difficult to come by, due to the nonlinear nature of the problem. It was over two hundred years before Kantorovich [8, 7] provided serious progress by formulating and solving a weak version of the problem. We will focus on this Monge-Kantorovich problem, defined in detail below.

Returning to our drought problem, suppose that the drought and even the construction of the water towers have yet to occur. The question becomes where to build the water towers to best prepare for possible droughts. If there are multiple possible droughts one wishes to protect against, but one can only afford enough water towers to combat a single drought at a time, one wishes to find a configuration of water towers which is nicely balanced amongst the possible droughts. We will investigate this by solving Steiner-type problems in the space $P$ of probabilities. A Steiner problem is a search for a length minimizing network, usually satisfying some boundary conditions, in a metric space.

As Steiner solutions can be considered generalized geodesics [10], we cannot reasonably hope to solve the classical Steiner problem if $P$ is not a geodesic space. Therefore, we will also define and solve weak solutions of a Monge-Kantorovich-Steiner problem. The main idea in our definition of the weak problem is that, in a geodesic space, the edges of a Steiner solution are always geodesic segments, so the problem only sees distances of a finite point configuration. The weak problem
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is then to minimize the sum of these distances in place of the sum of the lengths of
the connecting paths. One may then discuss weak solutions of the problem in any
metric space.

Steiner problems are traditionally solved via local compactness arguments; how-
ever, as we cannot expect local compactness from our space \( P \), we will instead need
to argue using the geometry of the base space. In particular, we show:

Main Theorem. Suppose \( \mathcal{X} \) is a separable, locally compact Hadamard space or a
compact complete metric space. Then for any \( p > 1 \), the parameterized and general
versions of the Steiner problem are solvable in \( (P_p(\mathcal{X}),W_p) \) for arbitrary boundary
data.

Here \( (P_p(\mathcal{X}),W_p) \) is the \( p \)-Wasserstein space, whose definition and basic prop-
erties are recalled in Section 2.2. The argument actually gives a technically more
general result, listed precisely as Theorem 21 in Section 3.3.

We prove the Main Theorem by first considering the weak Monge-Kantorovich-
Steiner problem only for boundary data of compact support. The boundary data
is then supported on a convex compact subset \( H \) of the base space. By examining
the orthogonal projection onto \( H \), we see that the problem reduces to finding a
solution with measures having support restricted to remain in \( H \). We may then
apply Prokhorov’s Theorem to show that the direct method of minimization gives
the existence of a solution. The Main Theorem will then follow by a suitable
approximation argument.

We conclude by using the geometry of Wasserstein spaces of order 2 to study the
structure of the Steiner solutions. The standard variational argument for showing
solutions of planar Steiner problems having vertex degrees of at most 3 is partially
generalized to Steiner problems in \( P_2(\mathbb{R}^n) \). We show that for boundary data of
compact support, vertices of degree greater than 3 in a Steiner solution cannot be
absolutely continuous with respect to Lebesgue measure.

2. Statement of the problem

2.1. Steiner problems. Steiner problems are concerned with finding minimal net-
works between a fixed set of points in a metric space. More precisely, a network
\( \Gamma \) is a continuous map \( \phi : G \to \mathcal{X} \) where \( \mathcal{X} \) is a metric space and \( G \) is a graph,
topologized in the standard way, called the parametric graph of \( \Gamma \). \( \phi \) may be decom-
posed into a union of curves, allowing one to compute the total length \( l(\Gamma) = l(\phi) \)
by working on each curve separately. The Steiner problem is to find a network of
minimal length in some set of networks. We will focus on two cases.

Definition 1. The parameterized Steiner problem for a graph \( G \) and a metric space
\( \mathcal{X} \) is: given \( k \) vertices \( v_1, \ldots, v_k \in G \) and \( k \) points \( p_1, \ldots, p_k \in \mathcal{X} \), find a network of
minimal length in the set of all networks in \( \mathcal{X} \) with parametric graph \( G \) that sends
\( v_i \) to \( p_i \) for \( 1 \leq i \leq k \).

Definition 2. The general Steiner problem for a metric space \( \mathcal{X} \) is: given \( k \) points
\( p_1, \ldots, p_k \in \mathcal{X} \), find a network of minimal length in the set of all networks \( \phi : G \to \mathcal{X} \)
such that \( G \) is a connected graph and \( p_1, \ldots, p_k \) are contained in the image of the
vertex set.

We call the points \( p_1, \ldots, p_k \) the boundary points of the problem. If \( \mathcal{X} \) is a
complete, locally compact, geodesic space, then the parameterized and general
Steiner problems are solvable for any boundary points (see [6]). Conversely, since for boundary points $p_1, p_2$ these Steiner problems are equivalent to the geodesic problem, $X$ must be a geodesic space in order for solutions to exist for arbitrary boundary data. We will show by an explicit class of examples, however, that local compactness is not a necessary condition for the existence of solutions to arbitrary boundary data.

2.2. **Optimal transport.** Given two spaces $X, Y$ and two subsets of probability measures $P \subset P(X)$ and $Q \subset P(Y)$, we define the set of transport plans $\Pi(P, Q)$ as the set of probability measures $\pi \in P(X \times Y)$ such that $(\text{proj}_X)^\# \pi \in P$ and $(\text{proj}_Y)^\# \pi \in Q$. $(\text{proj}_X)^\# \pi$ and $(\text{proj}_Y)^\# \pi$ are called the marginals of $\pi$. Here $f^\# \mu$ denotes the push-forward of $\mu$ by $f$, defined by $f^\# \mu(A) = \mu(f^{-1}(A))$.

If we suppose that the cost of implementing a transport plan depends only on the structure of the spaces $X$ and $Y$, we might suppose that for some cost function $c : X \times Y \to \mathbb{R}$, the total cost of the transport plan is

$$\int_{X \times Y} c(x, y) \, d\pi(x, y).$$

If for some $\pi_0 \in P(X \times Y)$ with marginals $\mu$ and $\nu$, we have

$$\int_{X \times Y} c(x, y) \, d\pi_0(x, y) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times Y} c(x, y) \, d\pi(x, y),$$

then we say that $\pi_0$ is an optimal transference plan. In this case,

$$\left[ \int_{X \times Y} c(x, y) \, d\pi_0(x, y) \right]^\alpha$$

is called the $\alpha$-optimal cost between $\mu$ and $\nu$. (We include the parameter $\alpha$ so that we can allow the Wasserstein distance in this framework.)

**Definition 3.** The Monge-Kantorovich problem for spaces $X, Y$ is: given a cost function $c$, and measures $\mu \in P(X)$ and $\nu \in P(Y)$, find an optimal transference plan between $\mu$ and $\nu$.

The Monge-Kantorovich problem is solvable in very general settings.

**Theorem 4** (Theorem 4.1 of [12]). Let $(X, \mu)$ and $(Y, \nu)$ be two Polish probability spaces. Let $a : X \to \mathbb{R} \cup \{-\infty\}$ and $b : Y \to \mathbb{R} \cup \{-\infty\}$ be upper semicontinuous functions such that $a \in L^1(\mu)$ and $b \in L^1(\nu)$. Suppose that $c : X \times Y \to \mathbb{R} \cup \{+\infty\}$ is a lower semicontinuous function such that $c(x, y) \geq a(x) + b(y)$ for all $x \in X, y \in Y$. Then there exists an optimal transference plan between $\mu$ and $\nu$.

An important special case occurs when $X = Y$ is a Polish metric space with distance function $d$ and $c = d^p$ for some $p \in [1, \infty)$. The $1/p$-optimal cost is then the Wasserstein distance of order $p$, given by

$$W_p(\nu, \mu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times X} d^p(x, y) \, d\pi(x, y) \right)^{1/p}.$$ 

For any arbitrary $x_0 \in X$, we define

$$P_p(X) = \left\{ \mu \in P(X) \mid \int_X d^p(x, x_0) \, d\mu(x) < \infty \right\}.$$
$W_p$ is then a metric on $P_p(\mathcal{X})$. Furthermore, if $\mathcal{X}$ is a complete, separable and locally compact length space and $p > 1$, then $P_p(\mathcal{X})$ is a geodesic space (see Chapters 6 and 7 of [12]).

We wish to solve the Steiner problem in a probability space $\mathcal{P} \subset P(\mathcal{X})$. It is useful however to first consider a hybrid Monge-Kantorovich-Steiner problem. In a geodesic space, the solutions of Steiner problems map edges to geodesics, so this becomes equivalent to minimizing a certain sum of distances. In a more general metric space, this correspondence need not hold, but one could view a solution which minimizes the sum of distances as a weak solution to the Steiner problem. Accordingly, the $\alpha$-optimal cost of a network $\phi: G \to P(\mathcal{X})$ is defined as the sum over all edges $\{v_i, v_j\}$ of $G$ of the $\alpha$-optimal cost between $\phi(v_i)$ and $\phi(v_j)$. The optimal costs are achieved by solutions of the Monge-Kantorovich problem, so we consider the following Monge-Kantorovich-Steiner problems:

**Definition 5.** The parameterized Monge-Kantorovich-Steiner problem for a graph $G$, a metric space $\mathcal{X}$, $\alpha > 0$ and a cost function $c$ is: given $k$ vertices $v_1, \ldots, v_k \in G$ and $k$ probability measures $\mu_1, \ldots, \mu_k \in \mathcal{P} \subset P(\mathcal{X})$, find a network of minimal $\alpha$-optimal cost in the set of all networks in $\mathcal{P}$ with parametric graph $G$ that send $v_i$ to $\mu_i$ for $1 \leq i \leq k$.

**Definition 6.** The general Monge-Kantorovich-Steiner problem for a metric space $\mathcal{X}$, $\alpha > 0$ and a cost function $c$ is: given a subset $\mathcal{P} \subset P(\mathcal{X})$ and $k$ probability measures $\mu_1, \ldots, \mu_k \in \mathcal{P}$, find a network of minimal $\alpha$-optimal cost in the set of all networks $\phi: G \to \mathcal{P}$ such that $G$ is a connected graph and $\mu_1, \ldots, \mu_k$ are contained in the image of the vertex set.

If for some $\pi \in \Pi(P(\mathcal{X}), P(\mathcal{Y}))$ with marginals $\mu \in P(\mathcal{X}), \nu \in P(\mathcal{Y})$ there exists a measurable map $T : \mathcal{X} \to \mathcal{Y}$ such that $\pi = (\text{id}, T)_#\mu$, then $\pi$ is said to be deterministic, and $T$ is called the transport map. The classical Monge problem is to look for an optimal deterministic transference plan. We may thus consider the following two problems as well:

**Definition 7.** The parameterized Monge-Steiner problem for a graph $G$, a metric space $\mathcal{X}$, $\alpha > 0$ and a cost function $c$ is: given $k$ vertices $v_1, \ldots, v_k \in G$ and $k$ probability measures $\mu_1, \ldots, \mu_k \in \mathcal{P} \subset P(\mathcal{X})$, find a network of minimal $\alpha$-optimal cost in the set of all networks in $\mathcal{P}$ with parametric graph $G$ that send $v_i$ to $\mu_i$ for $1 \leq i \leq k$, and each $\alpha$-optimal cost is achieved by a deterministic transference plan.

**Definition 8.** The general Monge-Steiner problem for a metric space $\mathcal{X}$, $\alpha > 0$ and a cost function $c$ is: given $k$ probability measures $\mu_1, \ldots, \mu_k \in \mathcal{P} \subset P(\mathcal{X})$, find a network of minimal $\alpha$-optimal cost in the set of all networks $\phi: G \to \mathcal{P}$ such that $G$ is a connected graph and $\mu_1, \ldots, \mu_k$ are contained in the image of the vertex set, and each $\alpha$-optimal cost is achieved by a deterministic transference plan.

Solvability of the Monge problem holds far less generally than solvability of the Monge-Kantorovich problem. For example, a transport map can only send a Dirac mass to another Dirac mass. We will therefore see the strongest results for the Monge-Kantorovich-Steiner problems and the classical Steiner problems.

### 3. Existence of solutions

#### 3.1. The direct method of minimization.

In the existence proof for a solution of the classical Steiner problem on $\mathbb{R}^n$, one shows that any minimizing sequence...
must eventually remain in a bounded set and applies a compactness argument. Unfortunately, bounded sets are no longer precompact in a probability space $P(\mathcal{X})$. We must therefore use another criterion for precompactness, which is given by the following:

**Theorem 9** (Prokhorov’s Theorem [11]). If $\mathcal{X}$ is a Polish space, then a set $\mathcal{P} \subset P(\mathcal{X})$ is precompact for the weak topology if and only if it is tight, i.e. for any $\epsilon \geq 0$ there exists a compact set $K_\epsilon \subset \mathcal{X}$ such that $\mu(\mathcal{X} \setminus K_\epsilon) \leq \epsilon$ if $\mu \in \mathcal{P}$.

We now show that the direct method works if a tightness bound is assumed.

**Proposition 10** (cf. Theorem[1,4]). Let $\mathcal{X}$ be a Polish space, and suppose $\alpha > 0$ and $c : \mathcal{X} \times \mathcal{X} \to [0, +\infty]$ is a lower semicontinuous cost function. Fix boundary points $\mu_1, \ldots, \mu_k \in P(\mathcal{X})$ and let $\lambda^{1,1}, \lambda^{1,2}, \ldots, \lambda^{k+l,k+l} \in [0, \infty)$ be fixed edge coefficients. Let $\Phi : (P(\mathcal{X})^l) \to \mathbb{R}$ be the Monge-Kantorovich-Steiner functional

$$\Phi(\mu_{k+1}, \ldots, \mu_{k+l}) = \sum_{i,j=1}^{k+l} \lambda^{i,j} \left[ \inf_{\pi \in \Pi(\{\mu_i\}, \{\mu_j\})} \int_{\mathcal{X} \times \mathcal{X}} c(x,y) \, d\pi(x,y) \right]^\alpha.$$ 

If $\mathcal{P} \subset P(\mathcal{X})$ is tight, then there exist $\nu_1, \ldots, \nu_l \in \overline{\mathcal{P}}$ such that

$$\Phi(\nu_1, \ldots, \nu_l) = \inf_{\mathcal{P}^l} \Phi.$$

**Proof.** Define $F : [\Pi(P(\mathcal{X}), P(\mathcal{X}))]^{(k+l)^2} \to \mathbb{R}$ by

$$F(\pi_1,1, \ldots, \pi_{k+l,k+l}) = \sum_{i,j=1}^{k+l} \lambda^{i,j} \left[ \int_{\mathcal{X} \times \mathcal{X}} c(x,y) \, d\pi_{i,j}(x,y) \right]^\alpha,$$

and note that

$$\inf_{\mathcal{P}^l} \Phi = \inf_\mathcal{Q} F,$$

where $\mathcal{Q} \subset [\Pi(P(\mathcal{X}), P(\mathcal{X}))]^{(k+l)^2}$ is the set of $(k+l)^2$-tuples of transference plans with marginals matching fixed points $\mu_1, \ldots, \mu_k$ where appropriate, with marginals in $\mathcal{P}$ otherwise and with internally consistent marginals. Since $\mathcal{X}$ is Polish, each set $\{\mu_i\}$ is tight. Also, $\mathcal{P}$ is tight by assumption. Thus $\mathcal{P}$, $\{\mu_1\}, \ldots, \{\mu_k\}$ is a finite collection of precompact sets by Prokhorov’s Theorem and $\mathcal{P}' = \mathcal{P} \cup \{\mu_1, \ldots, \mu_k\}$ is precompact and tight. $\mathcal{Q} \subset [\Pi(P', P')]^{(k+l)^2}$ by construction. $\Pi(P', P')$ is tight, hence precompact, by the following lemma:

**Lemma 11** (Lemma 4.4 of [12]). Let $\mathcal{X}$ and $\mathcal{Y}$ be two Polish spaces. Let $\mathcal{P} \subset P(\mathcal{X})$ and $\mathcal{Q} \subset P(\mathcal{Y})$ be tight subsets. Then the set $\Pi(\mathcal{P}, \mathcal{Q})$ of all transference plans whose marginals lie in $\mathcal{P}$ and $\mathcal{Q}$, respectively, is itself tight in $P(\mathcal{X} \times \mathcal{Y})$.

Let $\{\pi^n_{i,j}\} \subset \mathcal{Q}$ be an $F$-minimizing sequence. Since $\{\pi^n_{1,1}\} \subset \Pi(P', P')$, by taking a subsequence we may assume $\pi^n_{1,1}$ converges weakly to some $\pi_{1,1} \in \Pi(P', P')$. Taking a subsequence $(k+l)^2 - 1$ more times, we may even assume that for all $i,j$, $\pi^n_{i,j}$ converges weakly to some $\pi_{i,j} \in \Pi(P', P')$. $\mathcal{Q}$ is clearly closed, so $(\pi_{1,1}, \ldots, \pi_{k+l,k+l}) \in \mathcal{Q}$. We cite another lemma to show that $(\pi_{1,1}, \ldots, \pi_{k+l,k+l})$ is an $F$-minimizer.

**Lemma 12** (Lemma 4.3 of [12]). Let $\mathcal{X}$ and $\mathcal{Y}$ be two Polish spaces, and $c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\}$ a lower semicontinuous cost function. Let $h : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{-\infty\}$ be an upper semicontinuous function such that $c \geq h$. Let $(\pi_k)_{k \in \mathbb{N}}$ be a sequence in
$P(\mathcal{X} \times \mathcal{Y})$, converging weakly to some $\pi \in P(\mathcal{X} \times \mathcal{Y})$, in such a way that $h \in L^1(\pi_k)$, $h \in L^1(\pi)$, and
\[
\int_{\mathcal{X} \times \mathcal{Y}} h \, d\pi_k \to \int_{\mathcal{X} \times \mathcal{Y}} h \, d\pi.
\]
Then
\[
\int_{\mathcal{X} \times \mathcal{Y}} c \, d\pi \leq \liminf_{k \to \infty} \int_{\mathcal{X} \times \mathcal{Y}} c \, d\pi_k.
\]
In particular, if $c \geq 0$, then $F : \pi \to \int c \pi$ is lower semicontinuous on $P(\mathcal{X} \times \mathcal{Y})$, equipped with the topology of weak convergence.

Applying Lemma 12 for $h \equiv 0$, $\inf_{\mathcal{Q}} F \leq F(\pi_1,1,\ldots,\pi_{k+l+k+l}) \leq \liminf_{n \to \infty} F(\pi^n_{1,1,\ldots,\pi_{k+l+k+l}) = \inf_{\mathcal{Q}} F$ and $(\pi_1,1,\ldots,\pi_{k+l+k+l})$ is $F$-minimizing. Taking marginals yields the desired $\Phi$-minimizer. □

3.2. Tightness from CAT(0). Proposition 10 shows that the direct method for solving the Monge-Kantorovich-Steiner problem works as long as one has an a priori tightness estimate. We will now see how the geometry of the base space can provide this tightness estimate. We recall some basic notions of metric geometry.

Definition 13. A shortest path in a length space is a rectifiable curve such that the distance between two points on the curve is equal to the length of the corresponding segment of the curve.

Definition 14. A space of nonpositive Alexandrov curvature is a length space which can be covered by a family of open sets $\{V_i\}$ such that for each $V_i$:

1. There exists a shortest path in $V_i$ connecting any two points in $V_i$.
2. For any $a, b, c \in V_i$ with each pair of points connected by a shortest path and any point $d$ in the shortest path $ac$, let $\Delta \tilde{a} \tilde{b} \tilde{c}$ be the comparison triangle for $\Delta abc$ in $\mathbb{R}^2$, i.e. $|ab| = |\tilde{a} \tilde{b}|$, $|ac| = |\tilde{a} \tilde{c}|$ and $|bc| = |\tilde{b} \tilde{c}|$, and let $\tilde{d}$ be the point in $\tilde{a} \tilde{c}$ such that $|ad| = |\tilde{a} \tilde{d}|$. Then $|bd| \leq |\tilde{b} \tilde{d}|$. (Intuitively, $\Delta abc$ is skinnier than $\Delta \tilde{a} \tilde{b} \tilde{c}$.)

This notion is equivalent to nonpositive sectional curvature in the setting of Riemannian manifolds.

Definition 15. A Hadamard space (or complete CAT(0) space) is a simply connected complete space of nonpositive Alexandrov curvature.

Hadamard spaces $\mathcal{X}$ are important because the curvature conditions hold for all triangles in $\mathcal{X}$, not just small triangles [2]. In our discussion, this allows us to ensure the convexity of the distance functions on $\mathcal{X}$, which will give us good control of convex hulls. In particular, $\mathcal{X}$ is locally convex. We will need $\mathcal{X}$ to be separable, so we note that this is always true for $\mathcal{X}$ of finite Hausdorff dimension.

In order to assure that the Monge-Kantorovich-Steiner problem is aware of our geometric assumptions, we will also assume that the cost function is based on the distance function.

Lemma 16. Let $\mathcal{X}$ be a separable Hadamard space, $\alpha > 0$ and $c : \mathcal{X} \times \mathcal{X} \to [0, +\infty]$ a lower semicontinuous cost function of the form $c = \varphi \circ d$, where $\varphi$ is a monotone nondecreasing function and $d$ is the distance in $\mathcal{X}$. Let $\mu_1, \ldots, \mu_k \in P(\mathcal{X})$ be fixed...
boundary points and let $\lambda^{1,1}, \lambda^{1,2}, \ldots, \lambda^{k+1,k+1} \in [0, \infty)$ be fixed edge coefficients. Suppose that $\mu_1, \ldots, \mu_k$ all have compact support. Let $\Phi : (P(\mathcal{X}))^i \to \mathbb{R}$ be the Monge-Kantorovich-Steiner functional

$$\Phi(\mu_{k+1}, \ldots, \mu_{k+1}) = \sum_{i,j=1}^{k+1} \lambda^{i,j} \left[ \inf_{\pi \in \Pi(\{\mu_i\}, \{\mu_j\})} \int_{\mathcal{X} \times \mathcal{X}} c(x, y) d\pi(x, y) \right]^{\alpha}.$$

Then there exist $\nu_1, \ldots, \nu_l \in P(\mathcal{X})$ (with compact support) such that

$$\Phi(\nu_1, \ldots, \nu_l) = \inf_{(P(\mathcal{X}))^l} \Phi.$$

Proof. Let $K$ be a large enough compact set so that $\mu_1, \ldots, \mu_k \in P(K)$. Since $\mathcal{X}$ is locally convex, $H = \text{co}(K)$ is compact by an exercise in [1].

As shown in [2], there exists a unique orthogonal projection map $\text{proj}_H : \mathcal{X} \to H$ which is a distance nonincreasing retraction of $\mathcal{X}$ onto $H$. So given $\pi \in \Pi(\{\mu_i\}, P(\mathcal{X}))$, we have $(\text{proj}_H \times \text{proj}_H)_\# \pi \in \Pi(\{\mu_i\}, P(H))$ and

$$\int_{\mathcal{X} \times \mathcal{X}} c(x, y) d(\text{proj}_H \times \text{proj}_H)_\# \pi(x, y) \leq \int_{\mathcal{X} \times \mathcal{X}} c(x, y) d\pi(x, y).$$

Thus $\inf_{(P(\mathcal{X}))^l} \Phi = \inf_{(P(H))^l} \Phi$.

Since $H$ is compact, choosing $K_\varepsilon = H$ yields that $P(H)$ is tight. $P(H)$ is also closed, so Proposition [10] implies that there exists $\nu_1, \ldots, \nu_l \in P(H)$ such that

$$\Phi(\nu_1, \ldots, \nu_l) = \inf_{(P(\mathcal{X}))^l} \Phi = \inf_{(P(H))^l} \Phi. \quad \square$$

Theorem 17. If $\mathcal{X}$ is a separable Hadamard space or a compact space, then the parameterized Monge-Kantorovich-Steiner problems are solvable for compactly supported boundary data with a lower semicontinuous cost function $c : \mathcal{X} \times \mathcal{X} \to [0, +\infty]$ of the form $c = \varphi \circ d$, where $\varphi$ is a monotone nondecreasing function and $d$ is the distance in $\mathcal{X}$.

If $c = d^\alpha$ and $\alpha = 1/p$ for some $p \in [1, \infty)$, then the general Monge-Kantorovich-Steiner problem is solvable as well.

Furthermore, the minimizing configuration in $P(\mathcal{X})$ produced in both cases consists of measures with compact support.

Proof. For the parameterized problem with graph $G$, label the boundary vertices as $v_1, \ldots, v_k$ and the remaining vertices as $v_{k+1}, \ldots, v_{k+j}$. Let $\lambda^{i,j}$ be $1/2$ if $v_i$ and $v_j$ are connected by an edge in $G$ and $0$ otherwise. Proposition [10] or Lemma [10] then provides the solution.

For the general problem, we follow the classical argument (see [6]). Let $\mathcal{K}$ be the set of finite connected graphs $G$ with $k$ distinguished boundary vertices, let $\Phi_G$ denote the corresponding Monge-Kantorovich-Steiner functional for each $G \in \mathcal{K}$. We wish to achieve

$$\inf_{G \in \mathcal{K}} \inf_{\Phi_G} = \inf_{G \in \mathcal{K}} \Phi_G(\nu^G_1, \ldots, \nu^G_{|G|-k}),$$

where $(\nu^G_1, \ldots, \nu^G_{|G|-k}) \in (P(\mathcal{X}))^{|G|-k}$ is the solution of the parameterized problem. (Here $|G|$ denotes the number of vertices of $G$.)

Let $\mathcal{K}'$ be the subset of $\mathcal{K}$ consisting of trees, and let $\mathcal{K}''$ be the subset of $\mathcal{K}'$ where all vertices not in the distinguished boundary set have degree at least three.
Since $\mathcal{K}'$ is a finite set, the infimum over $\mathcal{K}'$ is trivially achieved. It remains to show that

$$\inf_{G \in \mathcal{K}} \inf_{G \in \mathcal{K}'} \Phi_G = \inf_{G \in \mathcal{K}''} \Phi_G.$$

For any $G \in \mathcal{K}$ and any $(\nu_1, \ldots, \nu_{|G| - k}) \in (P(\mathcal{X}))^{(|G| - k)}$, we may take a tree $G' \in \mathcal{K}'$ such that $G'$ is a subgraph of $G$ and $\Phi_{G'}(\nu_1, \ldots, \nu_{|G| - k}) \leq \Phi_G(\nu_1, \ldots, \nu_{|G| - k})$ since

$$\lambda^{i,j} W_p(\mu_i, \mu_j)$$

is always nonnegative and we are only possibly setting some of the $\lambda^{i,j}$ to zero. So

$$\inf_{G \in \mathcal{K}} \inf_{G \in \mathcal{K}'} \Phi_G = \inf_{G \in \mathcal{K}''} \Phi_G.$$

Similarly, for any $G' \in \mathcal{K}'$, removing interior vertices of degree one will keep us in $\mathcal{K}'$ and will not increase $\Phi_{G'}(\nu_1, \ldots, \nu_{|G| - k})$. We may also replace any interior vertex of degree two by an edge between its neighbors to obtain a graph $G'' \in \mathcal{K}''$. It follows from the triangle inequality for Wasserstein distances that $\Phi_{G''}(\nu_1, \ldots, \nu_{|G| - k}) \leq \Phi_{G'}(\nu_1, \ldots, \nu_{|G| - k})$. Thus

$$\inf_{G \in \mathcal{K}} \inf_{G \in \mathcal{K}'} \Phi_G = \min_{G \in \mathcal{K}''} \Phi_G(\nu_1^{G}, \ldots, \nu_{|G| - k}^{G}).$$

The compactness of supports also follows from Lemma 10. □

We note that in the $c = d^2$ and $\alpha = 1/2$ case, if $\mathcal{X}$ is a Riemannian manifold, $G$ is a star and the boundary data is absolutely continuous, the optimal couplings given by Theorem 4 may be taken to be deterministic, i.e. the Monge problem is solvable (Theorem 10.40 of [12]). Thus Theorem 17 gives:

**Corollary 18.** If $M$ is a Riemannian manifold, $M$ is compact or has nonpositive sectional curvature, $G$ is a star, $c = d^2$, $\alpha = 1/2$ and each fixed boundary point $\mu_i$ is compactly supported and absolutely continuous with respect to the volume measure of $M$, then the parameterized Monge-Steiner problem is solvable.

We may say quite a bit more for the classical Steiner problem.

**Corollary 19.** If $\mathcal{X}$ is a compact space and $p > 1$, then the parameterized and general Steiner problems are solvable for arbitrary boundary data on $(P_p(\mathcal{X}), W_p)$. If $\mathcal{X}$ is a separable locally compact Hadamard space and $p > 1$, then the parameterized and general Steiner problems are solvable for compactly supported boundary data on $(P_p(\mathcal{X}), W_p)$.

**Proof.** In either case, we have Monge-Kantorovich-Steiner solutions for the cost function $d^p$ with $\alpha = 1/p$. The associated cost functional is $W_p$, which metrizes $P_p(\mathcal{X})$ as a geodesic space. Thus the adjacent measures may be joined by geodesics, forming a minimal network. □

Note that the geodesics in the Steiner network may be assumed to stay in the set $P_2(H)$ of measures of compact support, as can be seen by considering the geodesic problem as a parametric Steiner problem.

The curvature assumption on $\mathcal{X}$ was only used above to control properties of convex hulls. In particular, the arguments carry through for any complete separable length space $\mathcal{X}$ satisfying:

1. If $K \subset \mathcal{X}$ is compact, then $\overline{\co(K)}$ is compact.
(2) There exists a compact set $K_0 \subset \mathcal{X}$ such that if $K \subset M$ is a compact set with $K_0 \subset K$, then there exists a distance nonincreasing retraction $\text{proj}_H : \mathcal{X} \to H$, where $H$ is compact and $K \subset H$.

As mentioned above, condition (1) holds for any complete metric space which is locally convex; thus condition (1) holds for Riemannian manifolds (by the existence of strongly convex neighborhoods [4]) and for Alexandrov spaces of curvature bounded above (see Proposition II.1.4 of [2]). If $\mathcal{X} = S \times N$, where $\mathcal{X}$ has the product metric, $S$ is compact and $N$ is a Hadamard space, then it is easy to show that condition (2) holds for $K_0 = \emptyset$ and $H = S \times \text{co}(\text{proj}_M K)$ by setting

$$\text{proj}_H = \text{id} \times \text{proj}_{\text{co}(\text{proj}_M K)},$$

where the second component function is the orthogonal projection in $N$. We therefore have:

**Proposition 20.** If $\mathcal{X} = S \times N$, where $\mathcal{X}$ is a complete, separable, locally convex length space endowed with the product metric, $S$ is compact, $N$ is a Hadamard space and $p > 1$, then both the parameterized and general versions of the Steiner problem are solvable in $(P_p(\mathcal{X}), W_p)$ for arbitrary boundary data of compact support.

As a particular case, the hypothesis of Proposition 20 is satisfied for any Riemannian manifold $M$ which splits isometrically as $M = S \times \mathbb{R}^n$ with $S$ compact. One may think of this condition as a strong version of the Soul Theorem of Cheeger and Gromoll.

3.3. **Proof of Main Theorem.** We also assumed compact support for the boundary data in order to say that the supports of the minimizing sequence could be assumed to be compact. For general boundary data $\mu_1, \ldots, \mu_k$, one only has tightness of the set $\{\mu_1, \ldots, \mu_k\}$. We will thus approximate the solution for boundary data $\mu_1, \ldots, \mu_k$ by a sequence of solutions for compact boundary data $\mu_1^n, \ldots, \mu_k^n$ and show that the approximate solutions converge to a solution of the original problem.

**Theorem 21.** Suppose $\mathcal{X} = S \times N$, where $\mathcal{X}$ is a complete, separable, locally compact, locally convex length space endowed with the product metric, $S$ is compact, $N$ is a Hadamard space and $p > 1$. Then the parameterized and general versions of the Monge-Kantorovich-Steiner problem and the Steiner problem are solvable in $(P_p(\mathcal{X}), W_p)$ for arbitrary boundary data. (For $p = 1$, the Monge-Kantorovich-Steiner problems are solvable.)

**Proof.** First consider the $G$-parameterized problem where each vertex of $G$ is adjacent to the boundary. Let $\mu_1, \ldots, \mu_k \in P_p(\mathcal{X})$ denote the boundary data and let $\Phi : (P_p(\mathcal{X}))^l \to \mathbb{R}$ be the Monge-Kantorovich-Steiner functional. Since $\{\mu_1, \ldots, \mu_k\}$ is tight, we may choose $r_n > 0$ such that $\mu_i(\mathcal{X} \setminus B_{r_n}) \leq 1/n$ for all $i, n$, where $B_{r_n}$ is the intrinsic closed ball of radius $r_n$ about some fixed base point $x_0$. In particular, $\mu_i(B_{r_n}) \geq (n-1)/n$. $B_{r_n}$ is compact since $\mathcal{X}$ is complete and locally compact. Define the cutoff measures

$$\mu_i^n = \frac{\mu_i|_{B_{r_n}}}{\mu_i(B_{r_n})} = \frac{\mu_i|_{B_{r_n}}}{\mu_i(B_{r_n})},$$

Note that for $m \geq 2$, we have the tightness estimate

$$\mu_i^n(\mathcal{X} \setminus B_{r_n}) = \frac{\mu_i|_{B_{r_n}}(\mathcal{X} \setminus B_{r_n})}{\mu_i(B_{r_m})} \leq \frac{\mu_i(\mathcal{X} \setminus B_{r_n})}{\mu_i(B_{r_m})} \leq \frac{m}{m - 1} \frac{1}{n} \leq 2 / n.$$
By Theorem 6.9 in [12], a sequence $\mu^m$ converges to $\mu$ in the $W_\rho$ metric if and only if $\mu^m \to \mu$ weakly and
\[
\limsup_{m \to \infty} \int d^p(x, x_0) \, d\mu^m(x) \leq \int d^p(x, x_0) \, d\mu(x).
\]
Thus the weak convergence of $\mu^m_i$ to $\mu_i$ and the bound
\[
\int d^p(x, x_0) \, d\mu^m_i(x) = W^p_\rho(\mu^m_i, \delta_{x_0}) \leq W^p_\rho(\mu_i, \delta_{x_0}) = \int d^p(x, x_0) \, d\mu_i(x)
\]
imply that $\mu^m_i \to \mu_i$ in $W_\rho$.

Let $\Phi$ denote the Monge-Kantorovich-Steiner functional for the boundary data $\mu_1^m, \ldots, \mu_k^m$. Since
\[
b := \Phi(\delta_{x_0}, \ldots, \delta_{x_0}) \geq \Phi_m(\delta_{x_0}, \ldots, \delta_{x_0}),
\]
b gives an upper bound on the infima for $\Phi$ and $\Phi_m$.

Let $\nu^m_i, \ldots, \nu^m_n$ solve the $G$-parameterized problem for the compact boundary data $\mu^m_1, \ldots, \mu^m_k$. We now show that $\\{\nu^m_i, \ldots, \nu^m_n\}$ is tight. Let
\[
\psi(n) = (b + 1) \left( \frac{n}{2} \right)^{1/p} + 2r_n.
\]
Suppose that there exists a pair $(j, m)$ such that for some $n$,
\[
\nu^m_j(X \setminus B_{\psi(n)}) > \frac{4}{n}.
\]
Choose $i$ such that $\nu^m_j$ and $\mu^m_i$ are $G$-adjacent. Since $\mu^m_i(X \setminus B_{r_n}) < 2/n$, transporting from $\nu^m_j$ to $\mu^m_i$ must move at least $2/n$ of the mass from outside $B_{\psi(n)}$ to inside $B_{r_n}$. More precisely, if $\pi \in \Pi(\{\nu^m_j\}, \{\mu^m_i\})$, then
\[
\pi((X \setminus B_{\psi(n)}) \times B_{r_n}) + \pi((X \setminus B_{\psi(n)}) \times (X \setminus B_{r_n})) = \nu^m_j(X \setminus B_{\psi(n)}) > \frac{4}{n},
\]
and similarly
\[
\pi((X \setminus B_{\psi(n)}) \times B_{r_n}) + \pi(B_{\psi(n)} \times B_{r_n}) = 1 - \mu^m_i(X \setminus B_{\psi(n)}) > 1 - \frac{2}{n}.
\]
Adding inequalities we find
\[
1 + \frac{2}{n} < 2\pi((X \setminus B_{\psi(n)}) \times B_{r_n}) + \pi(B_{\psi(n)} \times B_{r_n}) + \pi((X \setminus B_{\psi(n)}) \times (X \setminus B_{r_n})) \leq 2\pi((X \setminus B_{\psi(n)}) \times B_{r_n}) + \pi(B_{\psi(n)} \times B_{r_n}) + \pi((X \setminus B_{\psi(n)}) \times (X \setminus B_{r_n})) = \pi((X \setminus B_{\psi(n)}) \times B_{r_n}) + \pi(X \times X) = \pi((X \setminus B_{\psi(n)}) \times B_{r_n}) + 1
\]
since \( \pi(\mathcal{X} \times \mathcal{X}) = 1 \), and therefore \( \pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) > 2/n \). Thus
\[
\int_{\mathcal{X} \times \mathcal{X}} d\nu(x, y) d\pi(x, y) \geq \int_{(\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}} d\nu(x, y) d\pi(x, y)
\]
\[
\geq \int_{(\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}} (\psi(n) - r_n)^p d\pi(x, y)
\]
\[
= (\psi(n) - r_n)^p \pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n})
\]
\[
> \frac{2}{n} (\psi(n) - r_n)^p,
\]
and we see that
\[
W_p(\nu_j^m, \mu^m) \geq \left( \frac{2}{n} \right)^{1/p} (\psi(n) - r_n) \geq b + 1.
\]
In particular, \( \Phi^m(\nu_j^m, \nu_j^m) > b \), which contradicts the minimality of \( \Phi^m \) at \( (\nu_1^m, \ldots, \nu_l^m) \). Therefore
\[
\nu_j^m(\mathcal{X} \setminus B_{\psi(n)}) \leq \frac{4}{n}
\]
and \( \{\nu_1^m, \ldots, \nu_l^m\} \) is tight.

For general graphs \( G \), we may inductively show tightness of \( \{\nu_1^m, \ldots, \nu_l^m\} \) for vertices \( k+1 \) edges away from the boundary by assuming tightness of such sequences for vertices \( k \) edges away from the boundary by the above argument. Since \( G \) is a finite graph, we cover all vertices in a finite number of iterations of the argument.

Taking subsequences, we may assume that for all \( j \), \( \nu_j^m \to \nu_j \) weakly. Since \( \mu_i^m \to \mu_i \) weakly as well, we may use Lemma 11 to take subsequences and assume for all \( i, j \) that the optimal transference plans \( \pi_{i,j}^m \) converge weakly to some \( \hat{\pi}_{i,j} \) with the appropriate marginals.

Let \( \epsilon > 0 \). Since \( \mu_i^m \to \mu_i \) in \( W_p \) for all \( i \), \( \exists M \) such that \( \forall m \geq M \),
\[
\|\Phi^m - \Phi\|_{L^\infty((P_p(\mathcal{X}))^l)} \leq \epsilon.
\]
In particular,
\[
\left| \inf_{(P_p(\mathcal{X}))^l} \Phi^m - \inf_{(P_p(\mathcal{X}))^l} \Phi \right| \leq \epsilon.
\]

As in the proof of Proposition 10 consider \( F : [\Pi(P_p(\mathcal{X}))]^{(k+1)^2} \to \mathbb{R} \) defined by
\[
F(\pi_{1,1}, \ldots, \pi_{k+1,k+1}) = \sum_{i,j=1}^{k+1} \lambda^{i,j} \left[ \int_{\mathcal{X} \times \mathcal{X}} d\nu(x, y) d\pi_{i,j}(x, y) \right]^{(1/p)},
\]
where again \( \lambda^{i,j} = 1/2 \) for edges of \( G \) and \( \lambda^{i,j} = 0 \) otherwise. By construction,
\[
F(\pi_{1,1}^m, \ldots, \pi_{k+1,k+1}^m) = \Phi^m(\nu_1^m, \ldots, \nu_l^m) = \inf_{(P_p(\mathcal{X}))^l} \Phi^m.
\]

By Lemma 12, \( F \) is lower semicontinuous and
\[
F(\hat{\pi}_{1,1}, \ldots, \hat{\pi}_{k+1,k+1}) \leq \liminf_{m \to \infty} F(\pi_{1,1}^m, \ldots, \pi_{k+1,k+1}^m)
\]
\[
= \liminf_{m \to \infty} \inf_{(P_p(\mathcal{X}))^l} \Phi^m
\]
\[
\leq \left( \inf_{(P_p(\mathcal{X}))^l} \Phi \right) + \epsilon.
\]
Sending $\epsilon \to 0$, 

$$F(\hat{\pi}_{1,1}, \ldots, \hat{\pi}_{k+l,k+l}) = \inf_{(P_p(X))^l} \Phi,$$

so the $\hat{\pi}_{i,j}$ are in fact optimal transference plans and

$$\Phi(\nu_1, \ldots, \nu_l) = F(\hat{\pi}_{1,1}, \ldots, \hat{\pi}_{k+l,k+l}) = \inf_{(P_p(X))^l} \Phi.$$

The solution of the general problem follows as in the proof of Theorem 17.□

4. STRUCTURE OF STEINER TREES IN $(P_2(M), W_2)$

We now restrict our attention to the general Steiner problem on $(P_2(M), W_2)$ and investigate how the geometry of $M$ can force structure on the parametric graph of a solution. We must first recall some notions of metric geometry.

Given three distinct points $x, y, z$ in a length space $Y$, the comparison angle $\hat{\angle}xyz$ is defined as the corresponding angle in the triangle in $\mathbb{R}^2$ of sides $d(x, y), d(x, z), d(y, z)$. Explicitly,

$$\hat{\angle}xyz = \arccos \frac{d^2(x, y) - d^2(x, z) + d^2(y, z)}{2d(x, y)d(y, z)}.$$

If $\beta : [0, \epsilon) \to Y$ and $\gamma : [0, \epsilon) \to Y$ are two paths in $Y$ with $\beta(0) = \gamma(0) = p$, then we define the angle

$$\angle(\alpha, \beta) = \lim_{s,t \to 0} \hat{\angle}(\alpha(s), p, \beta(t))$$

whenever the limit exists.

**Definition 22.** A length space $Y$ is said to have nonnegative Alexandrov curvature if it has a covering by neighborhoods $\{V_i\}$ such that for any two shortest paths $\beta : [0, \epsilon) \to V_i$ and $\gamma : [0, \epsilon) \to V_i$ with $\beta(0) = p$ and $\gamma(0) = p$,

$$\hat{\angle}(\alpha(s), p, \beta(t))$$

is nonincreasing in both $s$ and $t$.

There are several equivalent definitions of nonnegative Alexandrov curvature. For instance, it is shown in [3] that for a locally compact length space $Y$, nonnegative Alexandrov curvature is equivalent to having a covering by neighborhoods $\{V_i\}$ such that for any four distinct points $a, b, c, d \in V_i$,

$$\hat{\angle}bac + \hat{\angle}cad + \hat{\angle}dab \leq 2\pi.$$

The following results of Lott and Villani will allow us to work geometrically on our space of probabilities.

**Theorem 23 ([9]).** Suppose $M$ is a compact Riemannian manifold with nonnegative sectional curvature. Then for all $\mu_0, \ldots, \mu_3 \in P_2(M)$,

$$\hat{\angle}\mu_1\mu_0\mu_2 + \hat{\angle}\mu_2\mu_0\mu_3 + \hat{\angle}\mu_3\mu_0\mu_1 \leq 2\pi.$$ 

In particular, $P_2(M)$ has nonnegative Alexandrov curvature.

By passing to limits in the inequality, we obtain

$$\angle\gamma_1\mu_0\gamma_2 + \angle\gamma_2\mu_0\gamma_3 + \angle\gamma_3\mu_0\gamma_1 \leq 2\pi$$

for geodesics $\gamma_i$ starting at $\mu_0$. 
Theorem 24 \([9]\). Suppose \(M\) is a compact Riemannian manifold with nonnegative sectional curvature. Then for each absolutely continuous measure \(\mu \in P_2(M)\), the tangent cone \(K_\mu\) of \(P_2(M)\) at \(\mu\) is a Hilbert space, under the inner product generated by angles of geodesics in the space of directions.

We also recall a first variation formula for Alexandrov spaces.

Lemma 25 \([3]\). Let \(Y\) be a complete, locally compact length space of nonnegative Alexandrov curvature, \(p \in Y\) and \(\gamma : [0, \epsilon) \to Y\) a unit-speed shortest path. Let \(l(t) = d(p, \gamma(t))\). Then

\[
\lim_{t \to 0^+} \frac{l(t_i) - l(0)}{t_i} = \min_{\sigma_0} [-\cos(\angle \sigma_0 \gamma)],
\]

where the minimum is taken over all shortest paths from \(\gamma(0)\) to \(p\). (In particular, the limit exists and the minimum is achieved.)

We now assume that \(M = S \times \mathbb{R}^n\), where \(S\) is compact with nonnegative sectional curvature, and \(\mu_1, \ldots, \mu_k \in P_2(M)\) have compact support. By Proposition 20, there is a general Steiner solution which, by the proof of Theorem 17, may be represented by a network \(\Gamma\) whose parametric graph \(G\) is a tree and all interior vertices have degree at least three. This is known as the canonical representative. We will now show that if an interior vertex does not have degree three, then the corresponding measure is not absolutely continuous.

First, note that for some compact \(K \subset M\) containing the supports of \(\mu_1, \ldots, \mu_k\), we have that \(\Gamma(G) \subset P_2(H)\) for \(H = S \times \text{co(proj}_N K)\) as above. \(\Gamma\) is thus trivially a Steiner solution for the restrained general Steiner problem on \(P_2(H)\), where we can apply Theorems 23 and 24 and Lemma 25.

By Theorem 23, it suffices to show that the angle between any pair of adjacent geodesics \(\gamma_1, \gamma_2\) connected at an absolutely continuous \(\mu_0 \in P_2(H)\) is at least \(2\pi/3\).

Suppose that \(\angle \gamma_1 \mu_0 \gamma_2 < 2\pi/3\).

Let \(e_1, e_2\) be the edges corresponding to \(\gamma_1, \gamma_2\), and let \(v\) be the vertex corresponding to \(\mu_0\). Split the vertex \(v\) into \(v_1, v_2\) and create a new graph \(G'\), where \(v_1\) is incident to exactly \(e_1, e_2\) and a new edge \(e\), and \(v_2\) is incident to \(e\) and the remaining edges originally incident to \(v\). There is an obvious graph homomorphism \(h : G' \to G\) identifying \(v_1\) and \(v_2\). Let \(\Gamma' : G' \to P_2(H)\) denote the network \(\Gamma \circ h\). \(\Gamma'\) is clearly a (noncanonical) Steiner network, so it is a global and local minimizer for length.

Let \(N_1, N_2\) be the unit vector representatives of \(\gamma_1, \gamma_2\) in the tangent cone \(K_{\mu_0}\) at \(\mu_0\). Since \(K_{\mu_0}\) is an inner product space, there is a (unit-speed) geodesic \(\eta : [0, \epsilon) \to P_2(H)\) with \(\eta(0) = \mu_0\) such that the angle between \(\eta\) and \(N_1 + N_2\) is arbitrarily small. Let \(N\) be the unit vector representative of \(\eta\) and let \(l(t)\) be the length of the network \(\Gamma'_t\) given by shifting \(v_1\) to \(\eta(t)\). By minimality of \(\Gamma'\),

\[
\lim_{t \to 0^+} \frac{l(t_i) - l(0)}{t_i} \geq 0.
\]
The edge $e$ maps to $\eta([0,t])$ and thus has length $t$. The only other lengths changed are the images of $e_1, e_2$, so by Lemma 25,

$$0 \leq \lim_{t \to 0^+} \frac{l(t_i) - l(0)}{t_i} = 1 + \min_{\sigma_1} [-\cos(\angle \sigma_1\eta)] + \min_{\sigma_2} [-\cos(\angle \sigma_2\eta)]$$

$$\leq 1 - \cos(\angle N_1\eta) - \cos(\angle N_2\eta)$$

$$= 1 - \langle N_1, N \rangle - \langle N_2, N \rangle$$

$$= 1 - \langle N_1 + N_2, N \rangle$$

$$= 1 - \|N_1 + N_2\| \cos(\angle (N_1 + N_2), N) < 0,$$

since $\|N_1 + N_2\| > 1$ and $\cos(\angle (N_1 + N_2), N)$ is arbitrarily close to 1. This contradiction implies that

$$\angle \gamma_1 \mu_0 \gamma_2 \geq \frac{2\pi}{3}.$$

Summarizing, we have

**Theorem 26.** Suppose $M$ is a Riemannian manifold with isometric splitting $M = S \times \mathbb{R}^n$, where $S$ is compact with nonnegative sectional curvature, and $\mu_1, \ldots, \mu_k \in P_2(M)$ have compact support. Then there is a Steiner solution in $P_2(M)$ spanning $\mu_1, \ldots, \mu_k$. Furthermore, this solution has a canonical representative $\Gamma : G \to P_2(M)$ such that

1. $G$ is a tree.
2. Vertices in $G$ not mapped to $\mu_1, \ldots, \mu_k$ have degree at least three.
3. For any vertex $v$ in $G \setminus \Gamma^{-1}(\{\mu_1, \ldots, \mu_k\})$, if $\Gamma(v)$ is absolutely continuous with respect to the volume measure, then the degree of $v$ is three and all pairs of geodesics in $\Gamma(G)$ meeting at $\Gamma(v)$ do so with an angle of $2\pi/3$.

The method of proof for Theorem 26 also applies to Steiner trees in locally compact, finite-dimensional, nonnegatively curved Alexandrov space; one must simply replace the notion of absolute continuity of a measure with the notion of being a manifold point. This further illustrates the analogy between measures in $P_2(M) \setminus P_2^c(M)$ and singular points in a finite-dimensional Alexandrov space mentioned in [9].

One may see that the absolute continuity assumption for the vertex $v$ in Theorem 26 is only used to establish the existence of $\epsilon$-almost midpoints in the tangent cone $K_v$. These $\epsilon$-almost midpoints always exist for finite-dimensional Alexandrov spaces of nonnegative curvature; however, [5] has an infinite-dimensional counterexample.
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