ON THE BRANCH CURVE OF A GENERAL PROJECTION OF A SURFACE TO A PLANE

C. CILIBERTO AND F. FLAMINI

Abstract. In this paper we prove that the branch curve of a general projection of a surface to the plane is irreducible, with only nodes and cusps. This is a basic result in surface theory, extremely useful in various applications. However, its proof, in this general setting, was so far lacking. Our approach substantially uses a powerful tool from projective differential geometry, i.e., the concept of focal schemes.

1. Introduction

A few years ago the first author wrote, in collaboration with R. Miranda and M. Teicher, the paper [8], in which the following theorem, assumed to be well known, was stated and used:

Theorem 1.1. Let \( S \subset \mathbb{P}^r \) be a smooth, irreducible, projective surface (or a general surface in \( \mathbb{P}^4 \)). Then the ramification curve on \( S \) of a general projection of \( S \) to \( \mathbb{P}^2 \) is smooth and irreducible and the branch curve in the plane is also irreducible and has only nodes and cusps, respectively, corresponding to two simple ramification points and one double ramification point.

This means that the ramification of the general projection morphism \( S \to \mathbb{P}^2 \) is as simple as possible. This result has been stated, but never proved, by various classical authors (see [11]), and in fact it is extremely useful in various aspects and applications of the theory of surfaces, such as the Hilbert scheme and moduli space computations à la Enriques (see [11], Chapter V, §11), braid monodromy computations (see, e.g., [28], [20], [21]) and in number-theoretical problems concerning algebraic varieties (see, e.g., [12]).

An anonymous referee kindly remarked that there was no proof of Theorem 1.1 in the current literature, despite good evidence for its truth, given the fact that the result holds under the hypothesis that \( S \) is the \( k \)-tuple Veronese embedding of a smooth surface, with \( k \geq 2 \) (see Kulikov–Kulikov in [22]; in Falting’s paper [12] the same result is proved under even stronger hypotheses, verified when \( k \geq 5 \)).
The purpose of the present paper is to fill up this annoying gap in the literature, by giving a proof of Theorem 1.1. Actually we will prove the following more general result:

**Theorem 1.2.** Let \( \Sigma \subset \mathbb{P}^3 \) be a nondegenerate, projective surface, with ordinary singularities. Then the ramification curve of a general projection of \( \Sigma \) to a plane from a point \( p \) is irreducible, the branch curve is also irreducible and has only nodes and cusps, respectively, corresponding to bitangent, and not tritangent, lines and simple asymptotic tangent lines to \( \Sigma \) passing through \( p \).

As indicated by Kulikov–Kulikov in [22, Lemma 1.4], Theorem 1.1 (respectively, Theorem 1.2) can be extended to the case in which \( S \) (respectively, \( \Sigma \)) has mild singularities (respectively, away from the ordinary singularities); see our Remark 6.1 for this extension.

The proof of Theorem 1.2 consists of a careful study of families of multi-tangent lines to the surface \( \Sigma \), which is also present in the approach of [22]. The new tool here is the use of some basic techniques in projective-differential geometry, i.e., the theory of focal schemes. This relies on very classical concepts; it has been exposed in a modern setting in [10] and successfully used in several contexts (see, e.g., [5]).

In §2 we recall, for the reader’s convenience, some basic notions and results about projections of surfaces and the singularities that they produce. In §3 we recall the relations between the singularities of the branch curve of a general projection and the tangent lines to the surface passing through the centre of projection (see also [22]). The upshot of the first two sections is to reduce the proof of Theorem 1.1 to the one of Theorem 1.2 and to reduce this, in turn, to the proof that the branch curve has only double points. In §4 we recall some generalities about focal schemes. In §5 the focal machinery is applied to prove Proposition 5.1, which is the essential step towards Theorem 1.2 proved in §6.

We finish with §7, in which we outline the aforementioned application à la Enriques of Theorem 1.1 to the study of the dimension of Hilbert schemes and moduli spaces of surfaces.

In this paper we will work over \( \mathbb{C} \).

## 2. Ordinary singularities and projections

This section is devoted to recalling, for the reader’s convenience, some basic facts about general projections to \( \mathbb{P}^3 \) of smooth surfaces sitting in higher dimensional projective spaces.

### 2.1. Ordinary singularities

**Definition 2.1.** An irreducible, projective surface \( \Sigma \subset \mathbb{P}^3 \) is said to have *ordinary singularities* if its singular locus is either empty or it is a curve \( \Gamma \), called the *double curve* of \( \Sigma \), with the following properties:

1. \( \Gamma \) has at most finitely many *ordinary triple points*, such that the germ of \( \Sigma \) there is analytically equivalent to the one of the affine surface in \( \mathbb{C}^3 \) with equation \( xyz = 0 \) at the origin;
2. every nonsingular point of \( \Gamma \) is either a *nodal point*, i.e., the germ of \( \Sigma \) there is analytically equivalent to that of the surface with equation \( x^2 - y^2 = 0 \) at the origin, or a *pinch point*, i.e., the germ of \( \Sigma \) there is analytically equivalent to that of the surface with equation \( x^2 - zy^2 = 0 \) at the origin;
(3) for every irreducible component \( \Gamma' \) of \( \Gamma \), the general point of \( \Gamma' \) is a nodal point of \( \Sigma \); in particular, there are only finitely many pinch points for \( \Sigma \).

Remark 2.2. Assume \( \Sigma \subset \mathbb{P}^3 \) has ordinary singularities and let \( \nu : X \to \Sigma \) be its normalization. It is immediate to see that \( X \) is smooth and the line bundle \( \nu^*(\mathcal{O}_{\mathbb{P}^3}(1)) \) is ample.

Let \( \Delta = \nu^{-1}(\Gamma) \). Then:

(i) \( \nu|_{\Delta} \) is a generically 2 : 1 covering;
(ii) if \( p \in \Gamma \) is a triple point, then \( \nu^{-1}(p) = \{p_1, p_2, p_3\} \), where each \( p_i \) is a node of \( \Delta \), \( 1 \leq i \leq 3 \). We will denote by \( T \) the set of these nodes, which are the only singular points of \( \Delta \);
(iii) if \( q \in \Gamma \) is a pinch point, then \( q \) is a branch point of \( \nu|_{\Delta} \), over which \( \Delta \) is smooth. We will denote by \( \Omega \) the set of corresponding ramification points on \( \Delta \).

2.2. Projections. It is a classical fact that surfaces with ordinary singularities occur as general projections in \( \mathbb{P}^3 \) of smooth surfaces in higher dimensional projective spaces. It is useful to recall the basic results on this subject.

Let \( S \subset \mathbb{P}^r, r \geq 3 \), be a smooth, irreducible, nondegenerate projective surface. For any \( k < r \), we denote by \( \varphi_k : S \to \mathbb{P}^k \) the projection of \( S \) from a general linear subspace of dimension \( r - k - 1 \) of \( \mathbb{P}^r \). If \( h < k \), we may assume that \( \varphi_k \) factors through \( \varphi_h \).

If \( r \geq 6 \), then \( \varphi_5 : S \to \mathbb{P}^5 \) maps \( S \) isomorphically to a smooth surface in \( \mathbb{P}^5 \), since the secant variety \( \text{Sec}(S) \) does not fill up \( \mathbb{P}^r \). Projections to \( \mathbb{P}^4 \) and \( \mathbb{P}^3 \) no longer preserve smoothness.

Definition 2.3 (cf. [23, Def. 1]). A nondegenerate, irreducible, projective surface \( \Sigma \subset \mathbb{P}^4 \) is called a general surface of \( \mathbb{P}^4 \) if either \( \Sigma \) is smooth or the singularities of \( \Sigma \) are at most a finite number of improper double points, i.e., the origin of two smooth branches of \( \Sigma \) with independent tangent planes.

The normalization of a general surface in \( \mathbb{P}^4 \) is smooth.

A general projection of a smooth, irreducible, nondegenerate surface \( S \subset \mathbb{P}^r, r \geq 5 \), to \( \mathbb{P}^5 \) is a general surface of \( \mathbb{P}^4 \); its improper double points correspond to the intersections of the centre of projection with \( \text{Sec}(S) \) and their number is given by the double point formula (see [27], [14]). More precisely, one has (cf. [27] and [23, Thm. 3]):

Theorem 2.4. The only smooth surface \( S \subset \mathbb{P}^5 \) whose general projection to \( \mathbb{P}^4 \) is smooth is the Veronese surface of conics.

This is the same as saying that the Veronese surface of conics is the only smooth defective surface \( S \) in \( \mathbb{P}^5 \), i.e., such that \( \dim(\text{Sec}(S)) < 5 \).

As for projections to \( \mathbb{P}^3 \), it was classically stated by various authors, such as M. Noether, F. Enriques, etc., that the general projection of a smooth surface to \( \mathbb{P}^3 \) has only ordinary singularities (see, e.g., [11], and [15] for a modern reference). A more precise result is the following (see [23, Thm. 8]):

Theorem 2.5 (The General Projection Theorem). Let \( \Sigma \) be a general surface of \( \mathbb{P}^4 \). Then a general projection of \( \Sigma \) to \( \mathbb{P}^3 \) has ordinary singularities.
Though not essential for us, it is worth recalling that, taking the General Projection Theorem for granted, Franchetta proved in [13] the following result (see also [23, Thm. 5]):

**Theorem 2.6.** Let \( \Sigma \) be a general surface of \( \mathbb{P}^4 \). Then the double curve of its general projection to \( \mathbb{P}^3 \) is irreducible, unless \( \Sigma \) is the projection of the Veronese surface of conics to \( \mathbb{P}^4 \).

The proof is rather simple if \( \Sigma \) is the projection of a smooth surface in \( \mathbb{P}^5 \) (see [24]); otherwise, the argument is quite delicate.

### 3. Branch curves of projections

In this section we recall the relations between the singularities of the branch curve of a general projection and the tangent lines to the surface meeting the centre of projection. Most of this is essentially contained in [22]. We dwell on this here in order to make this paper as self-contained as possible.

#### 3.1. Branch curves.

Let \( \Sigma \subset \mathbb{P}^3 \) be an irreducible surface with ordinary singularities and let \( p \in \mathbb{P}^3 \) be a general point. Consider the projection \( \varphi : \Sigma \rightarrow \mathbb{P}^2 \) from \( p \) to a general plane in \( \mathbb{P}^3 \). If, as above, \( \nu : X \rightarrow \Sigma \) is the normalization, one has the commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\nu} & \Sigma \\
\downarrow{\psi} & & \downarrow{\varphi} \\
\mathbb{P}^2 & & \\
\end{array}
\]

(3.1)

Let \( B \subset \mathbb{P}^2 \) be the branch curve of \( \psi \), which in principle may be nonreduced. We will call it the branch curve of \( \varphi \) as well. We denote by \( R \subset X \) the ramification curve of \( \psi \) and by \( Z \) its image on \( \Sigma \).

**Remark 3.1.** Note that \( Z \) is the residual intersection of \( \Sigma \) with its polar with respect to \( p \), off the double curve \( \Gamma \). The singular locus scheme of a surface \( \Sigma \subset \mathbb{P}^3 \) with equation

\[
f(x_0, x_1, x_2, x_3) = 0
\]

is the base locus scheme of the linear system of first polars of \( \Sigma \). Recall that the polar of \( p = [p_0, p_1, p_2, p_3] \) with respect to \( \Sigma \) has the equation

\[
\sum_{i=0}^{3} p_i \frac{\partial f}{\partial x_i} = 0.
\]

A local computation shows that, if \( \Sigma \) has ordinary singularities, the singular locus scheme consists of the double curve \( \Gamma \) with an embedded point of length two at each pinch point \( z \). This translates the fact that, for any pinch point \( z \), all polars are tangent to the plane which is the support of the tangent cone to \( \Sigma \) at \( z \). By applying Bertini’s Theorem we see that \( Z \) does not contain any triple point and is smooth at each pinch point. Accordingly, with notation as in Remark 2.2, \( R \) does not contain any point of \( T \) and is smooth at any point of \( \Omega \).

**Proposition 3.2.** In the above setting, the curve \( R \) is smooth and irreducible, and therefore \( B \) is supported on an irreducible curve.
Proof. As the centre of projection $p$ varies, the curve $R$ varies in the linear system $\mathcal{R}$ which is the pull-back on $X$ of the linear system cut out on $\Sigma$ by the first polars, off the singular locus.

The base locus scheme of $\mathcal{R}$ consists of $\Omega$; thus the general curve $R \in \mathcal{R}$ is smooth (see Remark 3.1).

Suppose the general curve $R \in \mathcal{R}$ is reducible. By Bertini’s theorem, the rational map $\varphi_\mathcal{R}$ determined by $\mathcal{R}$ maps $X$ to a curve. On the other hand, the image of this map is the dual of $\Sigma$. This would imply that $\Sigma$ is developable, a contradiction.

\[ \square \]

Remark 3.3. An alternative argument for the irreducibility of $R$ is the following. Since, as we saw, $R$ is smooth, it suffices to prove that it is connected. Let $H$ be a curve in $\mathcal{L}$. By the Riemann-Hurwitz theorem we have $R \sim K_X + 3H$, where $K_X$, as usual, denotes a canonical divisor of $X$ and $\sim$ denotes linear equivalence. By adjunction theory (cf., e.g., [17] and §7 in [2]) one has that $K_X + 2H$ is nef and since $H$ is ample, then $R$ is ample; hence it is connected.

Now let $d$ be the degree of $\Sigma$ and $g$ be the geometric genus of its general plane section. Then, by the Riemann-Hurwitz formula, one has $\deg(R) = 2(d + g - 1)$. If $\varphi$ induces a birational map of $R$ to $B$, then $B$ is reduced and this is also the degree of $B$.

Remark 3.4. If $S \subset \mathbb{P}^r$, $r \geq 5$, is a smooth, irreducible surface, and $\varphi_2 : S \to \mathbb{P}^2$ is a general projection, we can consider branch and ramification curves of $\varphi_2$. In view of the results in §2 this is a particular case of the previous situation. A similar particular case arises from a general projection to $\mathbb{P}^2$ of a general surface in $\mathbb{P}^4$.

3.2. Tangent lines. Let $T_\Sigma$ be the 3–dimensional, irreducible subvariety of the Grassmannian $G(1, 3)$ of lines in $\mathbb{P}^4$ which is the Zariski closure of the set of all lines tangent to $\Sigma$ at a smooth point. The lines in $T_\Sigma$ are called the tangent lines to $\Sigma$.

Given a line $\ell$ in $\mathbb{P}^3$, the corresponding point $[\ell] \in G(1, 3)$ sits in $T_\Sigma$ if and only if there is a point $z \in \Sigma$ such that $z \in \ell$ and $\ell$ sits in the tangent cone to $\Sigma$ at $z$. In this case we say that $\ell$ is tangent to $\Sigma$ at $z$ and that $z$ is a contact point of $\ell$ with $\Sigma$.

If $\ell \not\subset \Sigma$, we denote by $\ell_\Sigma$ the 0–dimensional scheme cut out by $\ell$ on $\Sigma$ and by $\ell_X$ its pull-back to $X$ via $\nu$. Then $[\ell]$ sits in $T_\Sigma$ if and only if either $\ell \subset \Sigma$ or $\ell_X$ is not reduced.

Let $\ell$ be a line in $\mathbb{P}^3$ through the centre of projection $p$. Write $\ell_X = n_1x_1 + \ldots + n_hx_h$, with $n_1 + \ldots + n_h = d$ and $n_1 \geq \ldots \geq n_h$. The line $\ell$ is tangent to $\Sigma$ if and only if there is an $i = 1, \ldots, h$ such that $n_i \geq 2$, in which case $\ell$ is tangent to $\Sigma$ at $z_i = \nu(x_i)$, and $n_i - 1$ is called the contact order of $\ell$ with the branch of $\Sigma$ corresponding to $x_i$ at $z_i$.

By the genericity assumption, $p$ does not sit on the developable tangent surface to the double curve $\Gamma$ of $\Sigma$. This implies that there are no pairs of indices $i, j$, with $1 \leq i < j \leq h$ such that $n_i \geq 2, n_j \geq 2$ and $\nu(x_i) = \nu(x_j)$.

We will say that $\ell$ is $k$–tangent to $\Sigma$ if there are distinct indices $i_1, \ldots, i_k$ such that $n_{i_j} \geq 2$, for all $j = 1, \ldots, k$. One says that $\ell$ is an asymptotic tangent line to $\Sigma$ if there is an index $i = 1, \ldots, h$ such that $n_i \geq 3$, in which case $\ell$ is an asymptotic tangent line to $\Sigma$ at $z = \nu(x_i)$. The integer $a(\ell) = \sum_{i=1}^{h}(n_i - 2)$ is called the asymptotic weight of $\ell$. If $a(\ell) = 1$, the line $\ell$ is called a simple asymptotic tangent.
3.3. More on asymptotic tangent lines. In the above setting, let \( x \in X \) and set \( z = \nu(x) \). Let \( \mathcal{L} \) be the pull-back on \( X \) of the linear system of planes in \( \mathbb{P}^3 \). Note that there is a unique curve \( C_x \) in \( \mathcal{L} \) singular at \( x \), namely the pull-back to \( X \) of the plane section of \( \Sigma \) with the tangent plane to the branch through \( z \) corresponding to \( x \). We will say that \( x \) is a planar point of \( X \) if \( C_x \) has a point of multiplicity at least 3 at \( x \). If \( x \) is a planar point, then all lines through \( z \) in the tangent plane to the branch corresponding to \( x \) are asymptotic tangent lines.

Lemma 3.6. There are only finitely many planes in \( \mathbb{P}^3 \) cutting \( \Sigma \) in a curve with a point of multiplicity \( m \geq 3 \).

Proof. Suppose the assertion is not true. Then there is a 1-dimensional curve \( \{C_t\}_{t \in D} \) in \( \mathcal{L} \), parametrized by a disc, whose general member has a point \( \{x_t\}_{t \in D} \) of multiplicity \( m \geq 3 \). The tangent space to this curve at \( t = 0 \) is contained in the set of curves in \( \mathcal{L} \) having multiplicity at least \( m - 1 \geq 2 \) at \( x_0 \) (see, e.g., [6] or [26]). Since there is only one such curve, namely \( C_{x_0} \), we find a contradiction. \( \square \)

By genericity, we may and will assume that the centre of projection stays off the finitely many planes cutting \( \Sigma \) in a curve with a point of multiplicity \( m \geq 3 \).

Suppose \( x \) is neither a planar point nor a point in \( \Omega \). Then, there are only one or two asymptotic tangent lines through \( z \) in the tangent plane to the smooth branch of \( \Sigma \) corresponding to \( x \): their directions are the zero locus of the second fundamental form of \( \Sigma \) at \( x \) (see [16]). In geometric terms, consider the curve \( C_x \), which has a double point at \( x \). The directions of the asymptotic tangent lines at \( z = \nu(x) \) are the images via the differential \( d\nu_x \) of the directions of the lines in the tangent cone to \( C_x \) at \( x \). One says that \( x \), or \( z = \nu(x) \), is a parabolic point if the tangent cone to \( C_x \) at \( x \) is nonreduced. Then, the corresponding asymptotic tangent line will be called parabolic.

Let \( P(S) \) be the Zariski closure of the set of parabolic points of \( S \). One has \( \dim(P(S)) \leq 1 \). Otherwise \( \Sigma \) would be a developable surface, i.e., either a cone or the locus of tangent lines to a curve (see [16]). This is not possible, since \( \Sigma \) has ordinary singularities.

By the genericity of the centre of projection \( p \), we conclude that:

Lemma 3.7. In the above setting, no parabolic asymptotic tangent line contains the centre of projection.
3.4. **Multiple points of the branch curve.** The following proposition tells us what are the multiple points of the branch curve. It can be deduced from [18, Theorem IV.1]. We give a short proof for the reader’s convenience.

**Proposition 3.8.** In the above setting, the multiplicity of $B$ at $y$ is the branching weight $b(y)$.

**Proof.** Let $\ell = \ell_y$ and $\ell_X = n_1 x_1 + \ldots + n_h x_h$. Let $\pi$ be a general plane through $\ell$ and let $C$ be the pull-back on $X$ of the curve section of $\Sigma$ with $\pi$. Then $C$ is smooth and irreducible of genus $g$. The projection from $p$ induces a morphism $C \to \mathbb{P}^1$ of degree $d$ which has a branch point $y$, corresponding to the line $\ell$ with ramification index $\sum_{i=1}^{h} (n_i - 1)$. Bertini’s theorem guarantees that the remaining branch points, corresponding to the intersections of $\pi$ with $B$ off $y$, are all simple. Hence their number is $2(d + g - 1) - \sum_{i=1}^{h} (n_i - 1) = \deg(B) - b(y)$. This proves the assertion.

More specifically:

**Proposition 3.9.** In the above setting, if $B$ has only double points, then it has only nodes and cusps, respectively, corresponding to bitangent, not tritangent, and simple asymptotic tangent lines containing the centre of projection $p$.

**Proof.** Let $y$ be a singular point of $B$, which by assumption has multiplicity 2. Suppose it corresponds to the line $\ell$ through $p$, with $\ell_X = n_1 x_1 + \ldots + n_h x_h$. By Proposition 3.8 we have only two possibilities:

(a) $n_1 = n_2 = 2$, $n_3 = \ldots = n_d = 1$; i.e., $\ell$ is a bitangent, not tritangent, line;

(b) $n_1 = 3$, $n_2 = \ldots = n_d = 1$; i.e., $\ell$ is a simple asymptotic tangent line.

In case (a), $R$ is smooth at the two points $x_1, x_2$ over $y$. The lines in the tangent cone to $B$ at $y$ consist of the images, via the projection from $p$, of the two tangent planes $T_{S, x_i}$ to $S$ at the branch corresponding to $x_i$, $i = 1, 2$. We claim that these two planes are distinct, then also their projections from $p$ are distinct, and thus $y$ is a node for $B$.

To prove this, consider the closure $W$ in $\Sigma \times \Sigma$ of the pairs $(x_1, x_2)$ of distinct, smooth points, such that $T_{S, x_1} = T_{S, x_2}$. One has $\dim(W) \leq 1$. In fact the dual $\Sigma^*$ of $\Sigma$ is a surface because $\Sigma$ is not a developable surface (see [16]), and the points in $W$ correspond to singular points of $\Sigma^*$. Then, by the genericity of $p$, there is no pair of points $(x_1, x_2)$ in $W$ such that $p, x_1, x_2$ are collinear, which proves our claim.

In case (b), we will show, with a direct computation, that $R$ is tangent to $\ell$ at $x := x_1$ and the image of the tangent plane $T_{S, x}$ via the projection from $p$ has intersection multiplicity 3 with $B$ at $y$. This will prove that $y$ is a cusp.

Choosing affine coordinates, we may assume that $p$ is the point at infinity of the $z$-axis, that $\nu(x)$ is the origin, that the tangent plane to $\Sigma$ at $z$ is the plane $y = 0$, that the asymptotic tangent lines to $\Sigma$ at the origin are the $z$ and the $y$-axes; note that these asymptotic lines are distinct by Lemma 3.7.

In this coordinate system, $\Sigma$ has an equation of the form

$$f_0(x, z) + y + \sum_{i=2}^{d} y^i f_i(x, z) = 0,$$

(3.2)
where \( f_i(x, z), i \geq 2 \), is a polynomial of degree at most \( d - i \) and
\[
(3.3) \quad f_0(x, z) = axz + a_1x^2 + a_2xz^2 + a_3x^2z + a_4z^3 + o(3)
\]
with \( a \cdot a_4 \neq 0 \).

In this setting, the ideal of \( R \) around the origin is generated by the first member of (3.2) and by its derivative with respect to \( z \), i.e.,
\[
(3.4) \quad \frac{\partial f_0}{\partial z}(x, z) + \sum_{i=2}^{d} y^i \frac{\partial f_i}{\partial z}(x, z).
\]

As we know, \( R \) is smooth at the origin (cf. Proposition 3.2). Indeed, the plane \( y = 0 \) is not tangent at the origin to the surface defined as the zero locus of (3.4) because the curve with equation
\[
\frac{\partial f_0}{\partial z}(x, z) = 0
\]
is not singular at the origin. This is immediate, since the curve in question has the equation
\[
(3.5) \quad ax + a_2x^2 + 2a_3xz + 3a_4z^2 + o(2) = 0
\]
with \( a \neq 0 \). This shows that the \( z \)-axis \( x = y = 0 \) is tangent to \( R \) at the origin.

Note that we can write a local analytic equation of the curve with equation (3.5) as
\[
(3.6) \quad x = -\frac{3a_4}{a}z^2 + o(2).
\]

Next, let us compute the intersection multiplicity of the tangent plane to \( \Sigma \) at the origin, with \( R \). This amounts to computing the intersection multiplicity at the origin of the two curves
\[
f_0(x, z) = 0, \quad \frac{\partial f_0}{\partial z}(x, z) = 0.
\]
This is the order at 0 of the power series obtained by substituting (3.6) into (3.3), which is clearly 3. This implies that the line \( z = 0 \) has multiplicity of intersection 3 with \( B \) at the origin, proving that \( B \) has a cusp there. \( \square \)

4. Focal loci

In this section, we briefly recall some basic definitions and results concerning the so-called focal loci of families of projective varieties. These will be essential in the next section. We follow [5] and [10], inspired in turn by [25].

4.1. The focal machinery. Let \( Y \) be a smooth, irreducible, projective variety and let
\[
\mathcal{X} \subset D \times Y
\]
be a flat family of closed subschemes of \( Y \) parametrized by the base scheme \( D \), which we assume to be integral. Denote by
\[
q_1 : \mathcal{X} \to D \quad \text{and} \quad q_2 : D \times Y \to Y
\]
the natural projections. Set \( f := q_2|_{\mathcal{X}} \). For every point \( z \in D \) we denote by \( X_z \) the fibre of \( q_1 \) over \( z \).
For any scheme \( Z \), set

\[
\mathcal{T}_Z := \mathcal{H}om(\Omega^1_Z, \mathcal{O}_Z)
\]

and let

\[
\mathcal{N} := \mathcal{N}_X/B \times Y \quad \text{and} \quad \mathcal{T}(q_2) := \mathcal{H}om(\Omega^1_{B \times Y}/Y, \mathcal{O}_{B \times Y}).
\]

One has the following commutative diagram of sheaves on \( X \):

\[
\begin{array}{cccccc}
0 & \to & \mathcal{T}_X & \xrightarrow{df} & \mathcal{T}_{D \times Y}|_X & \to & \mathcal{N} & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & \downarrow & & \downarrow & \downarrow \\
& & \mathcal{T}(q_2)|_X & \xrightarrow{\chi} & \mathcal{N} & & & & \mathcal{T}(q_2)|_X
\end{array}
\]

(4.2)

This is called the focal diagram of the family (4.1) (cf. [10, Diagram (3)]).

The map \( \chi \) is defined by the commutative diagram and is called the global characteristic map of the family (4.1). From the focal diagram (4.2), one sees that \( \ker(\chi) = \mathcal{Ker}(df) \). We denote by \( \mathcal{F} \) this sheaf. We will mainly consider the case in which \( f : \mathcal{X} \to Y \) is dominant and generically finite, so that \( \mathcal{F} \) is a torsion sheaf, which we call the focal sheaf of the family (4.1). Its support \( \mathcal{F}(\mathcal{X}) \) is called the focal scheme of the family, and \( \dim(\mathcal{F}(\mathcal{X})) < \dim(\mathcal{X}) \). If \( z \in D \) is a point, we denote by \( \mathcal{F}(X_z) \) the intersection of the focal scheme with \( X_z \).

From the focal diagram (4.2), one can think of \( \mathcal{F}(\mathcal{X}) \) as the set of ramification points of the map \( f \). We denote by \( L(\mathcal{X}) \) its image via \( f \), i.e., the set of branch points of \( f \).

4.2. Filling families of linear spaces. The situation to have in mind for our applications is the following: \( Y = \mathbb{P}^r \) and \( \mathcal{X} \) is a family of \( k \)-dimensional linear subspaces of \( \mathbb{P}^r \) such that \( \dim(D) = r - k \) and \( f : \mathcal{X} \to \mathbb{P}^r \) is dominant. This is called a filling family of linear subspaces of \( \mathbb{P}^r \). For example, \( D \) could be an \((r-k)\)-dimensional subscheme of the Grassmannian \( \mathbb{G}(k, r) \), with the filling property.

Since we will work at the general point of \( D \), and since \( D \) is integral, we may and will assume that \( D \) is smooth.

**Proposition 4.1.** If (4.1) is a filling family of \( k \)-dimensional linear subspaces of \( \mathbb{P}^r \) and if \( z \) is a general point of \( D \), then \( \mathcal{F}(X_z) \) is a hypersurface of degree \( r - k \) in \( X_z \cong \mathbb{P}^k \).

**Proof.** If one restricts the global characteristic map \( \chi \) to the fibre \( X_z \), this reduces to

\[
\mathcal{O}^{\oplus(r-k)}_{X_z} \cong T_{D, z} \otimes \mathcal{O}_{X_z} \xrightarrow{\chi_z} \mathcal{N}_{X_z/P^r} \cong \mathcal{O}_{X_z}(1)^{\oplus(r-k)}.
\]

(4.3)

In particular, for any \( z \in D \), the map \( \chi_z \) can be viewed as a square matrix \( A_z \) of size \( r - k \), with linear entries. Thus, \( \mathcal{F}(X_z) \) is defined by the equation \( \det(A_z) = 0 \) and the assertion follows. Note that \( \det(A_z) \) cannot be identically zero, because \( \dim(\mathcal{F}(\mathcal{X})) < \dim(\mathcal{X}) \), and therefore also \( \dim(\mathcal{F}(X_z)) < \dim(X_z) = k \). \( \Box \)

4.3. Filling families of lines in \( \mathbb{P}^3 \). More specifically, we will consider filling families of lines in \( \mathbb{P}^3 \). In this case on the general line of the family there are two foci, which can either be distinct or can be just one with multiplicity 2. It is useful to recall how the equation of the foci can be computed on the general line \( \ell \) of the family \( \mathcal{X} \).
Since the problem is local, we may assume the family to be parametrized by a bidisc $D$. More precisely, if $z = (u, v)$ is a point of $D$, we may assume that the line $\ell_z$ is described as the intersection of the two planes with equation

$$a(z) \times x = b(z) \times x = 0,$$

with

$$a(z) = (a_0(z), a_1(z), a_2(z), a_3(z)),$$

$$b(z) = (b_0(z), b_1(z), b_2(z), b_3(z)),$$

$$x = (x_0, x_1, x_2, x_3).$$

We may write $a, b, a_i, b_i$ rather than $a(z), b(z), a_i(z), b_i(z)$. We will denote with lower case indices the derivatives with respect to the variables $u, v$, i.e. $a_u = \frac{\partial a}{\partial u}$, $a_{i,u} = \frac{\partial a_i}{\partial u}$, etc.

In this setting, the characteristic map can be described by looking at (4.3). One sees that the equation of the focal locus on $\ell_z$ is

$$\text{det} \begin{pmatrix} a_u \times x & a_v \times x \\ b_u \times x & b_v \times x \end{pmatrix} = 0$$

modulo (4.4).

5. Filling families of tangent lines to a surface

In this section, using focal techniques, we prove a proposition which is an essential tool for the proof of Theorem 1.1. This proposition was certainly known to the classical algebraic and projective-differential geometers. Since however we do not have a suitable reference for it, we give its complete proof here.

**Proposition 5.1.** Let $\mathcal{X}$ be a filling family of lines in $\mathbb{P}^3$. Assume that its general member $\ell$ is tangent to a nondevelopable surface $\Sigma$ at a general point $p$ of it. Then:

(a) $p$ is a focus on $\ell$;
(b) the contact order of $\ell$ with $\Sigma$ at $p$ is at most 2;
(c) if the contact order of $\ell$ with $\Sigma$ at $p$ is 2, then $p$ is a focus with multiplicity two on $\ell$.

**Proof.** The question being local, we may assume that $\mathcal{X}$ is given around $\ell$ as follows. Let $\Sigma$ be locally parametrized around $p$ as $p = p(u, v)$, with $z = (u, v) \in D$, where $D$ is a bidisc. Then $\ell_z$ is defined by the equations (4.4), where we may assume that the plane $a \times x = 0$ is tangent to $\Sigma$ at $p$; i.e., one has

$$a \times p = a \times p_u = a \times p_v = 0.$$

By differentiating the first relation in (5.1) and taking into account the other two, we find

$$a_u \times p = a_v \times p = 0.$$

Taking into account equation (4.5), (a) immediately follows.

Before proceeding, note that the dual variety $\Sigma^*$ of $\Sigma$ is a surface, since we are assuming that $\Sigma$ is not developable (see [16]). This implies that $a, a_u, a_v$ are linearly independent.
Assume now that \( \ell \) is an asymptotic tangent line to \( \Sigma \) at \( p \). We may suppose that \( \ell = \ell_z \) has the tangent direction of the vector \( p_u \) at \( p \). This translates into the relation

\[
a \times p_{uu} = 0
\]

and \( \ell_z \) is parametrically described by

\[
x = x_0 p + x_1 p_u.
\]

By differentiating the second equation in (5.1) and taking into account (5.3), we find

\[
a_u \times p_u = 0.
\]

Hence the plane \( a_u \times x = 0 \) is distinct from the tangent plane \( a \times x = 0 \) and contains the line \( \ell \). So \( \ell \) is defined by the equations

\[
a \times x = a_u \times x = 0
\]

and the equation (4.5) of the focal locus becomes

\[
\det \begin{pmatrix} a_u \times x & a_v \times x \\ a_{uu} \times x & a_{uv} \times x \end{pmatrix} = 0.
\]

By differentiating the first equation in (5.2) and considering (5.5), we get

\[
a_{uu} \times p = 0.
\]

Substituting (5.4) into (5.0), and taking into account (5.2), (5.5) and (5.7), we find the equation

\[
x_1^2(a_v \times p_u)(a_{uu} \times p_u) = 0,
\]

which, by the filling property, is not identically zero (see Proposition 4.1).

Note that \( a_v \times p_u \neq 0 \), because, as we saw, \( a_v \) is linearly independent from \( a \) and \( a_u \). In addition we have \( a_{uu} \times p_u \neq 0 \). On the other hand, by differentiating (5.3) and (5.5), we see that

\[
a_{uu} \times p_u = a \times p_{uu}.
\]

Thus one has \( a \times p_{uu} \neq 0 \), which proves (b). Summing up, the equation (5.8) becomes \( x_1^2 = 0 \), proving (c). \( \square \)

Remark 5.2. As a consequence of Proposition 5.1, there is no nondevelopable surface \( \Sigma \) in \( \mathbb{P}^3 \) having a 2-dimensional family \( \mathcal{X} \) of nonsimple asymptotic tangent lines.

The same holds if \( \Sigma \) is developable but not a plane. We do not dwell on this now.

Conversely, if \( \mathcal{X} \) is a filling family of lines in \( \mathbb{P}^3 \), which does not have fundamental points, i.e., points \( p \in \mathbb{P}^3 \) contained in infinitely many lines of \( \mathcal{X} \), then the focal locus of \( \mathcal{X} \) in \( \mathbb{P}^3 \) is a, may be reducible, surface \( \Sigma \) and \( \mathcal{X} \) is formed by lines which are either bitangents or asymptotic tangents to \( \Sigma \). We do not dwell on this as well.

6. The proofs of the main theorems

We are now in a position to give the:

Proof of Theorem 1.2. By Proposition 3.9, it suffices to prove that \( B \) has only double points. In view of Proposition 3.8, one has to show that there is no filling
family of lines whose general member $\ell$ is such that $\ell \cdot X = n_1 x_1 + \ldots + n_h x_h$ with $\sum_{i=1}^h (n_i - 1) \geq 3$. This is ensured by §4.2 and by Proposition 5.1.

Finally, we have the:

**Proof of Theorem 1.1.** It follows from Theorem 1.2 and from the General Projection Theorem 2.5.

**Remark 6.1.** Suppose that $\Sigma$ has, off the ordinary singularity locus, a finite number of further double points where the germ of $\Sigma$ is analytically equivalent to that of an affine surface in $\mathbb{C}^3$ with equation $z^2 = h(x, y)$, at the origin, where $h(x, y) = 0$ is a curve singular at the origin. As in [22], in particular see Lemma 1.4, one proves that the branch curve $B$ of a general projection of $\Sigma$ to a plane has again only nodes and cusps besides the singularities arising from the projections of the aforementioned double points, where the singularity of $B$ is locally analytically equivalent to that of the curve $h(x, y) = 0$. This extension of Theorem 1.2 implies an obvious analogous extension of Theorem 1.1. Note however that the irreducibility statement about branch and ramification curves fails in this situation. A counterexample is given by the branch curve of a general projection of a quadric cone to the plane, which consists of the union of two lines. However, this is the only case in which this happens. Indeed, with the same argument as in the proof of Proposition 3.2 one shows that $R$ is reducible only if $\Sigma$ is developable. This, in the present case, can happen only if $\Sigma$ is a quadric cone.

### 7. Applications to Hilbert scheme dimension computations

As mentioned in the introduction, Theorem 1.1 has important applications in the theory of surfaces. In this section we recall one, namely Enriques’s approach to the computation of the dimension of Hilbert schemes and moduli spaces of surfaces (see [11]).

Let $S \subset \mathbb{P}^r$ and $\varphi := \varphi_2 : S \to \mathbb{P}^2$ be as usual. One has the exact sequence

\begin{equation}
0 \to T_S \xrightarrow{d_\varphi} \varphi^*(T_{\mathbb{P}^2}) \to N_\varphi \to 0,
\end{equation}

defining $N_\varphi$, which is called the **normal sheaf** to the map $\varphi$, fitting also in the so-called **Rohn exact sequence**

\begin{equation}
0 \to \bigoplus_{i=1}^{r-2} O_S(H) \to N_{S/\mathbb{P}^r} \to N_\varphi \to 0
\end{equation}

(see, e.g., [7], p. 358, formula (2.2)).

The sheaf $N_\varphi$ has torsion, being supported on $R \subset S$, the ramification locus of $\varphi$. The morphism $\phi := \varphi|_R : R \to B$ is birational onto the branch curve, which has only nodes and cusps as singularities by Theorem 1.1 and

\[ \deg(R) = \deg(B) = 2(d + g - 1). \]

Let $G \subset R$ be the divisor formed by all points $p$ such that $\phi(p)$ is a cusp of $B$, each counted with multiplicity one, and let $i : R \hookrightarrow S$ be the inclusion of $R$ in $S$. By the exact sequence (7.1) and the analogous sequence for the map $\phi$, we get the
Now consider the following diagram (see [1, p. 24]):

\[
\begin{array}{cccccc}
0 & \to & TR & \xrightarrow{d\phi} & \phi^*(T_{P_2}) & \to \mathcal{N}_\phi & \to 0 \\
\downarrow & & \downarrow & & \downarrow & & \\
0 & \to & TR & \xrightarrow{d\phi} & \phi^*(T_{P_2}) & \to \mathcal{N}_\phi & \to 0 \\
\end{array}
\]

\[
\begin{array}{cccccc}
0 & \to & TR \otimes O_R(G) & \xrightarrow{d\phi} & \phi^*(T_{P_2}) & \to \mathcal{N}_\phi' & \to 0 \\
\downarrow & & \downarrow & & \downarrow & & \\
0 & \to & TR \otimes O_R(G) & \xrightarrow{d\phi} & \phi^*(T_{P_2}) & \to \mathcal{N}_\phi' & \to 0 \\
\end{array}
\]

where \(\mathcal{N}_\phi'\) is a line bundle on \(R\). Note that these two diagrams imply that

\[
h^j(S,N_\phi) = h^j(R,i^*(\mathcal{N}_\phi')) = h^j(R,N_\phi'), \quad j = 0, 1, 2.
\]

One has

\[
\deg(\mathcal{N}_\phi) = \deg(\phi^*(T_{P_2})) - \deg(TR) = 3\deg(R) + \deg(K_R) = 6(d+g-1) + \deg(K_R).
\]

The classical formula for the number of cusps of the branch curve, in case this has only nodes and cusps, gives

\[
\deg(Z) = 3(d + K_S^2 - 4(\chi(O_S) + 6(g - 1))
\]

(cf. formulas (a), (b) and (d) in [8, Prop. 2.6]; cf. standard references as [11] p. 182 and [19]).

Thus

\[
\deg(\mathcal{N}_\phi') = \deg(\mathcal{N}_\phi) - \deg(Z) = 3(d - K_S^2 - 4(g - 1) + 4\chi(O_S)) + \deg(K_R).
\]

Since

\[
p_a(R) = 9(g - 1) + K_S^2 + 1
\]

one has

\[
h^0(S,N_\phi) = h^0(R,N_\phi') = 3d - 3(g - 1) - 2K_S^2 + 12\chi(O_S) + h,
\]

where \(h = h^1(R,N_\phi') = h^1(S,N_\phi)\). Note that \(\mathcal{N}_\phi'\) is nonspecial, hence \(h = 0\), if

\[
d - K_S^2 - 4(g - 1) + 4\chi(O_S) > 0.
\]
Otherwise, in case $\mathcal{N}_φ$ is special, note that $R$ is not hyperelliptic, since $\mathcal{O}_R(H)$ is clearly special. Then, taking into account (7.6), one has
\begin{equation}
(7.9) \quad h \leq \frac{3}{2}(K^2_S - d) + 6(g - 1 - \chi(\mathcal{O}_S)) + \frac{1}{2},
\end{equation}
by Clifford’s theorem. More precisely, let
\[ h^1(S, \mathcal{O}_S(H)) = h(S) \]
be the \textit{speciality} of $S$.

From (7.2), (7.3), (7.4), (7.5), (7.7) and (7.9) we conclude that:

\textbf{Theorem 7.1.} In the above setting, one has
\[ h^0(S, \mathcal{N}_{S/\mathbb{P}r}) \leq (r^2 - r - 1) + \frac{1}{2}(3d - K^2_S - 1) + 3(g - 1) + 6\chi(\mathcal{O}_S). \]

\textbf{Remark 7.2.} Suppose that $H \sim K_S$, i.e., that the canonical system is very ample. Let $q(S) = h^1(S, \mathcal{O}_S)$ be, as usual, the \textit{irregularity} of $S$. The above theorem implies that the number $M(S)$ of moduli of $S$ is bounded above by $4K^2_S + 3\chi(\mathcal{O}_S) - 3q(S) + 4$, if $h > 0$, and by $12\chi(\mathcal{O}_S) - 3p_g - 1 - 2K^2_S$. In the latter case, since $K^2_S \geq 3p_g - 7$ by Castelnuovo’s inequality (see e.g., [2], one has $M(S) \leq 3p_g - 12q + 25$. For the problem of finding a good upper bound for the number of moduli of a surface, see [3], [4].

\textbf{Acknowledgments}

We wish to thank Michael Friedman and Mina Teicher for reminding us of reference [12], and Jonathan Wahl for reminding us of reference [18].

\textbf{References}

22. V. Kulikov, V. S. Kulikov, Generic coverings of the plane with A-D-E-singularities, Izvestiya: Mathematics, 64 (6), 1153–1195. MR1817250 (2002c:14058)