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Abstract. We present a unified approach to study large positive solutions (i.e., \( u(x) \to \infty \) as \( x \to \partial \Omega \)) of the equation \( \Delta u + hu - k\psi(u) = -f \) in an arbitrary domain \( \Omega \). We assume \( \psi(u) \) is convex and grows sufficiently fast as \( u \to \infty \). Equations of this type arise in geometry (Yamabe problem, two dimensional curvature equation) and probability (superdiffusion). We prove that both existence and uniqueness are local properties of points of the boundary \( \partial \Omega \); i.e., they depend only on properties of \( \Omega \) in arbitrarily small neighborhoods of each boundary point. We also find several new necessary and sufficient conditions for existence and uniqueness of large solutions including an existence theorem on domains with fractal boundaries.

1. Introduction

In this paper we study positive solutions of the problem

\[
\Delta u + hu - k\psi(u) = -f \quad \text{in } \Omega,
\]

\( u(x) \to \infty \) as \( \delta(x) = \text{dist}(x, \partial \Omega) \to 0 \) on domains \( \Omega \) with nonempty (possibly) arbitrary boundary in a compact Riemannian manifold \( M \) without boundary of dimension \( n = \dim M \geq 2 \). Here \( \Delta \) is the Laplace-Beltrami operator given by the Riemannian metric on \( M \). We assume that the metric tensor \( g_{ij} \) on \( M \) is at least of class \( C^2(M) \); hence \( M \) has well-defined scalar curvature of class \( C(M) \). The function \( \psi \) in (1.1) is assumed to be well defined on all nonnegative numbers, vanishing at zero, increasing, convex and growing sufficiently fast as \( u \to \infty \). The precise conditions will be given later. The functions \( h, k, f \) are assumed to be sufficiently smooth, and \( k, f \geq 0 \) with \( k \) bounded away from zero near the boundary \( \partial \Omega \).

It turns out that equation (1.1) for various functions \( \psi \) plays an important role in geometry, probability, etc. Two classical examples arising in geometry are the Yamabe equation and the two dimensional curvature equation mentioned below. One motivation we had writing this paper was to show that these problems with seemingly very different functions \( \psi \) can be given very similar treatment.

Equation (1.1) with \( \psi(u) = u^{(n+2)/(n-2)} \) arises in the problem of conformal change of metric in dimensions 3 and more and is known as the Yamabe problem. Let \( g \) be a conformally related Riemannian metric. The conformal relationship will
be written as \( g' = u^{4/(n-2)} g \). Denote by \( R' \), \( R \) their scalar curvature functions. These are related by the equation

\[
(2) \quad \Delta u - \frac{n-2}{4(n-1)} Ru + \frac{n-2}{4(n-1)} R' u^{(n+2)/(n-2)} = 0.
\]

Here \( \Delta \) is the Laplace-Beltrami operator in the metric \( g \). The first two terms on the right hand side of (2) are known as the “conformal Laplacian”, and the corresponding operator will be denoted by \( L \). Clearly equation (2) is a special case of (1), provided \( R' \geq 0 \) and \( R' < 0 \) near the boundary \( \partial \Omega \). In this light equation (2) with boundary data as in (1) can be seen as a problem of finding a complete metric \( g' \) in \( \Omega \) with given nonnegative scalar curvature \( R' \) such that \( g' \) is conformally related to the background metric \( g \) in \( M \). The most typical example we want to consider occurs when \( R' \) is constant and negative. The meaning of the words complete metric is that all geodesics of \( g' \) in \( \Omega \) never intersect the boundary \( \partial \Omega \) of \( \Omega \); i.e., \((\Omega, g')\) is geodesically complete. This problem has been considered in many papers both on compact and noncompact manifolds, in particular in [2], [3], [4], [28], [46], [33], [34], [26], most recently in [24], [25] and also elsewhere. The problem for \( R' \geq 0 \), which is of a different nature and not considered here, is addressed in [23], [6], [45], [46], [27], [30], [31], [29], [13] and elsewhere.

If the same problem is considered in two dimensions, a different equation arises. In this case we look for \( g' = e^{2u} g \) where \( u \) solves

\[
(3) \quad \Delta u + K' e^{2u} = K.
\]

Here \( K \) is curvature in the original metric and \( K' \) in the new metric. This problem for \( K' = -1 \) was extensively considered in [32]. Solutions of (3) give rise to the classification of Riemannian surfaces; see Corollary 9.3 which is a nice application of the theory we develop in this paper.

The equation with various powers \( \psi(u) = u^\alpha \) also arises in probability (\( \alpha = 2 \): Brownian snakes; \( 1 < \alpha \leq 2 \): superdiffusion); see e.g. [11], [12], [19].

We consider equation (1) on a domain \( \Omega \) in a Riemannian manifold \( M \). The main result of this article is that both questions (the existence of a large positive solution and its uniqueness) are local properties. That is, they depend solely on the properties of \( \partial \Omega \) near a point \( x \in \partial \Omega \). We develop concepts of \( \psi \)-regularity and \( \psi \)-uniqueness of a boundary point \( x \in \partial \Omega \) (see the definitions in section 2). What these notions mean is that a boundary point \( x \in \partial \Omega \) has a neighborhood \( U \) such that the problem \( \Delta u - c\psi(u) = 0 \) in \( \Omega \cap U \) has a large solution for some \( c > 0 \) (or a unique large solution for \( \psi \)-uniqueness for some \( c > 0 \)). More will be discussed when these notions are properly introduced. To put our results into context, the question of existence of large solutions for functions \( \psi(u) = u^q \) for \( 1 < q < \infty \) has been settled in the works [24], [25], where it has been shown that the solvability is equivalent to certain Wiener-type conditions at every boundary point \( y \in \partial \Omega \). Hence at least in this special case, the solvability is indeed a local property. From this perspective it is not surprising that the existence (as well as uniqueness) of large solutions is a local property for more general functions.

We present our main results in section 3 after all notions are defined. There are two subsections, the first of which is on the existence with main results Theorems 3.1 and [32] which imply that equation (1) is solvable if and only if every point of the boundary of \( \Omega \) is \( \psi \)-regular.
The second subsection on (non)uniqueness first presents two examples of non-uniqueness (Examples 3.1 and 3.2) on very general (fractal) domains. The construction is given in detail in section 7 and is a generalization of known examples in a smooth setting. The common feature of these examples is that the solutions \( u(x) \) grow to infinity slowly as \( x \to \partial \Omega \). In particular, the new metric which would arise in the Yamabe problem or in the two dimensional problem is not complete. If we require that \( u \) grows sufficiently fast (we say \( u \) has maximal rate of blowup), then such a solution (if it exists) is unique (Proposition 3.4). This type of behavior has already been noted in some cases in the works of Delanoë, Finn, McOwen and Tang.

The general results on uniqueness (Theorem 3.6 and Theorem 3.7) state that again uniqueness is a local property; i.e., the solution of equation (1) is unique if and only if all its points are \( \psi \)-unique. We also present several new necessary and sufficient conditions for uniqueness of the large solution in Theorem 3.8 and Proposition 9.9. These generalize the uniqueness condition from [39] and [42]. We conjecture that they can be further improved (see the conjecture just above Proposition 9.9).

We devote the last section to examples of how this theory can be applied to concrete examples of the functions \( \psi \). Most results of this section are not new; the point we want to make is to show how they all fit nicely into the same framework. We show that in many cases existence and uniqueness do not depend on the metric tensor \( g \) on \( M \); i.e., if we know the answer in \( \mathbb{R}^n \) we have it on any manifold \( M \) (e.g. Corollary 9.2 and Proposition 9.4). These results nicely complement the recent progress in the special case of \( \psi(u) = u^\alpha \) in \( \Omega \subset \mathbb{R}^n \) where we now know the necessary and sufficient conditions for existence of a large solution in terms of Wiener-type capacity. Labutin’s result states that the large solution exists if every point has a “local complement” that is the set \( U \cap (\mathbb{R}^n \setminus \Omega) \) for all neighborhoods \( U \) of \( x \) of sufficiently large capacity. What “capacity” means depends on \( \alpha > 1 \). The uniqueness in not considered in his work. Our approach follows a different path; we treat a much broader range of problems with less case-specific results.

Section 4, although auxiliary, contains important results about large solutions such as the comparison principle, existence of barriers and the Harnack inequality.

2. Definitions

2.1. Preliminary definitions. As mentioned in the introduction we consider positive solutions of the equation

\[
\Delta u + hu - k\psi(u) = -f \quad \text{in } \Omega.
\]

**Definition 2.1.** A positive solution of equation (4) which satisfies

\[
u(x) \to \infty \quad \text{as } \delta(x) = \text{dist}(x, \partial \Omega) \to 0
\]

is called a large solution.

**Definition 2.2.** We say that the function \( \psi \) satisfies the standard assumptions if

\[
\psi : [0, \infty) \to [0, \infty),
\]

\( \psi \) is continuous, increasing on \([0, \infty)\),

\[
\psi(0) = 0 \quad \text{and} \quad \psi \text{ is strictly convex, i.e.,}
\]

\[
\psi(tx + (1 - t)y) < t\psi(x) + (1 - t)\psi(y) \quad \text{for all } 0 \leq x < y \text{ and } 0 < t < 1,
\]
and for some $a > 0$, 

$$
(7) \quad \int_a^\infty \left( \int_0^s \psi(u) \, du \right)^{-1/2} \, ds < \infty.
$$

Condition (7) is a classical condition introduced by Keller and Osserman [21], [44]. We note that (6) implies that $\psi(u) \leq ku$ for some $k > 0$ and $u \in [0, \varepsilon)$; hence, the integral (7) converges to $\infty$ as $a \to 0^+$. It is also worth pointing out that the condition (6) says something about the differentiability of $\psi$. Since $\psi$ is convex we know that $\psi'$ exists almost everywhere. It also follows that $\psi(u)/u$ is a monotone increasing function; hence it has a one-sided limit at zero, so the right-derivative $\psi'(0)$ is well defined and finite.

In several cases we shall in place of (7) assume a slightly stronger condition (8). Functions $\psi$ for which (8) holds will give rise to solutions that satisfy the well-known Harnack inequality (see below); hence we name this condition appropriately.

**Definition 2.3.** If, in addition to condition (6), there exists $\theta > 1$ such that

$$
(8) \quad \liminf_{u \to \infty} \frac{\psi(\theta u)}{\psi'(u)} > 1,
$$

we say that $\psi$ satisfies the Harnack assumptions.

If it is easy to see that (8) implies that $\psi(u) \geq cu^{1+\varepsilon}$, where $\varepsilon = \ln y/\ln \theta > 0$ and $y$ is any number between 1 and $\liminf_{u \to \infty} \psi(\theta u)/\psi'(u)$. Clearly such a $\psi$ satisfies (7). To see that these conditions are not equivalent, consider $\psi$ equal to $u \ln(4(1+u))$ for large $u$. We see that $\psi$ satisfies (8) but not (7), so (8) is a slightly stronger condition. All $\psi$ we will consider in examples do satisfy (8).

The condition (usually easy to verify)

$$
(9) \quad \liminf_{u \to \infty} \frac{u \psi'(u)}{\psi(u)} > 1
$$

is even stronger, as it implies that (8) holds for all $\theta > 1$; hence $\psi$ satisfies the strong Harnack assumptions.

**Definition 2.4.** Let $\Omega$ be a domain in $M$. We say that two positive functions $u_1$, $u_2$ defined on $\Omega$ are comparable if

$$
(10) \quad 0 < \inf_{x \in \Omega} \frac{u_1(x)}{u_2(x)} \leq \sup_{x \in \Omega} \frac{u_1(x)}{u_2(x)} < \infty.
$$

We write $u_1 \approx u_2$. If, in addition, $u_1$, $u_2$ are large solutions of equation (4) we say that $u_1$, $u_2$ are comparable large solutions.

**Definition 2.5.** Let $\Omega$ be a domain in $M$ and let $\varphi(x) = \psi(x)/x$. We say that a large solution $u$ of equation (4) is complete if

$$
(11) \quad \varphi(u(x)) \geq \frac{1}{\delta^2(x)f(\delta(x))},
$$

for some nondecreasing function $f: \mathbb{R}^+ \to \mathbb{R}^+$ such that

$$
(12) \quad \int_0^\varepsilon \frac{dt}{tf(t)} = \infty, \quad \text{for some } \varepsilon > 0.
$$

We say that a complete large solution $u$ of equation (4) blows up at the maximal rate if the function $f$ in (11) can be taken to be positive and constant.
Remark 2.1. The reason we call such a solution complete is that (if it exists) the metric it defines gives rise to a complete metric for the Yamabe equation \((2)\). Of course, this definition is much more general, but fits nicely into the whole picture.

2.2. Regular boundary points and regular domains. We recall the classical notions of regular, \(L\)-regular boundary point and the concept of a barrier. These notions were first introduced for the Laplacian in \(\mathbb{R}^n\) but generalize to second-order elliptic operators on manifolds; cf. [20] and [48]. Let \(\Omega\) be an arbitrary domain \(\Omega \subset M\) with nonempty boundary. Then the Dirichlet problem

\begin{equation}
Lu = (\Delta - V)u = 0, \quad u\big|_{\partial\Omega} = g \in C(\partial\Omega) \text{ in some sense},
\end{equation}

always has a solution (the Poisson integral) \(u = \text{PI}(g)\), where \(\text{PI}: C(\partial\Omega) \to L^\infty(\Omega)\). Here \(V \in L^{n/2+\varepsilon}(\Omega)\) for some \(\varepsilon > 0\) and \(V \geq 0\). If \(V \in C^2(\Omega)\), then \(u \in C^2_{\text{loc}}(\Omega)\).

Definition 2.6. A point \(x \in \partial\Omega\) is called \(L\)-regular if for all \(g \in C(\partial\Omega)\) the limit \(\lim_{y \to x} u(y)\) exists and is equal to \(g(x)\). If all points of \(\partial\Omega\) are \(L\)-regular, then we say that the domain \(\Omega\) is \(L\)-regular. Obviously in such a case we have: \(\text{PI}: C(\partial\Omega) \to C(\overline{\Omega})\).

We say that a point \(x \in \partial\Omega\) is regular if it is \(L\)-regular for \(L = \Delta\).

All \(L\)-regular points can be characterized in terms of local barriers.

Theorem 2.7. The point \(x \in \partial\Omega\) is \(L\)-regular if and only if there exists a neighborhood \(U\) of \(x\) and a \(C^2\) function \(w\) defined on \(U \cap \Omega\), such that \(Lw = (\Delta - V)w \leq 0\), \(w(y) \to 0\) as \(y \to x\) and for any neighborhood \(U'\) of \(x\) there is \(\delta > 0\) such that \(w(y) > \delta\) for all \(y \in (U \cap \Omega) \setminus U'\).

Corollary 2.8. If \(x\) is a regular point, then \(x\) is \(L\)-regular for all \(L = \Delta - V\), \(V \geq 0\).

We now want to generalize the notions of \(L\)-regular points and domains for our purposes. In our case these notions will depend on the given function \(\psi\); hence we will talk about \(\psi\)-regularity.

Definition 2.9. Suppose that the function \(\psi\) satisfies the Harnack assumptions. Let \(\Omega \subset M\) be a domain with a nonempty boundary. We say that the domain \(\Omega\) is \(\psi\)-regular if there exists at least one \(c > 0\) such that the equation

\[\Delta u - c\psi(u) = 0\]

has a large solution in \(\Omega\).

We say that a point \(x \in \partial\Omega\) is \(\psi\)-regular if there exists a neighborhood \(U\) of \(x\) such that \(U \cap \Omega\) is \(\psi\)-regular.

If \(\psi\) satisfies only the standard assumptions we say that the domain \(\Omega\) is \(\psi\)-regular if the equation \(\Delta u - c\psi(u) = 0\) has a large solution in \(\Omega\) for all \(c > 0\). The notion of a \(\psi\)-regular point remains unchanged.

In parallel to classical theory we also introduce \(\psi\)-barriers:

Definition 2.10. Let \(\Omega\) be a domain in \(M\). Assume that the function \(\psi\) satisfies the standard assumptions. Let \(U\) be a neighborhood of a point \(x \in \partial\Omega\). We say that a positive function \(w\) defined in \(U \cap \Omega\) is a local \(\psi\)-barrier at \(x\) if \(w\) is a subsolution of the equation \(\Delta u - \psi(u) = 0\), i.e., if \(\Delta w - \psi(w) \geq 0\) in the sense of distributions on \(U \cap \Omega\) and

\begin{equation}
\lim_{y \to x} w(y) = \infty.
\end{equation}
2.3. \(\psi\)-uniqueness. For the classical problem \(Lu = 0\) in \(\Omega\), \(u|_{\partial\Omega} = g \in C(\partial\Omega)\), there is no issue with uniqueness, as the maximum principle applies. There are however several examples of nonuniqueness of large solutions for equation (13), some of which can be found in this paper. For this reason we will consider the uniqueness issue in detail here and in parallel with the previous subsection will introduce a new notion of \(\psi\)-uniqueness. Here we will assume the stronger Harnack assumptions on the function (8). This will allow us to consider a nonconstant \(k\) in equation (11); if however \(k\) is constant the standard assumptions would suffice.

**Definition 2.11.** Let the function \(\psi\) satisfy the Harnack assumptions. Let \(\Omega \subset M\) be a \(\psi\)-regular domain with nonempty boundary.

We say that a point \(x \in \partial\Omega\) is \(\psi\)-unique if there exists neighborhood \(U\) of \(x\) such that \(U \cap \Omega\) is \(\psi\)-regular and one of the following holds:

(a) For all \(c > 0\) any two large solutions \(u^1, u^2\) of the equation \(\Delta u - c\psi(u) = 0\) in \(U \cap \Omega\) satisfy:

\[
\limsup_{y \to x} \frac{u^1(y)}{u^2(y)} = 1.
\]

(b) For some \(\theta > 1\), \(\limsup_{u \to \infty} \frac{\psi(\theta u)}{\psi(u)} < \infty\) holds for a sequence of \(\theta_n\) with limit 1. Also for some \(c > 0\), the maximal large solution \(u^c\) of the equation \(\Delta u - c\psi(u) = 0\) in \(U \cap \Omega\) is complete and any other large solution \(u\) of the same equation in \(U \cap \Omega\) satisfies

\[
\limsup_{y \to x} \frac{u^c(y)}{u(y)} < \infty.
\]

**Definition 2.12.** Let the function \(\psi\) satisfy the Harnack assumptions. We say that the domain \(\Omega\) is \(\psi\)-unique if for some \(c > 0\) the equation \(\Delta u - c\psi(u) = 0\) has a unique large solution in \(\Omega\).

3. **Main results**

3.1. **Existence.**

**Theorem 3.1.** Let \(\Omega \subset M\) be an arbitrary domain with nonempty boundary. Suppose that \(\psi\) satisfies the standard assumptions. Then the domain \(\Omega\) is \(\psi\)-regular if and only if every point \(x \in \partial\Omega\) is \(\psi\)-regular.

**Theorem 3.2.** Let \(\Omega \subset M\) be an arbitrary domain with nonempty boundary. Suppose that \(\psi\) satisfies the standard assumptions and that \(c > 0\) is a real number.

(a) Let \(\Omega\) be a \(\psi\)-regular domain. Then, given any \(h, k, f \in L^\infty(\Omega)\) such that \(f \geq 0, k \geq c > 0\) there exists a large nonnegative solution \(U_{\text{max}}\) of the equation

\[
\Delta u + hu - k\psi(u) = -f \quad \text{in} \; \Omega,
\]

with the property that any other nonnegative solution \(u\) of equation (17) in \(\Omega\) satisfies \(u \leq U_{\text{max}}\).

Conversely, if \(\psi\) satisfies the Harnack assumptions and equation (17) has at least one large solution for some \(h, k, f \in L^\infty(\Omega)\) such that \(f \geq 0, k \geq c > 0\), then the domain \(\Omega\) is \(\psi\)-regular.

(b) If all boundary points of \(\Omega\) are regular, then there also exists a minimal large solution \(U_{\text{min}}\) of equation (17), i.e., if \(u\) is any other large solution of equation (17), then \(u \geq U_{\text{min}}\).
As we will see in Examples 3.1 and 3.2 the concept of a minimal large nonnegative solution does not make sense on more general domains, i.e., domains that are not regular, since on such domains it is possible to construct a decreasing sequence of large solutions with limit zero. If \( k \) is continuous at \( \partial \Omega \), then we have uniqueness in (b), that is, \( U_{\min} = U_{\max} \); hence there is only one large solution. We think that this is true even for discontinuous \( k \in L^\infty \), but we do not have the proof.

**Conjecture.** If all boundary points of \( \Omega \) are regular and \( k \in L^\infty (\Omega), k \geq c > 0 \), then \( U_{\min} = U_{\max} \), so uniqueness holds and the domain \( \Omega \) is \( \psi \)-unique.

**Theorem 3.3.** Let \( \Omega \) be a domain in \( M \). Assume that the function \( \psi \) satisfies the Harnack assumptions. Then \( \Omega \) is a \( \psi \)-regular domain if and only if every point \( x \in \partial \Omega \) has a local \( \psi \)-barrier at \( x \).

If \( \psi \) only satisfies the standard assumptions, then \( \Omega \) is a \( \psi \)-regular domain if and only if every point \( x \in \partial \Omega \) has a local \((c\psi)\)-barrier at \( x \) for every \( c > 0 \).

All regular points have a local \((c\psi)\)-barrier at \( x \) for every \( c > 0 \).

### 3.2. (Non)uniqueness.

**Example 3.1.** Let \( \Omega \subset M \) be a domain in \( M \) such that \( \Gamma = M \setminus \Omega \) can be written as \( \Gamma = \bigcup \Gamma_i \) (\( i \in I \), \( I \) can be uncountable), where each \( \Gamma_i \) satisfies

\[
H^{n-2}(\Gamma \cap B(x, r)) \leq cr^{n-2},
\]

for all \( x \in \Gamma \) and \( 0 < r < \text{diam}(M) \) and some \( c \) independent of \( x \) and \( r \). Here \( H^{n-2} \) denotes the \((n-2)\)-dimensional Hausdorff measure on \( M \). Also assume that for each \( x \in \partial \Omega \) there is \( i \in I \) such that

\[
\limsup_{r \to 0^+} r^{2-n} H^{n-2}(\Gamma_i \cap B(x, r)) > 0.
\]

If

\[
\limsup_{x \to \infty} \exp(kx) = 0, \quad \text{for some } k > 0,
\]

then \( \Omega \) is a \( \psi \)-regular domain. In particular, if \( \text{dim } M = 2 \), then any domain for \( \psi \) satisfying (19) is \( \psi \)-regular.

**Example 3.2.** Let \( \Omega \subset M \) be a domain in \( M \) such that \( \Gamma = M \setminus \Omega \) is Ahlfors-David regular; i.e., for some \( c_1, c_2 > 0 \) and \( d < n - 2 \) we have that

\[
c_1 r^d \leq H^d(\Gamma \cap B(x, r)) \leq c_2 r^d, \quad \text{for all } x \in \Gamma \text{ and } 0 < r < 1.
\]

Then \( \Omega \) is a \( u^\alpha \)-regular domain for all \( 1 < \alpha < (n-d)/(n-d-2) \). The large solution is not unique on \( \Omega \). (This claim also follows from [24] or [42], but we also get nonuniqueness.)

In particular, if \( \alpha < n/(n-2) \), then any domain with nonempty boundary is \( u^\alpha \)-regular.

If \( \mathbb{C} \subset [0, 1] \) is the Cantor set (constructed by removing the middle third of each interval at every step), then (20) holds for \( d = \ln 2/\ln 3 = 0.630 \ldots \). Let \( e_1 \) be a unit vector in \( \mathbb{R}^n \). It follows that \( B(0, 2) \setminus C e_1 \) is \( u^\alpha \)-regular for all \( \alpha < (n-\ln 2/\ln 3)/(n-\ln 2/\ln 3-2) \) and \( n \geq 3 \). The solution is not unique.

The important point of the previous examples is that the constructed solutions in section 7 go to infinity quite slowly. We do have the following uniqueness in the class of comparable solutions by an argument essentially identical to [42].

**Theorem 3.4 (Uniqueness of comparable solutions).** Suppose that the function \( \psi \) satisfies the standard assumptions. Let \( \Omega \subset M \) be a \( \psi \)-regular domain with nonempty boundary and \( u \) a large solution of the equation \( \Delta u - \psi(u) = 0 \) in \( \Omega \).
Assume that there exists $K > 0$ such that if $v$ is another large solution of the same equation comparable to $u$, then

\begin{equation}
K^{-1} \leq \inf_{x \in \Omega} \frac{u(x)}{v(x)} \leq \sup_{x \in \Omega} \frac{u(x)}{v(x)} \leq K.
\end{equation}

Then $u = v$.

An even better statement is true if the large solutions are complete:

**Theorem 3.5** (Uniqueness of comparable complete solutions). Suppose that the function $\psi$ satisfies the Harnack assumptions \[ \text{for a sequence of } \theta_n \text{ with limit } 1. \]

Let $\Omega \subset M$ be a $\psi$-regular domain with nonempty boundary. Let $u, v$ be two large comparable complete solutions of the equation $\Delta u - \psi(u) = 0$ in $\Omega$. Then $u = v$.

**Theorem 3.6.** Suppose that the function $\psi$ satisfies the Harnack assumptions.

Then the domain $\Omega$ is $\psi$-unique if and only if all its boundary points are $\psi$-unique.

**Theorem 3.7.** Let $\psi$ be a function that satisfies the Harnack assumptions.

Let $\Omega \subset M$ be a $\psi$-regular domain with nonempty boundary. Assume that $h, k, f \in L^\infty(\Omega)$ are such that $f \geq 0$, $k \geq c_0$ for some $c_0 > 0$. In addition, let us assume that $k$ is a continuous function at every boundary point $\partial \Omega$. If all boundary points of $\Omega$ are $\psi$-unique, then the equation

\begin{equation}
\Delta u + hu - k\psi(u) = -f, \quad \text{in } \Omega
\end{equation}

has a unique large solution.

Conversely, if for some $f, h, k \in L^\infty(\Omega)$, $f \geq 0$, $k$ continuous at $\partial \Omega$, $k \geq c_0 > 0$ the equation

\begin{equation}
\Delta u + hu - ck\psi(u) = -f, \quad \text{in } \Omega
\end{equation}

has a unique large solution for some $c > 0$, then the domain $\Omega$ is $\psi$-unique.

Now we state one sufficient condition for $\psi$-uniqueness. This condition works only on a special class of manifolds with a rich set of local isometries, i.e., manifolds that look locally as $\mathbb{T}^n$, $\mathbb{S}^n$ or $\mathbb{H}^n$. This does not represent any restriction in two dimensions as any compact Riemannian manifold $M$ can be equipped with a conformally equivalent metric of constant curvature 1, 0 or $-1$, so $M$ is either $\mathbb{S}^2$, $\mathbb{T}^2$ or locally $\mathbb{H}^2$. The following proposition is an improvement of a uniqueness result from [39] which was formulated in $\mathbb{R}^n$ and it required that $\mathbb{R}^n \setminus \Omega$ has nonempty interior near every point $x \in \partial \Omega$.

**Theorem 3.8.** Let $\psi$ satisfy the standard assumptions and let $\Omega \subset M$ be a $\psi$-regular domain. Let $x \in \partial \Omega$ be such that there exists a neighborhood $U$ of $x$ with the following property. For every connected component $W$ of $U \cap \Omega$ there exists a continuous family of isometries $\Phi_t : U \to \Phi_t(U) \subset M$, $t \in [0, \varepsilon)$ such that

(a) $\Phi_0$ is the identity on $U$,

(b) $\Phi_t(W) \subset \Omega$ for $t > 0$.

Then the point $x$ is $\psi$-unique. If all points of $\Omega$ have this property, then $\Omega$ is $\psi$-unique.

**Corollary 3.9.** Let $\Gamma = \mathbb{T}^n \setminus \Omega$ be locally a graph of an $(n-1)$-dimensional surface. Then if $\Omega$ is $\psi$-regular, it is also $\psi$-unique.

A similar observation has been made in [42] (cf. Theorem 0.3 there).
Proof of the corollary. For any \( x \in \Gamma \) we identify some neighborhood \( U \) of \( x \) with a neighborhood \( V \) of 0 in \( T_x\mathbb{T}^n \) via the exponential map (this is a local isometry on \( \mathbb{T}^n \)). Then there is a unit vector \( v \in T_x\mathbb{T}^n \) and a function \( \varphi : W = V \cap \{w \in T_x\mathbb{T}^n; w, v, v \} \rightarrow \mathbb{R} \) such that \( \varphi(0) = 0 \) and \( \Gamma \cap U = \{x + w + v\varphi(w); w \in W\} \).

Indeed, if this holds, then \( \Gamma \cap U \) has two connected components, one “above” and one “below” the graph. Then \( \Phi_t(y) = y + tv \) for \( t > 0 \) is the family of isometries for the component “above” the graph and \( \Phi_t(y) = y - tv \) for \( t > 0 \) is the family of isometries for the component “below” the graph. Finally, we note that with a bit of effort it is also possible to handle surfaces with corners; more can be found in Proposition 9.9.

\[ \square \]

4. Preliminaries: The comparison lemma, barriers and the Harnack inequality

The results in this section are mostly generalizations of known results from the case \( \psi(u) = u^a \) to a general \( \psi \). For briefness we will omit certain details and concentrate on the differences. We start with a crucial comparison result.

4.1. The comparison lemma.

Lemma 4.1. Let \( \Omega \subset M \) be a connected subdomain of \( M \) with nonempty boundary. Let \( h, k \in L^{n/2+\varepsilon}(\Omega) \), for some \( \varepsilon > 0 \), \( k \geq 0 \), and \( k > 0 \) on a set of positive measure in \( \Omega \), \( f \in L^2_{1,loc}(\Omega) \), \( f \geq 0 \) and \( \psi \) satisfies (3). Let \( u_1 \in L^2_{1,loc}(\Omega) \cap C(\overline{\Omega}) \) be a weak positive supersolution and \( u_2 \in L^2_{1,loc}(\Omega) \cap C(\overline{\Omega}) \) be a weak nonnegative subsolution of (4), i.e.,

\[ \int_{\Omega} (\nabla u_1 \nabla w - hu_1 w + k\psi(u_1)w) \, d\text{Vol} \geq \int_{\Omega} fw \, d\text{Vol}, \]

\[ \int_{\Omega} (\nabla u_2 \nabla w - hu_2 w + k\psi(u_2)w) \, d\text{Vol} \leq \int_{\Omega} fw \, d\text{Vol}, \]

for all \( w \in L^2(\Omega) \), \( w \geq 0 \), supp \( w \subset \Omega \).

Under these assumptions, if

\[ \limsup_{\delta(x) \rightarrow 0} (u_2 - u_1)(x) \leq 0, \quad (\text{with } \delta(x) = \text{dist}(x, \partial\Omega)), \]

then \( u_1 \geq u_2 \) in \( \Omega \). If in addition there is a point \( x \in \Omega \) such that \( u_1(x) > u_2(x) \) and \( u_1, u_2 \in C^2_{1,loc}(\Omega) \), then \( u_1 > u_2 \) in \( \Omega \).

Proof. We modify the argument contained in [5] and also in [39]. Let \( \varepsilon_1 > \varepsilon_2 > 0 \) and denote \( w_i = (u_i + \varepsilon_i)^{-1}((u_2 + \varepsilon_2)^2 - (u_1 + \varepsilon_1)^2)_+ \) for \( i = 1, 2 \). Here \((\cdot)_+\) denotes the nonnegative part of the function inside the parentheses. Clearly, \( w_i \in L^2_{1,loc}(\Omega) \), \( w_i \geq 0 \) and \( w_i \) has compact support in \( \Omega \) due to (26). By (24) with \( w = w_1 \) and \( w = w_2 \) after subtraction we get

\[ - \int_{\Omega} (\nabla u_2 \nabla w_2 - \nabla u_1 \nabla w_1) \, d\text{Vol} - \int_{\Omega} f(w_1 - w_2) \, d\text{Vol} \]

\[ \geq \int_{\Omega} k(x)(\psi(u_2)w_2 - \psi(u_1)w_1) \, d\text{Vol} + \int_{\Omega} h(x)(u_1w_1 - u_2w_2) \, d\text{Vol}. \]

Let \( \Omega_+(\varepsilon_1, \varepsilon_2) = \{x \in \Omega; u_2(x) + \varepsilon_2 > u_1(x) + \varepsilon_1\} \) and note that all integrands in (27) vanish outside this set. Clearly \( w_1 > w_2 \) in \( \Omega_+(\varepsilon_1, \varepsilon_2) \). The first integral on
the left hand side of (27) is equal to

\[
\int_{\Omega^+_{\varepsilon_1,\varepsilon_2}} \left| \nabla u_2 - \frac{u_2 + \varepsilon_2}{u_1 + \varepsilon_1} \nabla u_1 \right|^2 + \left| \nabla u_1 - \frac{u_1 + \varepsilon_1}{u_2 + \varepsilon_2} \nabla u_2 \right|^2 \, dVol.
\]

From this we conclude that the left hand side is not positive. Looking at the right hand side, if we let \( \varepsilon_1 \to 0 \) we conclude that its limit is

\[
\int_{\Omega^+_{(0,0)}} k(x) \left( \frac{\psi(u_2)}{u_2} - \frac{\psi(u_1)}{u_1} \right) \left( u_2^2 - u_1^2 \right) \, dVol.
\]

Clearly, as \( u_2 > u_1 \) on \( \Omega^+_{(0,0)} \) by (23) we see that \( \left( \frac{\psi(u_2)}{u_2} - \frac{\psi(u_1)}{u_1} \right) \left( u_2^2 - u_1^2 \right) > 0 \) on \( \Omega^+_{(0,0)} \). It follows that the measure of the set \( \{ x \in \Omega^+_{(0,0)} : k(x) > 0 \} \) is zero; otherwise the integral (29) is positive, which contradicts the fact that the right hand side of (27) is not positive. From this we see that \( \Omega \setminus \Omega^+_{(0,0)} \neq \emptyset \).

Pushing the matter further we see that the limit \( \varepsilon_1 \to 0 \) of (28) must be zero. As each set \( \Omega^+_{(\varepsilon_1,\varepsilon_2)} \) is compactly contained in \( \Omega \), the continuity of \( u_1, u_2 \) and the fact that \( u_1 > 0 \) in \( \Omega \) and \( u_2 > u_1 \) in \( \Omega^+_{(\varepsilon_1,\varepsilon_2)} \) imply that both \( u_1/u_2 \) and \( u_2/u_1 \) are bounded away from infinity on each \( \Omega^+_{(\varepsilon_1,\varepsilon_2)} \).

By fixing \( K = \Omega^+_{(\varepsilon_1,\varepsilon_2)} \) we notice that \( \Omega^+_{(\varepsilon_1,\varepsilon_2)} \subset \Omega^+_{(\varepsilon_1',\varepsilon_2')} \) if \( 0 < \varepsilon_1' < \varepsilon_1 \) and some \( 0 < \varepsilon_2' < \varepsilon_2 \). Hence for such epsilons,

\[
0 \leq \int_K \left| \nabla u_2 - \frac{u_2 + \varepsilon_2'}{u_1 + \varepsilon_1} \nabla u_1 \right|^2 + \left| \nabla u_1 - \frac{u_1 + \varepsilon_1'}{u_2 + \varepsilon_2} \nabla u_2 \right|^2 \, dVol
\]

finally, since the last integral in (30) goes to zero as \( \varepsilon_1' \to 0 \) it follows that the middle term of (31) must also go to zero, which means that on \( K \),

\[
\nabla u_2 = \frac{u_2}{u_1} \nabla u_1 \quad \text{and} \quad \nabla u_1 = \frac{u_1}{u_2} \nabla u_2.
\]

As \( K \) was any domain \( \Omega^+_{(\varepsilon_1,\varepsilon_2)} \), it follows that (31) holds on \( \Omega^+_{(0,0)} \).

Writing \( u_2 = \frac{u_2}{u_1} u_1 \) and differentiating (31) gives us \( \nabla \left( \frac{u_2}{u_1} \right) u_1 = \nabla u_2 - \frac{u_2}{u_1} \nabla u_1 = 0 \); hence \( u_2/u_1 \) is constant on each connected component of \( \Omega^+_{(0,0)} \). From this we conclude that \( \Omega^+_{(0,0)} \) is empty, as otherwise \( u_1/u_2 = 1 \) at \( \partial \Omega^+_{(0,0)} \). However, this implies that \( u_2/u_1 = 1 \) inside \( \Omega^+_{(0,0)} \), which contradicts the fact that \( u_2 > u_1 \) on the whole \( \Omega^+_{(0,0)} \). Thus \( \Omega^+_{(0,0)} \) is empty and \( u_1 \geq u_2 \) everywhere.

In the case \( u_1, u_2 \in C^2_{loc}(\Omega) \) and for some \( x \in \Omega \), \( u_1(x) > u_2(x) \), then \( u_1 > u_2 \) in \( \Omega \) follows from the strong (Zarremsa) maximum principle. \( \square \)

Remark 4.1. In Lemma 4.1 the condition \( k(x) > 0 \) on a set of positive measure is necessary. Indeed if \( k \equiv 0 \) on \( \Omega \), then equation (4) becomes linear. The first Dirichlet eigenfunction of the Laplace-Beltrami operator is positive inside \( \Omega \) and provides a counterexample to the claim of the lemma.

Lemma 4.1 implies the existence of bounded solutions to equation (4) on very general domains. We present these in the following section.
4.2. Barriers. In this subsection we develop certain absolute estimates on solutions of equation \((31)\). The main goal is to show that there exists a function \(B : \Omega \to \mathbb{R}^+\) such that all finite nonnegative solutions of \((31)\) are bounded from above by \(B\), provided \(\psi\) satisfies certain growth assumptions. We first consider balls in \(\mathbb{R}^n\).

**Lemma 4.2.** Let \(R > 0\) and let \(\psi\) satisfy the standard assumptions \((31)\) and \((32)\). Then there exists a solution \(u(x) = \varphi(|x|)\) in \(B(0, R) = \{x; |x| < R\} \subset \mathbb{R}^n\) such that

\[
\Delta u - \psi(u) = 0 \quad \text{in } B(0, R), \quad u(x) \to \infty \quad \text{as } x \to \partial B(0, R).
\]

Moreover, \(u(0)\) satisfies

\[
g(R) \leq u(0) \leq g(R/\sqrt{n}), \quad \text{where } g(t) = \sup_{a > 0} \left\{ \int_a^\infty \left( \int_a^s \psi(u) du \right)^{-1/2} ds \geq t \right\}.
\]

Note that the strict convexity of \(\psi\) implies that the function \(g\) defined by \((33)\) is well defined on \((0, \infty)\), \(g\) is decreasing and \(g(0^+) = \infty, g(\infty) = 0\).

**Proof.** Writing \((32)\) in polar coordinates it suffices to find a \(C^2\) function \(\varphi\) of one variable such that

\[
\varphi''(r) + \frac{n-1}{r} \varphi'(r) - \psi(\varphi(r)) = 0, \quad \varphi'(0) = 0, \quad \varphi(r) \to \infty \text{ as } r \to R.
\]

Following Keller \([21]\) and Osserman \([44]\) we rewrite \((34)\) in the form \(\frac{d}{dr} \left( r^{n-1} \frac{d}{dr} \varphi \right) = r^{n-1} \psi(\varphi)\). We integrate once, using \(\varphi'(0) = 0\). This yields

\[
0 \leq \varphi'(s) \leq s^{1-n} \psi(\varphi(s)) \int_0^s r^{n-1} dr = \frac{2}{n} \psi(\varphi(s)).
\]

Using this estimate we get \(\frac{2}{n} \psi(\varphi(r)) \leq \varphi''(r) \leq \psi(\varphi(r))\), which multiplying by \(\varphi'\) and integrating gives us

\[
(\varphi'(r))^2 = C(r) \int_{\varphi(0)}^{\varphi(r)} \psi(s) ds, \quad \text{for some } \frac{2}{n} \leq C(r) \leq 2.
\]

Finally, taking the reciprocal of \((35)\) and integrating we get

\[
r = C(r) \int_{\varphi(0)}^{\varphi(r)} \left( \int_{\varphi(0)}^s \psi(t) dt \right)^{-1/2} ds, \quad \text{for some } 1 \leq C(r) \leq \sqrt{n}.
\]

It follows from \((36)\) that for any \(R > 0\) there exists \(\varphi_0 = \varphi_0(R) > 0\) for which the solution \(\varphi\) with initial condition \(\varphi(0) = \varphi_0\) blows up at \(R\), i.e., \(\varphi(R^-) = \infty\).

Indeed, equation \((34)\) with boundary conditions \(\varphi'(0) = 0, \varphi(R) = m\) has a unique solution for any \(m > 0\). Denote such a solution by \(\varphi_m\). By letting \(m \to \infty\) we obtain a function \(\varphi = \lim_{m \to \infty} \varphi_m\). We claim that \(\varphi\) is also a solution to \((34)\) and \(\varphi'(0) = 0, \varphi(R^-) = \infty\). Clearly, \(\varphi_m\) is a nondecreasing sequence of functions and \(\varphi_m\) satisfies \((37)\) for \(r = R\). Hence, by \((37)\) it follows that \(\varphi_m(0)\) has a finite upper bound; otherwise the right hand side of \((37)\) would converge to zero as \(m \to \infty\), which is not possible. It follows that \(\varphi(0) < \infty\); hence by the well posedness of equation \((34)\) we conclude that \(|\varphi_m(r) - \varphi(r)| \leq C(r)|\varphi_m(0) - \varphi(0)|\) for all \(0 \leq r < R\). It follows that \(\varphi\) is well defined on \([0, R]\) and \(\varphi(R^-) = \lim_{m \to \infty} \varphi_m(R) = \infty\).
We also have an estimate on the value of $\varphi(0) = \varphi_0$. Indeed, using (37) for $\varphi$ and $r = R$ we obtain
\begin{equation}
\frac{R}{\sqrt{n}} \leq \int_{\varphi_0}^{\infty} \left( \int_{\varphi_u}^{\infty} \psi(t) dt \right)^{-1/2} ds \leq R.
\end{equation}
It follows that $u(0) = \varphi_0 \in [g(R), g(R/\sqrt{n})]$, where $g$ is defined by (33). \qed

Remark 4.2. In some interesting cases the function $g$ defined is tractable. In particular, if $\psi(u) = u^\alpha$ for some $\alpha > 1$, then $g(t) \approx t^{2/(1-\alpha)}$. Hence we get that
\begin{equation}
u(0) \approx R^{2/(1-\alpha)}.
\end{equation}
This a priori bound is due to Aviles, Keller, Osserman and Véron.

Next, we consider similar barrier estimates on geodesic balls around points on the compact manifold $M$.

Lemma 4.3. Assume $\psi$ satisfies the standard assumptions. There exists $R_0 > 0$ such that for all $0 < R \leq R_0$ and all points $z \in M$, the equation
\begin{equation}
\Delta u - \psi(u) = 0 \quad \text{in } B(z, R)
\end{equation}
has a supersolution $u$ such that $u(x) \to \infty$ as $\text{dist}(x, \partial B(z, R)) \to \infty$. Here $B(z, R)$ is a geodesic ball of radius $R$; i.e., $B(z, R) = \{y \in M; \text{dist}(x, y) < R\}$, where the distance function is the geodesic distance given by the metric tensor $g$ on $M$.

Moreover, $u(z)$ satisfies
\begin{equation}
Cg(R/\sqrt{2}) \leq u(z) \leq Cg(R/\sqrt{2n}),
\end{equation}
where $g$ is the function given by (33).

Proof. Pick $R_0 > 0$ sufficiently small such that for every $z \in M$ the geodesic ball $B(z, R)$ for $R \leq R_0$ can be equipped with local geodesic coordinates centered at $z$. In such coordinates the metric tensor simplifies and has the form $g_{ij}(z) = \delta_{ij}$ and $\nabla g_{ij}(z) = 0$. Also, if $g^{ij}$ is the inverse matrix to $g_{ij}$, then $g^{ij}(z) = \delta^{ij}$ and $\nabla g^{ij}(z) = 0$. Let $g = \det(g_{ij})$.

In any local coordinates using the summation convention we have
\begin{equation}
\Delta u = g^{-1/2} \partial_j (g^{jk} \partial_k u).
\end{equation}
Let $\Delta_0 u$ be the operator given by (12) for $g^{ij} = \delta^{ij}$. It follows that for $u : U \to \mathbb{R}$,
\begin{equation}
|\Delta - \Delta_0| u \leq \|g^{ij} - \delta^{ij}\|_{L^\infty(U)} \nabla^2 u + \|g^{ij} - \delta^{ij}\|_{L^p(U)} |\nabla u|.
\end{equation}
Hence for any $\varepsilon > 0$ there is $R_0 > 0$ such that in $U = B(z, R)$, where $0 < R \leq R_0$ we have
\begin{equation}
|\Delta - \Delta_0| u \leq \varepsilon (|\nabla^2 u| + |\nabla u|).
\end{equation}
This is a crucial estimate that allows us to take the $v = \varphi(|x|)$ to be the solution from Lemma 4.2 for the ball $B(0, R) \subset \mathbb{R}^n$ to the equation
\begin{equation}
\Delta v - \frac{1}{2} \psi(v) = 0 \quad \text{in } B(0, R), \quad v(x) \to \infty \quad \text{as } x \to \partial B(0, R).
\end{equation}
Then $u(x) = v(\Psi(x))$ ($\Psi$ is the chart map) is a well-defined function in $B(z, R) \subset M$ and clearly $u(x) \to \infty$ as $\text{dist}(x, \partial B(z, R)) \to 0$. We claim that $u$ is a supersolution to equation (40), provided $R_0 > 0$ is small. Indeed, $u$ solves the PDE $\Delta_0 u - \frac{1}{2} \psi(u) =$
0 in $B(z, R) \subset M$. Moreover, the bounds from the previous lemma such as (35) imply that $|\nabla u| \leq C(R_0)\psi(u)$ and $|\nabla^2 u| \leq C(R_0)\psi(u)$. It follows that
\begin{equation}
(46) \quad |(\Delta_0 - \Delta) u| \leq 2zC(R_0)\psi(u) \quad \text{in } B(z, R).
\end{equation}
If we pick $R_0 > 0$ sufficiently small, it follows that the right hand side of (46) can be bounded by $\frac{1}{2}\psi(u)$. Thus,
\begin{equation}
(47) \quad \Delta u - \psi(u) = (\Delta_0 u - \frac{1}{2}\psi(u)) + [(\Delta - \Delta_0) u - \frac{1}{2}\psi(u)] \leq 0.
\end{equation}
Hence $u$ is the supersolution to (40). The estimates for $u(z)$ follow from (33).\hfill \square

**Corollary 4.4.** Let $\Omega \subset M$ be a domain with nonempty boundary. Let $h, k, f$ be $L^\infty(\Omega)$ functions such that $f \geq 0$ and $k \geq c$ for some $c > 0$. In addition, let $\psi$ be a function satisfying (5) and (7). Then there exists a continuous function $B : \Omega \to (0, \infty)$ called a barrier such that any nonnegative solution $u$ to the PDE
\begin{equation}
(48) \quad \Delta u + hu - k\psi(u) = f \quad \text{in } \Omega, \quad u \in C^1_{\text{loc}}(\Omega),
\end{equation}
is bounded by $B$, i.e.,
\begin{equation}
(49) \quad 0 \leq u(x) \leq B(x).
\end{equation}
Moreover, the barrier function $B$ can be taken in the form $B(x) = \varphi(\delta(x))$, for $\delta(x) = \text{dist}(x, \partial \Omega)$ and some continuous nonincreasing function $\varphi : (0, \infty) \to (0, \infty)$ such that $\varphi(0+) = \infty$. Hence
\begin{equation}
(50) \quad 0 \leq u(x) \leq \varphi(\delta(x)).
\end{equation}

**Proof.** Find $m > 0$ such that $\psi(m) \geq \frac{2}{\pi} (\|f\|_{L^\infty(\Omega)} + \|h\|_{L^\infty(\Omega)m})$. Next, find $R_0 > 0$ as in Lemma 4.3 such that for all $0 < R \leq R_0$ and $z \in M$ there exists a supersolution $U$ to equation (10) satisfying (11) and $U(x) \to \infty$ as $\delta(x) \to \partial B(z, R)$. By possibly making $R_0$ smaller, if necessary, we can arrange that any such $U$ also satisfies $U \geq m$ thanks to (11). First, we define the barrier $B$ on the set $\{x \in \Omega : \delta(x) \leq R_0\}$ by
\begin{equation}
(51) \quad B(x) = g\left(\delta(x) \sqrt{\frac{4n}{c}}\right),
\end{equation}
where $g$ is given by (33). Indeed, let $x \in \Omega$ such that $\delta(x) \leq R_0$. Let $U_R$ be the supersolution from Lemma 4.3 for the equation $\Delta u - \frac{1}{2}\psi(u) = 0$ in $B(x, R)$. It follows from (11) that
\begin{equation}
(52) \quad m \leq U_R(x) \leq g\left(R \sqrt{\frac{c}{4n}}\right).
\end{equation}
We compare $u$ and $U_R$ in the ball $B(x, R)$ using Lemma 4.1. Clearly $u$ is a bounded nonnegative solution of (18) in $B(x, R)$ and $U_R$ a supersolution of the same equation in $B(x, R)$ since
\begin{align}
(53) \quad \Delta U_R + hu_R - k\psi(U_R) + f \\
= \quad (\Delta U_R - \frac{1}{2}\psi(U_R)) + (f + hu_R - \frac{1}{2}\psi(U_R)) + (c\psi(U_R) - k(U_R)) \\
\leq \quad 0 + 0 + 0 = 0.
\end{align}
Also, since $(U_R - u)(x) \to \infty$ as $x \to \partial B(x, R)$ it follows that all assumptions of Lemma 4.1 are satisfied and $u \leq U_R$ is $B(x, R)$. Hence by (52) we see that $u(x) \leq g\left(R \sqrt{\frac{c}{4n}}\right)$ for all $R < \delta(x)$. Taking the limit $R \to \delta(x)$ we get that $u(x) \leq B(x)$ for $B(x)$ given by (51).
For all \( x \in \Omega \) such that \( \text{dist}(x, \partial \Omega) > R_0 \) we take \( B(x) = g(R_0 \sqrt{\frac{\alpha}{4\pi}}) \). Clearly, such a \( B \) can be written in the form \( \varphi(\delta(x)) \), as \( R_0 / \delta(x) < 1 \).

Now, if we use Lemma 4.1 on the domain \( \Omega' = \{ x \in \Omega, \delta(x) > R_0 \} \) we see that on the boundary \( \partial \Omega' \) we have \( 0 \leq u(x) \leq m, m \leq B(x) \) and \( u \) is a subsolution and \( B \) a supersolution in \( \Omega' \). It follows that \( u \leq B \) in \( \Omega' \). This concludes the proof of our corollary. \( \square \)

**Remark 4.3.** As a bonus we actually obtain in the special case \( \psi(u) = u^\alpha \) a well-known explicit formula for \( B \). Remark 4.2 gives us that there exists \( C = C(M, k, h, f) > 0 \) such that for any domain \( \Omega \) we can take \( B \) to be equal to

\[
B(x) = \frac{C}{\delta(x)^{2/(\alpha-1)}} \quad \text{for all} \quad x \in \Omega.
\]

### 4.3. Harnack inequality and other elliptic estimates for solutions

In this subsection we prove certain general estimates that our solutions satisfy. These estimates will be useful for the question of uniqueness we deal with in the following section. We note that most results we present here are based on the work for \( \psi(u) = u^\alpha \) in [18]. Our results are a minor modification of their argument for more general \( \psi \).

**Lemma 4.5** (Harnack inequality). Let \( \Omega \subset M \) be an arbitrary domain. Assume that \( \psi \) satisfies the Harnack assumptions. Let \( u \) be a positive solution of \( \Delta u - \psi(u) = 0 \) in \( \Omega \). Then there exists a constant \( C_0 \) independent of \( u \) and \( x \in \Omega \) such that

\[
\sup_{y \in B(x, \delta/8)} u(y) \leq C_0 \inf_{y \in B(x, \delta/8)} u(y),
\]

where \( \delta = \text{dist}(x, \partial \Omega) > 0 \) and \( B(x, r) \) denotes an open ball of radius \( r \) around \( x \).

**Proof.** To simplify notation, let \( \varphi(x) = \psi(x)/x \). Write our equation as \( (\Delta - V(x))u = 0 \), where \( V(x) = \varphi(u(x)) = \psi(u(x))/u(x) \). Then the Harnack principle for the linear equation implies that

\[
\sup_{y \in B(x, \delta/8)} u(y) \leq C \inf_{y \in B(x, \delta/8)} u(y),
\]

where \( C > 0 \) depends on \( n \), the ellipticity modulus of \( \Delta \) and \( \nu \delta \) where

\[
\nu^2 = \sup_{y \in B(x, \delta/2)} V(y).
\]

We claim that \( \nu \delta \leq K \) for some \( K \) independent of \( u \) and \( x \). Having that it follows that \( C \) in (55) can be taken independent of \( \nu \delta \); hence (55) follows.

To estimate (57) we first develop estimates on the barrier function (51), provided \( \psi(u) \) satisfies (8). Recall the definition of the function \( g \) in (33). Since \( \psi \) is convex we get that

\[
\int_0^s \psi(u)du = \frac{1}{2} \int_0^s (\psi(u) + \psi(s + a - u))du \geq \int_0^s \psi((s + a)/2)du
\]

\[
= (s - a)\psi((s + a)/2) = \frac{1}{2}(s^2 - a^2)\varphi((s + a)/2).
\]

Hence

\[
\int_0^\infty \left(\int_0^s \psi(u)du\right)^{-1/2} ds \leq \sqrt{2} \int_0^\infty \frac{ds}{(s^2 - a^2)^{1/2}} \varphi((s + a)/2)^{1/2}
\]

\[
\leq \sqrt{2} \sum_{n=0}^\infty \int_0^{a^{n+1}} \frac{ds}{(s^2 - a^2)^{1/2}} \varphi((s + a)/2)^{1/2}.
\]
Here we choose \( \beta \) such that \( (1 + \beta)/2 = \theta \). We further estimate (51) as follows. As \( \varphi \) is increasing, \( 1/\varphi(a + \beta/2) \) on the interval \([a, a^2 + \beta])\] can be estimated from above by \( 1/\varphi(a(1 + \beta)/2) \). Notice that \( \theta^n = ((1 + \beta)/2)^n \leq (1 + \beta)/2 \); hence \( 1/\varphi(a(1 + \beta)/2) \leq 1/\varphi(a) \). Furthermore, by (8) it follows that for sufficiently large \( \alpha \) there is \( 0 < \tau < 1 \) such that \( 1/\varphi(a) \leq \tau^n/\varphi(a) \). We put all of this into (59), evaluate the integral for \( n = 0 \) separately (we get that it is integrable) and for the rest since \( (a^2 - a^2)^{1/2} \approx a \) as \( a \to \infty \) we replace this term by \( a \). This yields

(60) \[
\int_a^{\infty} \left( \int_a^s \psi(u) du \right)^{-1/2} ds \leq \frac{C}{\varphi(a)^{1/2}} \sum_{n=0}^{\infty} \tau^n/\ln \beta = \frac{C}{\varphi(a)^{1/2}}.
\]

The last estimate follows from the fact that the series is summable. It follows from the definition of the function \( g \) that \( g(C/\varphi(a)^{1/2}) \leq a \) for sufficiently large \( a \) or equivalently \( g(x) \leq \varphi^{-\alpha}(C^2/x^2) \) for sufficiently small \( x \). Here \( \varphi^{-\alpha} \) denotes the inverse function of \( \varphi \) (to distinguish it from \( \varphi^{-1} \)).

Combining (57), (49) and (51) we get that

(61) \[
\nu^2/\varphi^2 = \varphi(g(c_0\delta)) \leq \varphi \left( \varphi^{-\alpha}(C^2/c_0\delta^2) \right) \leq \nu^2/\varphi^2 = \frac{C^2}{c_0}.
\]

i.e., \( \nu \delta \) is bounded uniformly from above. From this our claim follows. \( \Box \)

**Corollary 4.6.** Let \( \psi \) be as in the lemma above and \( \varphi(x) = \psi(x)/x \). It follows that the barrier function in Corollary 4.4 can be taken to be of the form

(62) \[
0 \leq u(x) \leq \varphi^{-\alpha}(K\delta^{-2})
\]

for some \( K > 0 \) small. Notice that in the case \( \psi(u) = u^\alpha \) this again yields (51). However, (62) is not always optimal, e.g., when \( \psi(u) = e^u - 1 \), which is another important case. In this case the definition of \( g \) yields the estimate \( 0 \leq u(x) \leq \psi^{-\alpha}(K\delta^{-2}) \), which is better as \( \varphi \ll \psi \) for \( u \to \infty \).

The Harnack inequality is the crucial step in proving weighted global estimates for the solution. As the details are done in [18] we just state the results. As before let \( \delta(x) = \text{dist}(x, \partial\Omega) \). By \( \|u\|_{L^\infty,\Omega} \) we denote the following weighted norm:

(63) \[
\|u\|_{L^\infty,\Omega} = \sup_{x \in \Omega} |u(x)| + \sup_{x \in \Omega} \delta(x)|\nabla u(x)| + \sup_{x \in \Omega} \delta(x)^2/|\nabla^2 u(x)|
\]

\[
+ \sup_{x,y \in \Omega} \left\{ \delta(x), \delta(y) \right\}^{2+\alpha} |\nabla^2 u(x) - \nabla^2 u(y)|/\text{dist}(x, y)^\alpha.
\]

**Theorem 4.7.** Assume that \( \psi \) satisfies the Harnack assumptions. Then there exists \( C > 0 \) and \( \alpha > 0 \) such that any positive solution \( u \) of \( \Delta u - \psi(u) = 0 \) in \( \Omega \) satisfies

(64) \[
\|u\|_{L^\infty,\Omega} \leq C\|u\|_{L^\infty(\Omega)}; \quad \delta(x)|\nabla u(x)| + \delta^2(x)|\nabla^2 u(x)| \leq C\|u\|, \quad \text{for all } x \in \Omega.
\]

Having (63) we now consider the following situation. Let \( u \) be a solution of the equation \( \Delta u - \psi(u) = 0 \) in \( \Omega \). Given \( \delta > 0 \) let \( x \) be a point in \( \Omega \) such that \( \delta(x) = \text{dist}(x, \partial\Omega) = 2\delta \) and let \( B = B(x, \delta) \) be a geodesic ball of radius \( \delta \) around \( x \). It follows that any point of \( \partial B \) has distance at least \( \delta \) to the boundary \( \partial\Omega \).

Given any \( R > 1 \) it is obvious that \( Ru \) is a supersolution of the equation \( \Delta u - \psi(u) = 0 \) in \( \Omega \) and therefore in \( B \) as well. We ask the following question. Is it possible to find a “better” supersolution in \( B \)? That is, could we find a radial
function \( \Theta = \Theta(r) \) such that \( \Theta u \) is a supersolution in \( B \), and \( \Theta(r) < R \) on \( [0, \delta) \), \( \Theta(\delta) = R \)? The following lemma gives us the answer. This lemma represents a crucial step in the proof of uniqueness of large solutions with sufficiently fast blowup.

**Lemma 4.8.** Assume that \( \psi \) satisfies (5) and (8) for some \( \theta > 1 \). Let \( u \) be a large solution of the equation \( \Delta u - \psi(u) = 0 \) in a domain \( \Omega \). Then there exists \( \delta_0 > 0 \) and \( C > 0 \) such for all \( x \in \Omega \) with \( \delta(x) = 2\delta < 2\delta_0 \) and \( R > \theta \) we have that \( \Theta u \) is a supersolution of the equation \( \Delta u - \psi(u) = 0 \) in \( B = B(x, \delta) \). Here, \( \Theta \) is a radial function in \( B \), i.e., \( \Theta(z) = \Theta(\text{dist}(z, x)) \), and

\[
\Theta(r) = R - C(\inf_{z \in B} \varphi(u(z)))(\delta^2 - r^2), \quad \text{for } 0 \leq r \leq \delta,
\]

provided \( \Theta(0) \geq \theta \) and \( \varphi(x) = \psi(x)/x \). If this does not happen we take

\[
\Theta(r) = R - \frac{R - \theta}{\delta^2}(\delta^2 - r^2), \quad \text{for } 0 \leq r \leq \delta.
\]

**Proof.** Computing \( \Delta(\Theta u) \) for a radial function \( \Theta \) we see that

\[
\Delta(\Theta u) = \Theta \Delta u + u \Delta \Theta + B(\nabla u, \nabla \Theta),
\]

where \( B \) is a bilinear function in \( \nabla u \) and \( \nabla \Theta \). Hence, by (6) there is a constant \( K > 0 \) such that

\[
|B(\nabla u(x), \nabla \Theta(r))| \leq K \Theta'(r) \frac{u(x)}{\delta(x)},
\]

as \( \Theta'(r) \geq 0 \). The constant \( K \) is independent of \( x \). Having (65) and (66) we see that \( \Theta(r) \geq \theta \). By (8) we have that for large \( u \) : \( \varphi(\theta_0 u)/\varphi(u) \geq c > 1 \) for any \( \theta_0 \geq \theta \). This is equivalent to \( \theta_0 \psi(u) \leq \frac{1}{c} \psi(\theta_0 u) \). From this,

\[
\Delta(\Theta u) = \Theta \psi(u) + u \Delta \Theta + B(\nabla u, \nabla \Theta) \leq \frac{1}{c} \psi(\theta_0 u) + u \Delta \Theta + B(\nabla u, \nabla \Theta).
\]

Hence

\[
\Delta(\Theta u) - \psi(\Theta u) \leq -(1 - \frac{1}{c}) \psi(\Theta u) + u \Delta \Theta + B(\nabla u, \nabla \Theta).
\]

It follows that if we find \( \Theta \) such that

\[
u \Delta \Theta + B(\nabla u, \nabla \Theta) \leq (1 - \frac{1}{c}) \psi(\Theta u),
\]

then since \( \psi(u) \leq \psi(\Theta u) \) it follows that the right hand side of (70) is less than 0, so \( \Theta u \) is a supersolution. Next, instead of solving (71) we look for \( \Theta \) such that

\[
u \Delta \Theta + B(\nabla u, \nabla \Theta) \leq \frac{1}{2}(1 - \frac{1}{c})u(\inf_{x \in B} \varphi(u(x))),
\]

where \( \Delta_0 \) is a flat Laplacian in geodesic local coordinates centered at \( x \). Since (44) holds, if \( \delta_0 > 0 \) is chosen sufficiently small, we get that (71) follows from (72). Writing \( \Delta_0 \) in polar coordinates we get

\[
\Theta''(r) + \frac{n-1}{r} \Theta'(r) + \frac{1}{2}B(\nabla u, \nabla \Theta) \leq \frac{1}{2}(1 - \frac{1}{c})u(\inf_{x \in B} \varphi(u(x))).
\]

Finally we note that the term \( \frac{1}{2}B(\nabla u, \nabla \Theta) \) by (68) can be dominated by \( \frac{K}{r} \Theta'(t) \), since \( \frac{1}{\delta(x)} \leq \frac{1}{r} \). Hence (73) will be satisfied if \( \Theta \) solves

\[
\Theta''(r) + \frac{K + n - 1}{r} \Theta'(t) = \frac{1}{2}(1 - \frac{1}{c})u(\inf_{x \in B} \varphi(u(x))).
\]

It is a simple exercise that the function \( \Theta \) given by (65) for some \( C > 0 \) depending only on \( K \), \( c \) and \( n \) solves this equation. We get (68) if \( \Theta(0) \) given by (65) is less than \( \theta \) (if we allow this, (69) no longer holds), so we make this modification. \( \square \)
5. Existence and uniqueness for continuous Dirichlet data

In this section we establish the existence and uniqueness of large solutions in domains with relatively nice boundary. In section 2 we defined a regular point $x \in \partial \Omega$. In such a point the Poisson integral for the Laplace equation in $\Omega$ with $C(\partial \Omega)$ data gives a continuous function at $x$. We will consider for now domains $\Omega$ with all boundary points regular. The following theorem (cf. [48]) gives sufficient (but not necessary) conditions for a point to be regular.

**Theorem 5.1.** The point $x \in \partial \Omega$ is regular if there exists a neighborhood $U$ of $x$ and smooth coordinates on $U$ in which there exists a cone $C$ with vertex $x$ such that $U \cap C \setminus \{x\} \subset M \setminus \overline{\Omega}$.

In particular, all boundary points of a Lipschitz domain are regular.

Now we tackle equation (4). We first settle the question of the existence and uniqueness of a solution to the Dirichlet problem with continuous boundary data. To accommodate this extension we have to assume that all boundary points of a Lipschitz domain are regular. The following theorem (cf. [48]) gives sufficient conditions for a point to be regular.

**Theorem 5.2.** Let $\Omega \subset M$ be a domain with nonempty boundary such that all boundary points are regular. Also assume that $h, k \geq 0$, $h, k \in L^{n/2+\varepsilon}(\Omega)$ for some $\varepsilon > 0$, and $\psi : \mathbb{R} \to \mathbb{R}$ satisfies (5) for both $\psi_1(x) = \psi(x)|_{[0,\infty)}$ and $\psi_2(x) = -\psi(-x)|_{[0,\infty)}$. Moreover, assume that

\[
\inf_{x > 0} \psi_1(x) = \inf_{x > 0} \psi_2(x).
\]

Then for any $g \in C(\partial \Omega)$ and a distribution $f = \Delta F$ for some $F \in C(\overline{\Omega})$ the Dirichlet problem

\[
\Delta u - hu - k\psi(u) = f \quad \text{in} \quad \Omega, \quad u \in C(\overline{\Omega}), \quad u|_{\partial \Omega} = g
\]

has a unique solution. There exists $C > 0$ such that all solutions to (76) satisfy the estimate

\[
\|u\|_{C(\Omega)} \leq C(\|F\|_{C(\Omega)} + \|g\|_{C(\partial \Omega)}).
\]

If in addition $f \leq 0$ and $g \geq 0$ the solution $u$ is nonnegative.

**Proof.** Consider the linear problem

\[
(\Delta - V)u = f \quad \text{in} \quad \Omega, \quad u \in C(\overline{\Omega}), \quad u|_{\partial \Omega} = g,
\]

for arbitrary $V \in L^{n/2+\varepsilon}(\Omega)$, $V \geq 0$. We want to establish the existence of a solution for this problem. Clearly, if $f = 0$ there is nothing to prove, since (78) is just the same equation as (13) and hence Theorem 2.7 and Corollary 2.8 apply.

If $f \neq 0$, let $\tilde{F}$ be a continuous extension of $F$ on the whole $M$ and let $\tilde{f} = \Delta \tilde{f}$. Since we can always arrange that $V > 0$ on a set of positive measure on each connected component of $M \setminus \Omega$ it follows (cf. [35]-[38], [7]-[9]) that $L = \Delta - V$ is invertible on $M$. Consider

\[
w = (\Delta - V)^{-1} \tilde{f} = (\Delta - V)^{-1} \Delta \tilde{F} = \tilde{F} + (\Delta - V)^{-1}(V \tilde{F}).
\]

As $(V \tilde{F}) \in L^{n/2+\varepsilon}(M)$, the mapping properties of $(\Delta - V)^{-1}$ imply that $(\Delta - V)^{-1}(V \tilde{F}) \in C^\alpha(\overline{\Omega})$ for some $\alpha > 0$. It follows that $w \in C(M)$. Hence $u = v + w$.
is a solution to (78), provided that \( v \) solves

\[
(\Delta - V)v = 0 \quad \text{in } \Omega, \quad v \in C(\overline{\Omega}), \quad v|_{\partial \Omega} = g - w|_{\partial \Omega}.
\]

This establishes the existence. For uniqueness, see e.g. [3]. Moreover, there exists \( C > 0 \) independent of \( V \) such that the solution \( u \) to (78) satisfies the estimate

\[
\|u\|_{C(\Omega)} \leq C(\|F\|_{C(\Omega)} + \|g\|_{C(\partial \Omega)}).
\]

The proof of (81) can be split into two cases. The first case occurs when \( f = 0 \) and \( g \neq 0 \), and the estimate follows directly from the maximum principle, as \( |u(x)| \leq \sup_{y \in \partial \Omega} |u(y)| \). The second case \( g = 0 \) and \( f \neq 0 \) follows from an intriguing lemma established in [10] (cf. Lemma 2.7). Even though this lemma is formulated for Lipschitz domains, it follows from the proof that the \( L^\infty \) version works on any domain. Moreover, the computation there gives the precise value of \( C \), namely \( C = 2 \). Combining these two cases we have that (81) holds; in fact, the stronger estimate

\[
\|u\|_{C(\Omega)} \leq 2\|F\|_{C(\Omega)} + \|g\|_{C(\partial \Omega)}
\]

is also true.

Equipped with this estimate we take on (79). The properties of function \( \psi \) imply that a new function defined by \( \Psi(u) = \psi(u)/u \) if \( u \neq 0 \) and \( \Psi(0) = \inf_{u \neq 0} \psi(u)/u = \lim_{u \to 0} \psi(u)/u \) is nonnegative on \( \mathbb{R} \) and continuous.

We fix \( f \) and \( g \) as in the statement of our theorem and consider the number \( M = 2\|F\|_{C(\Omega)} + \|g\|_{C(\partial \Omega)} \). Then let \( Tu = v \) be a map \( T : C(\overline{\Omega}) \to C(\overline{\Omega}) \) defined by the PDE

\[
(\Delta - (h + k\Psi(u)))v = f \quad \text{in } \Omega, \quad v \in C(\overline{\Omega}), \quad v|_{\partial \Omega} = g.
\]

Let \( V(x) = h(x) + k(x)\Psi(u(x)) \). It follows that \( V \geq 0 \) and \( V \in L^{n/2+\varepsilon}(\Omega) \), since \( h, k \in L^{n/2+\varepsilon}(\Omega) \) and \( \Psi(u) \in L^\infty(\Omega) \) for \( u \in C(\overline{\Omega}) \). Hence \( V \) is as in (78), so the solution \( v \) to (83) exists and satisfies the estimate (82), i.e., \( \|v\|_{C(\overline{\Omega})} \leq M \) for all \( u \in C(\overline{\Omega}) \). Hence \( T \) maps the ball

\[
B_M = \{ u \in C(\overline{\Omega}) : \|u\|_{C(\overline{\Omega})} \leq M \}
\]

into itself. We prove that \( T \) is continuous and compact; hence by the Schauder fixed point theorem, \( T \) has a fixed point. Clearly, the fixed point of \( T \) solves (79).

Let us first deal with the issue of continuity of \( T \). Let \( u_n \) be a sequence from \( B_M \) converging to some \( u \in B_M \) in the \( C(\overline{\Omega}) \) norm. Since \( \Phi \) is continuous on \( \mathbb{R} \) it is uniformly continuous on the interval \([-M, M]\). It follows that \( \Phi(u_n) \to \Phi(u) \) in \( C(\overline{\Omega}) \) as all \( \|u_n(x)\| \leq M \) for all \( x \in \overline{\Omega} \). It follows that \( \Phi(u_n) = \Phi(u) \) converges to \( \Phi(u) \in C(\overline{\Omega}) \). We have that \( V_n(x) = h(x) + k(x)\Psi(u_n(x)) \to V(x) = h(x) + k(x)\Psi(u(x)) \) in \( L^{n/2+\varepsilon}(\Omega) \) for some \( \varepsilon > 0 \). Now by looking at the difference \( w_n = v - v_n \), where \( v_n = T(u_n) \) and \( v = T(u) \), we see that \( w_n \) is a solution to the PDE

\[
(\Delta - V)w_n = f_n = (V - V_n)u_n, \quad w_n \in C(\overline{\Omega}), \quad w_n|_{\partial \Omega} = 0.
\]

It follows that \( \|f_n\|_{L^{n/2+\varepsilon}(\Omega)} \leq \|V - V_n\|_{L^{n/2+\varepsilon}(\Omega)} \|u_n\|_{C(\overline{\Omega})} \to 0 \) as \( n \to \infty \). Then in the light of the estimate (82) and the fact that for each \( f_n \) there is \( F_n \) such that \( \Delta F_n = f_n \) with \( \|F_n\|_{C(\Omega)} \leq C\|f_n\|_{L^{n/2+\varepsilon}(\Omega)} \) we see that

\[
\|w_n\|_{C(\overline{\Omega})} \leq C\|f_n\|_{L^{n/2+\varepsilon}(\Omega)} \to 0, \quad \text{as } n \to \infty.
\]
This proves continuity. Now we show compactness. Take an arbitrary sequence $(v_n)_{n \in \mathbb{N}}$ of points from $B_M$. Each $v_n = T(u_n)$ is also in $B_N$; hence the $L^{n/2+\varepsilon}(\Omega)$ norm of $f_n = (h + k\Phi(u_n))v_n$ can be bounded by a constant independent of $n$. It follows that $v_n$ solves the PDE

\[(87)\quad \Delta v_n = f_n, \quad v_n \in C(\overline{\Omega}), \quad v_n|_{\partial \Omega} = g.\]

We claim that this implies that $(v_n)_{n \in \mathbb{N}}$ has a convergent subsequence in $C(\overline{\Omega})$. Indeed, consider the extension of $f_n$ onto $M$ by putting $\tilde{f}_n = f_n$ on $\overline{\Omega}$ and $\tilde{f}_n = 0$ on $M \setminus \overline{\Omega}$. The Laplace-Beltrami operator $\Delta$ is not invertible on functions on $M$, since all constants are annihilated by $\Delta$, but the operator $\Delta - V$ for $V = 0$ in $\Omega$, $V = 1$ on the set $M \setminus \Omega$ is. Moreover, the mapping properties of this operator (cf. \[35\]) imply that $\tilde{v}_n = (\Delta - V)^{-1}\tilde{f}_n \in C^\alpha(M)$ for some $\alpha > 0$ and $\|\tilde{v}_n\|_{C^\alpha(M)} \leq C\|\tilde{f}_n\|_{L^{n/2+\varepsilon}(\Omega)} \leq C$. Let $w_n = \tilde{v}_n|_{\overline{\Omega}}$. Clearly, $\Delta w_n = f_n$ in $\Omega$. Now as the Hölder space $C^\alpha(\overline{\Omega})$ is compact in $C(\overline{\Omega})$, it follows that there is a subsequence of $w_n$ convergent in $C(\overline{\Omega})$. Slightly abusing the notation, we will refer to this subsequence as $(w_n)_{n\in\mathbb{N}}$. Denote the limit of $w_n$ in $C(\overline{\Omega})$ by $w_0$. Finally, let $V_n$ for $n = 0, 1, 2, 3, \ldots$ be the solution of the PDE

\[(88)\quad \Delta V_n = 0, \quad V_n \in C(\overline{\Omega}), \quad V_n|_{\partial \Omega} = g - w_n|_{\partial \Omega}.\]

We see that $v_n = V_n + w_n$ and since $g - w_n|_{\partial \Omega} \to g - w_0|_{\partial \Omega}$ in $C(\partial \Omega)$ the estimate \[82\] implies that $V_n \to V_0$ in $C(\overline{\Omega})$. Putting things together this implies that $v_n \to v_0$ in $C(\overline{\Omega})$; hence the map $T$ is compact. This finishes the proof of existence of a solution to \[76\].

The uniqueness is trivial. Assume there are two solutions $u_1$ and $u_2$ in $C(\overline{\Omega})$. Then their difference $w = u_1 - u_2$ solves the PDE

\[(89)\quad (\Delta - V_{12})w = 0, \quad w \in C(\overline{\Omega}), \quad w|_{\partial \Omega} = 0,\]

where

\[(90)\quad V_{12}(x) = h(x) + k(x) \left( \frac{\psi(u_1(x)) - \psi(u_2(x))}{u_1(x) - u_2(x)} \right) \quad \text{for } x \text{ such that } u_1(x) \neq u_2(x).\]

We take $V_{12}(x) = h(x)$ if $u_1(x) = u_2(x)$. Clearly $V_{12} \geq 0$ as $\psi$ is an increasing function. Also since $u_1, u_2 \in [-M, M]$ for some $M$ large enough, the quotient

$$\frac{\psi(u_1(x)) - \psi(u_2(x))}{u_1(x) - u_2(x)} \leq \max\{\psi(M + 1) - \psi(M), \psi(M) - \psi(M - 1)\}.\]

It follows that $V_{12} \in L^{n/2+\varepsilon}(\Omega)$. Thus, using the estimate \[82\] one more time equation \[89\] implies that $w \equiv 0$. From this uniqueness follows.

Finally, the last claim that $u \geq 0$ when $f \leq 0$ and $g \geq 0$ is an easy consequence of the maximum principle. \[\square\]

Next we deal with the general case. As we can see, our claim in this case is weaker than in the most favorable case contained in Theorem 5.2. We also consider only the nonnegative solutions.

**Theorem 5.3.** Let $\Omega \subset M$ be a domain with nonempty boundary such that all boundary points are regular. Also assume that $k \geq 0$, $h, k \in L^{n/2+\varepsilon}(\Omega)$ for some
\( \varepsilon > 0 \) and that \( \psi \) satisfies (91). Let \( f = \Delta F \) for some \( F \in C(\Omega) \) and \( f \leq 0 \) in the sense of distributions. Assume that the equation

\[
(91) \quad \Delta u - hu - k\psi(u) = f \quad \text{in } \Omega, \quad u \in C(\Omega),
\]

has at least one positive supersolution \( u \) in \( C(\Omega) \), i.e., \( \Delta u - hu - k\psi(u) \leq f \) in the sense of distributions.

Then for any \( g \in C(\partial \Omega) \), \( g \geq 0 \) there exists at least one nonnegative solution \( u \) of the equation (91) satisfying \( u \mid_{\partial \Omega} = g \).

In addition, if \( k > 0 \) in \( \Omega \), \( f \in L^2_{1,\text{loc}}(\Omega) \), and either \( f \) or \( g \) does not vanish, then the solution is also unique. The uniqueness also follows if \( k > 0 \) on a set of positive measure, \( k, h, f \in C^\alpha(\Omega) \) for some \( \alpha > 0 \) and either \( f \) or \( g \) does not vanish.

Proof. Let us denote the positive supersolution of equation (91) by \( U_{\text{max}} \). Without loss of generality we can assume that at the boundary \( \partial \Omega \) we have \( U_{\text{max}} \mid_{\partial \Omega} \geq g \). Indeed, if this does not hold, then since \( \inf_{x \in \partial \Omega} U_{\text{max}}(x) > 0 \) and \( g \in C(\partial \Omega) \) there exists an integer \( n \) such that \( nU_{\text{max}} \geq g \). Moreover, \( nU_{\text{max}} \) is also a supersolution of the equation (91). Indeed,

\[
0 \geq n(\Delta U_{\text{max}} - hu_{\text{max}} - k\psi(U_{\text{max}}) - f) = \Delta(nU_{\text{max}}) - h(nU_{\text{max}}) - k(n\psi(U_{\text{max}})) - f - (n - 1)f \\
\geq \Delta(nU_{\text{max}}) - h(nU_{\text{max}}) - k\psi(nU_{\text{max}}) - f
\]

in the sense of distributions. Here we used convexity of \( \psi \), which implies \( \psi(nu) \geq n\psi(u) \) for all \( u \geq 0 \), and the fact that \( f \leq 0 \).

Having this, we look for the solution to equation (91) satisfying the Dirichlet boundary data \( g \) on \( \partial \Omega \) in the closed convex set

\[
K = \{ u \in C(\Omega) : 0 \leq u \leq U_{\text{max}} \}.
\]

Let \( h_1 = \max\{h, 0\} \) be the positive and \( h_2 = \max\{-h, 0\} \) be the negative part of the function \( h \). Let us extend the function \( \psi \) onto the whole \( \mathbb{R} \) by putting \( \psi(x) = -\psi(-x) \) for \( x < 0 \). Then Theorem 6.2 implies that the map \( T_1 : K \to C(\Omega) \) defined by \( v = T_1(u) \), where \( v \) is a solution to the PDE

\[
(94) \quad \Delta v - h_1 v - k\psi(v) = f - h_2 u \quad \text{in } \Omega, \quad v \in C(\Omega), \quad v \mid_{\partial \Omega} = g
\]

is well defined. Finally, take

\[
(95) \quad T : K \to K, \quad \text{where } T(u) = \max\{0, \min\{U_{\text{max}}, T_1(u)\}\}.
\]

We claim that the map \( T \) is also continuous and compact. It suffices to prove that the map \( T_1 \) is continuous and compact. Let us first deal with the continuity. Take \( u_1, u_2 \in K \) and let \( v_i = T_1(u_i) \), \( i = 1, 2 \). Consider \( w = u_1 - u_2 \). Then \( w \) is a solution to the linear PDE

\[
(96) \quad (\Delta - V)w = -h_2(u_1 - u_2) \quad \text{in } \Omega, \quad w \in C(\Omega), \quad w \mid_{\partial \Omega} = 0,
\]

where

\[
(97) \quad V(x) = h_1(x) + k(x) \left( \frac{\psi(v_1(x)) - \psi(v_2(x))}{v_1(x) - v_2(x)} \right) \quad \text{for all } x \text{ such that } v_1(x) \neq v_2(x).
\]
We take $V(x) = h_1(x)$ for $v_1(x) = v_2(x)$. As before for the function $V_2$ it follows that $V \geq 0$ and $V \in L^{n/2+\varepsilon}(\Omega)$. Hence, by the estimate (52), equation (56) gives us for $w$:

$$
\|w\|_{C(\overline{\Omega})} \leq C\|h_2(u_1 - u_2)\|_{L^{n/2+\varepsilon}(\Omega)} \leq C\|h\|_{L^{n/2+\varepsilon}(\Omega)} \|u_1 - u_2\|_{C(\overline{\Omega})}.
$$

From this continuity follows. The proof of compactness of $T_1$ is very similar to the proof we gave for $T$ in the previous theorem. Therefore we just sketch the important details. Let $(u_n)_{n \in \mathbb{N}}$ be a sequence from $K$ and $v_n = T_1(u_n)$. It follows from equation (57) that all $v_n$ are uniformly bounded in the $C(\overline{\Omega})$ norm (by (52)). Hence

$$
\Delta v_n = f_n = f + h_1 v_n - h_2 u_n + k\psi(v_n) \quad \text{in} \quad \Omega, \quad v_n \in C(\overline{\Omega}), \quad v_n|_{\partial \Omega} = g.
$$

It follows that the norm of $f_n$ can be bounded independently of $n$. From this the compactness follows as the proof copies the argument given below (57).

Hence $T_1$ and therefore $T$ are continuous and compact. It follows that the map $T$ has a fixed point as the set $K$ is closed and convex. Let $u \in K$ be such a fixed point and let $w = T_1(u)$. We want to show that $u = w$; hence $u$ is a fixed point of $T_1$, i.e., a solution to (51) such that $u|_{\partial \Omega} = g$. We leave the details to the reader. The main point of the proof uses the fact that $0 \leq u \leq U_{\max}$ and that 0 is a subsolution and $U_{\max}$ a supersolution.

The uniqueness follows from Lemma 5.1 under the additional assumptions on $f$ and $k$. Let $k > 0$ in $\Omega$. Then, if $u_1$, $u_2$ are two solutions to our problem, the interior regularity results imply that $u_1, u_2 \in L^2_{1,loc}(\Omega)$. Hence $u_1, u_2$ satisfy all assumptions of Lemma 5.1 as well as (22). Let $\Omega_0 = \{x \in \Omega : u_1(x) > u_2(x)\}$. Then if we apply Lemma 5.1 in domain $\Omega_0$, we have that $u_1|_{\partial \Omega_0} = u_2|_{\partial \Omega_0}$ and $u_1$ is a subsolution and $u_2$ is a supersolution. Hence $u_1 \leq u_2$ in $\Omega_0$ from which it follows that $\Omega_0 = \emptyset$. Therefore $u_1 \leq u_2$ in $\Omega$. If we switch $u_1$ and $u_2$ we get $u_2 \leq u_1$; hence $u_1 = u_2$.

If instead we assume $k > 0$ on a set of positive measure and $f, g, h \in C^\infty_{loc}(\Omega)$ for some $\alpha > 0$, then interior regularity of the PDE implies that $u_1, u_2 \in C^{2,\alpha}(\Omega)$. We claim that unless $f, g$ are vanishing, then $u_1, u_2 > 0$ in $\Omega$ and hence uniqueness follows as above. This is clear, as in such a case $u \equiv 0$ is a subsolution but not a solution; hence by the second part of Lemma 5.1 we have that $u_1, u_2 > 0$ in $\Omega$.

Remark 5.1. If both $f$ and $g$ vanish, it is not difficult to construct an example of nonuniqueness.

Remark 5.2. Let $\psi(u)/u \to \infty$ as $u \to \infty$. Then the previous theorem implies the existence of a solution for arbitrary $g \in C(\partial \Omega)$, $g \geq 0$, provided $h, k, f \in L^\infty(\Omega)$ and $k \geq c > 0$. Indeed, find $M > 0$ large enough such that $0 \leq g \leq M$ and $c\psi(M) \geq |h|M + |f|$. Then $U_{\max} = M$ is the desired supersolution; hence the existence and uniqueness follow.

Finally, we can establish the existence of large solutions for regular boundaries.

Theorem 5.4. Let $\Omega \subset M$ be a domain with nonempty boundary such that all boundary points are regular. Suppose that $\psi$ satisfies the standard assumptions. Then given any $h, k, f \in L^\infty(\Omega)$ such that $f \geq 0$, $k \geq c > 0$ there exists a large
nonnegative solution of the equation

\[ u + hu - k \psi(u) = -f, \quad \text{in } \Omega. \]

Moreover, if \( h, k, f \in C^{\alpha}_{\text{loc}}(\Omega) \) the solution \( u \) does not vanish.

If, in addition, \( k \) is continuous, then the large solution is also unique.

**Proof.** By Theorem 5.3 there exists a unique solution \( u_n \) to equation (11) such that \( u_n \in C(\Omega) \) and \( u_n|_{\partial \Omega} = n \). Lemma 4.4 implies that \( u_1 \leq u_2 \leq u_3 \leq \ldots \). On the other hand, Corollary 4.4 implies that \( u_n \leq B \); hence for every \( x \in \Omega \) the limit \( \lim_{n \to \infty} u_n(x) \) exists and is finite. Denote this limit by \( u(x) \). It follows that the sequence \( (u_n)_{n \in \mathbb{N}} \) converges locally uniformly and \( u \in C_{\text{loc}}(\Omega) \) solves (11). Finally, the continuity of \( u_n \) in \( \overline{\Omega} \) and the boundary condition of \( u_n \) implies that given any \( N > 0 \) there exists \( \delta > 0 \) such that for all \( x \in \Omega \), \( \delta(x) = \text{dist}(x, \partial \Omega) < \delta \), we have \( u(x) > N \). Hence \( u \) is the desired large solution.

If \( f, g, h \) are more regular, Lemma 4.4 implies that \( u_n > 0 \); hence \( u > 0 \) in \( \Omega \).

Now we do the uniqueness. Find a sequence of slightly smaller regular domains \( \Omega_\varepsilon \Subset \Omega \) that approximate \( \Omega \) from inside and go to \( \Omega \) as \( \varepsilon \to 0 \). One can just take \( \Omega_\varepsilon = \{ x \in \partial \Omega : \text{dist}(x, \partial \Omega) > \varepsilon \} \). Then we consider equation (11) on domain \( \Omega_\varepsilon \) with boundary data \( u_\varepsilon^n|_{\partial \Omega} = n \). Now, at any point \( y \in \Omega \), \( \sup_{y} |u^n_\varepsilon(y) - u_n(y)| \to 0 \) as \( \varepsilon \to 0 \). Two ingredients go into this estimate. The first one is that the variation in \( \varepsilon \) is small near the boundary; the second one is that boundaries \( \Omega_\varepsilon \) and \( \Omega \) are uniform in the sense that whatever estimate we can get for \( \Omega \) will also hold on \( \Omega_\varepsilon \) with a slightly larger constant. Now, let \( v \) be any large solution in \( \Omega \). Then at any \( y \in \partial \Omega \) for fixed \( \varepsilon \) and large \( n \), we have by the comparison lemma,

\[ u_n(y) \leq v(y) \leq u_\varepsilon^n(y). \]

Hence taking the limit in \( \varepsilon \) yields that both the left and right hand side converge to the same function, namely the large solution we found above. It follows that \( v \) must be equal to this large solution. \( \square \)

6. Localization Principle (Existence)

Let us recall that \( u \) is called a large solution provided it satisfies (5). In this section we present proofs of the main results listed in section 3 on existence. In particular, we establish that the existence of a large solution is a local property; that is, the question whether a large solution exists for any domain \( \Omega \subset M \) can be reduced to the same question for \( U \cap \Omega \). Here \( U \) is a neighborhood of a point \( x \in \partial \Omega \). This is analogous to results for the linear operator \( \Delta - V \) with continuous boundary data and is crucial in proving Theorem 2.7. We start by proving Theorem 3.1.

**Proof of Theorem 3.1.** One implication is clear: if \( \Omega \) is \( \psi \)-regular, so are any of its boundary points. We only have to deal with one issue, namely, that in Definition 2.9 if \( \psi \) satisfies the Harnack assumptions, then the existence of a large solution for the equation \( \Delta u - c \psi(u) = 0 \) for one \( c > 0 \) implies the existence for all \( c > 0 \). For simplicity, let us assume that we have a large solution for \( \Delta u - \psi(u) = 0 \) in \( \Omega \). We want to look at \( \Delta v - \psi(v) = 0 \). In \( c < 1 \) we are done as in such a case \( u \) is going to be a subsolution for \( \Delta v - \psi(v) = 0 \). In such a case consider \( \Theta_1 \subset \Theta_2 \subset \Theta_3 \subset \ldots \), an increasing sequence of domains with smooth boundary.
such that \( \overline{\Theta_n} \subset \Theta_{n+1} \subset \Omega \) and \( \bigcup_{n \in \mathbb{N}} \Theta_n = \Omega \). Theorem 5.4 gives us that for each \( n \) there is a large nonnegative solution \( v_n \) of \( \Delta v - c\psi(v) = 0 \) in \( \Theta_n \). We note that it is possible that \( \Theta_n \) are multiply connected domains; in such a case, Theorem 5.4 applies to each connected component of \( \Theta_n \) separately. The comparison lemma implies that \( (v_n)_{n \in \mathbb{N}} \) is well defined on \( \Omega \) and \( v \geq u \). It follows that \( v = \lim_{n \to \infty} v_n \) is a large nonnegative solution of \( \Delta u - c\psi(u) = 0 \) in \( \Omega \) and \( v \geq u \) solves our equation. It also follows that \( v \) must be a large solution.

If \( c > 1 \) we need to use a different subsolution in the construction above. Consider \( u/\theta \) instead, where \( \theta > 1 \) is as in (8). It follows that for some \( q > 1 \) and any \( u > 0 \):

\[
0 = \frac{\Delta(u/\theta) - \psi(u)/\theta}{\Delta(u/\theta) - q\psi(u/\theta)}.
\]

Hence \( u/\theta \) is a subsolution of \( \Delta u - c\psi(u) = 0 \) for all \( c \leq q \). By a similar argument, \( u/\theta^n \) is a subsolution for \( \Delta u - c\psi(u) = 0 \) for all \( c \leq q^n \). The rest goes as above.

The converse follows from the following lemma.

Lemma 6.1. Let \( x \) be a \( \psi \)-regular point of the domain \( \Omega \). Then there exists a neighborhood \( U \) of \( x \) such that for any \( c > 0 \) the equation \( \Delta u - c\psi(u) = 0 \) has a positive solution in \( \Omega \cap U \) with the following properties:

(a) \( u(x) \to \infty \) locally uniformly as \( x \to \Gamma_1 = \partial \Omega \cap U \).

(b) \( u \) is continuous in \( \Omega \cap \Gamma_2 \) and \( u = 0 \) on \( \Gamma_2 = \Omega \cap \partial U \).

Assume for a second that the lemma holds. Pick any \( c > 0 \). Consider again the equation \( \Delta u - c\psi(u) = 0 \) in \( \Omega \). We want to construct a large solution in \( \Omega \). Consider the same sequence \( \overline{\Theta_n} \subset \Theta_{n+1} \subset \Omega \) and \( \bigcup_{n \in \mathbb{N}} \Theta_n = \Omega \) of smooth subdomains as above. Theorem 5.4 again gives us that for each \( n \) there is a large nonnegative solution \( u_n \) of \( \Delta u_n - c\psi(u_n) = 0 \) in \( \Theta_n \). As before, by the comparison theorem, \( u_1 \geq u_2 \geq u_3 \geq \ldots \); hence the limit \( u = \lim_{n \to \infty} u_n \) exists and solves our equation in \( \Omega \). It remains to prove that \( u \) is a large solution. Every point of \( \partial \Omega \) is \( \psi \)-regular; hence (by the lemma) every point has a neighborhood \( U \) such that in \( \Omega \cap U \), (a) and (b) hold. As \( \partial \Omega \) is compact we can find a finite number of open sets \( U_1, U_2, \ldots, U_m \) covering \( \partial \Omega \) such that \( v_i, i = 1, 2, \ldots, m \) is a solution satisfying (a) and (b) in \( \Omega \cap U_i \). Using the comparison lemma in \( \Omega \cap U_i \) we see that \( u_n \geq v_i \) for all \( n \) and \( i \). Hence by taking the limit we see that \( u \geq v_i \) in \( \Omega \cap U_i \). As sets \( U_i \) cover the boundary we have by (a) that \( u(x) \to \infty \) as \( x \to \partial \Omega \), so \( u \) is a large solution.

The lemma above as well as Theorem 3.2 part (a) will be proven if we establish the following proposition.

Proposition 6.2. Let \( \Omega \subset M \) be an arbitrary domain with nonempty boundary. Suppose that \( \psi \) satisfies the Harnack assumptions and \( c > 0 \) is given. Then the following statements are equivalent:

(i) Domain \( \Omega \) is \( \psi \)-regular.

(ii) For every \( h, k, f \in L^\infty(\Omega) \) such that \( f \geq 0, k \geq c > 0 \) there exists a large nonnegative solution of equation (4) in \( \Omega \).

(iii) Let \( h, k, f \in L^\infty(\Omega) \) be given, such that \( f \geq 0, k \geq c > 0 \). There exists \( \delta > 0 \) such that for every \( x \in \partial \Omega \) and a neighborhood \( U \subset B(x, \delta) \) with \( C^1 \) boundary equation (4) has a large nonnegative solution in \( \Omega \cap U \).
(iv) Let $h, k, f \in L^\infty(\Omega)$ be the same as in (ii). There exists $\delta > 0$ such that for every $x \in \partial \Omega$ and a neighborhood $U \subset B(x, \delta)$ with $C^1$ boundary we can find a nonnegative solution $u$ of (4) in $\Omega \cap U$ satisfying:

(a) $u(x) \to \infty$ locally uniformly as $x \to \Gamma_1 = \partial \Omega \cap U$.
(b) $u$ is continuous in $\Omega \cup \Gamma_2$ and $u = 0$ on $\Gamma_2 = \Omega \cap \partial U$.

If $\psi$ only satisfies the standard assumptions, we have $(i) \implies (ii) \implies (iii) \implies (iv)$.

Proof. $(i) \implies (ii)$. Let $c = 2 \sup_{\Omega} k$ and $b = \sup\{-h(x)t - \frac{1}{2}c\psi(t) : t > 0, x \in \Omega\}$. Then every positive solution of (4) satisfies

$$\Delta u - c\psi(u) \leq b.$$  

Take $U_{\text{max}}$ to be a large solution of $\Delta U_{\text{max}} - 2c\psi(U_{\text{max}}) = 0$ in $\Omega$. Consider $M(\delta) = \inf\{U_{\text{max}}(x) : x \in \Omega$ and $\delta(x) < \delta\}$. Then, since $U_{\text{max}}$ is the large solution there exists $\delta > 0$ such that $M = M(\delta)$ satisfies $c\psi(M) \geq b$. Then in a neighborhood $U = \{x \in M : \text{dist}(x, \partial \Omega) < \delta\}$ we have

$$\Delta U_{\text{max}} - c\psi(U_{\text{max}}) \geq b \quad \text{in } \Omega \cap U.$$  

Let $\Theta_1 \subset \Theta_2 \subset \Theta_3 \subset \ldots$ by an increasing sequence of domains with smooth boundary such that $\Theta_n \subset \Theta_{n+1} \subset \Omega$ and $\bigcup_{n \in \mathbb{N}} \Theta_n = \Omega$. Theorem 5.4 gives us that for each $n$ there is a large nonnegative solution $u_n$ of (4) in $\Theta_n$. Again, the comparison lemma implies that $(u_n)_{n \in \mathbb{N}}$ is monotone decreasing. It follows that $u = \lim_{n \to \infty} u_n$ is well defined on $\Omega$ and $u$ solves (4). It remains to show that $u$ is a large solution. Consider any smooth open set $V \subset U$ containing a point $x \in \partial \Omega$. Let $v$ be a large solution of $\Delta v - c\psi(v) = 0$ in $V$. Consider $u_n + v$ in $\Theta_n \cap V$. It follows from (101) and (102) that

$$\Delta(u_n + v) - c\psi(u_n + v) \leq \Delta u_n - c\psi(u_n) + \Delta v - c\psi(v) \leq \Delta U_{\text{max}} - c\psi(U_{\text{max}});$$

hence by the comparison lemma, if $u_n + v \geq U_{\text{max}}$ on $\partial(\Theta_n \cap V)$, then the same holds inside. However on $\partial(\Theta_n \cap V)$, $u_n + v$ is infinite and $U_{\text{max}}$ is finite, so the inequality holds.

Limiting $u_n + v \geq U_{\text{max}}$ we get $u + v \geq U_{\text{max}}$ in $\Omega \cap V$ or $u \geq U_{\text{max}} - v$. However, as $v$ is finite near $x$, we get that for all points on $\partial \Omega$ near $x$, $u$ goes to infinity when approaching the boundary. As this is true near any boundary point, $u$ must be a large solution of (4).

$(ii) \implies (iii)$. Let $U$ be any set with $C^1$ boundary containing a point from $\partial \Omega$. Denote by $U_{\text{max}}$ the large solution of equation (4) in $\Omega$ from (ii). Denote by $v$ the large solution of the same equation in $U$ (Theorem 5.4). Consider the sets with smooth boundary $\Theta_1 \subset \Theta_2 \subset \Theta_3 \subset \ldots$ now exhausting $\Omega \cap U$. As before we denote by $u_n$ the solution of equation (4) in $\Theta_n$. Let $u = \lim_{n \to \infty} u_n$. By the same argument as given above, $u$ is well defined in $\Omega \cap U$ and solves the equation. It remain to establish that $u$ is a large solution. This has two parts. On $\Theta_n$ we use comparison of $u_n$ with $U_{\text{max}}$. As $\Theta_n \subset \Omega$ and both solve the same equation we see that $u_n \geq U_{\text{max}}$ as this holds on $\partial \Theta$. From this, $u_n \geq U_{\text{max}}$ on $\Omega \cap U$. The same argument as given above is also true when $U_{\text{max}}$ is replaced by $v$. Hence $u \geq \max\{U_{\text{max}}, v\}$ and so $u(x) \to \infty$ as $x \to \partial(\Omega \cap U)$.

$(iii) \implies (iv)$. Notice that the claim does not say what happens on $\partial U \cap \partial \Omega$. Take $x$ and $U$ as in (iii). Let $\Theta_1 \subset \Theta_2 \subset \Theta_3 \subset \ldots$ be an increasing sequence of domains with $C^1$ boundary such that $\bigcup_{n \in \mathbb{N}} \Theta_n = \Omega \cap U$. This time we require that

$$\Omega \setminus K_n \subset \Theta_n,$$  

where $K_n = \{x \in M : \text{dist}(x, \Gamma_1) < 1/n\}$.  

Let $\Gamma_{1,n} = \partial \Theta_n \cap K_n$, $\Gamma_{2,n} = \partial \Theta_n \cap (M \setminus K_n)$. It follows that $\Gamma_{2,n} \subset \Gamma_{2,n+1} \subset \Gamma_2$.

In addition, matters can be arranged such that all the $\Gamma_{1,n}$ are disjoint.

For every $n$, we consider a sequence of continuous functions $(\varphi_{n,k})_{k \in \mathbb{N}}$ on $\partial \Theta_n$. We require

$$\begin{align*}
\varphi_{n,k} &= k \quad \text{on } \Gamma_{1,n}, \\
\varphi_{n,k} &= 0 \quad \text{on } \{x \in \Gamma_{2,n} : \operatorname{dist}(x, \Gamma_{1,n}) > 1/n\}, \\
0 &\leq \varphi_{n,k} \leq k \quad \text{on } \partial \Theta_n, \\
\varphi_{n,k} &\leq \varphi_{n,k+1} \quad \text{on } \partial \Theta_n, \\
\varphi_{n,k} &\geq \varphi_{n,k+1} \quad \text{on } \Gamma_{2,n}.
\end{align*}$$
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Theorem 5.3 implies that for each $n$ and $k$ there is a nonnegative and continuous solution $u_{n,k}$ of $\mathbf{4}$ on $\Theta_n$ equal to $\varphi_{n,k}$ at the boundary. As in the proof of Theorem 5.4 it follows that $u_n = \lim_{k \to \infty} u_{n,k}$ is well defined, since $(u_{n,k})_{k \in \mathbb{N}}$ is a monotone increasing and bounded sequence (by the barrier $B$ for domain $\Omega$).

It follows that $u_n \in C_{\text{loc}}(\Theta_n)$ solves $\mathbf{4}$ in $\Theta_n$. Also $u_n \to \infty$ as $x \to \Gamma_{1,n}$.

It requires a bit more sophisticated argument to show that $u_n$ is continuous on $\Gamma_{2,n} = \{x \in \Gamma_{2,n} : \operatorname{dist}(x, \Gamma_{1,n}) > 1/n\}$ and $u|_{\Gamma_{2,n}} = 0$. This requires improving the barrier function $B$ such that it is vanishing on $\Gamma_{2,n}$. This can be arranged by taking $B'$ to be a nonnegative solution to $\mathbf{4}$ on a smaller domain $\Theta'_{0} \subset \Theta_n$.

Here we take $\Theta'_{0}$ such that its boundary is $C^1$, and $\partial \Theta'_{n} = \Gamma_{2,n}' \setminus X_n$, where $X_n \in \Theta_n$. We also require $B'|_{X_n} = B|_{X_n}$ and $B'|_{\Gamma_{2,n}' \setminus \{x \in M : \operatorname{dist}(x, X_n) < \varepsilon\}} = 0$ for any $\varepsilon > 0$. On the rest of the boundary we prescribe the boundary data such that the overall function is continuous. Theorem 5.3 implies existence of such a $B'$ and the comparison lemma gives $u_{n,k} \leq B'$ in $\Theta'_{n}$ as $u_{n,k} \leq B'$ on $\partial \Theta'_{n}$. From this we get continuity of $u_n$ on $\Gamma_{2,n}' \setminus \{x \in M : \operatorname{dist}(x, X_n) < \varepsilon\}$. As $\varepsilon > 0$ can be taken arbitrarily small, the claim holds on the whole $\Gamma_{2,n}'$.

Next, we take the limit $n \to \infty$. As $u_{n,k} \geq u_{n+1,k}$ the sequence $(u_n)_{n \in \mathbb{N}}$ is monotone decreasing. Consequently, $u = \lim_{n \to \infty} u_n$ is well defined in $\Omega \cap \Omega$ and $u$ solves $\mathbf{4}$ there. Given the fact that $u_n$ is continuous and vanishes on $\Gamma_{2,n}'$ we see that $u$ is continuous and vanishes on $\bigcup_{n \in \mathbb{N}} \Gamma_{2,n}' = \Gamma_2$. This gives us (b).

What happens on $\Gamma_1$? Let $V$ be the large solution of $\mathbf{4}$ in $U$ and let $W$ be the large solution of the same equation in $\Omega \cap U$ (which exists thanks to our assumption that (ii) holds). It follows that $u_n + V$ is a supersolution of our equation in $\Theta_n$ that blows up on the whole $\partial \Theta_n$; hence $u_n + V \geq W$. From this, $u + V \geq W$. As $V$ stays bounded on the set $\{x \in \Gamma_1 : \operatorname{dist}(x, \partial U) > \varepsilon\}$ for any $\varepsilon > 0$ we conclude that $u \geq W - V \to \infty$ uniformly on such a set. This implies (a).

(iv)$\Rightarrow$(i). Now we assume the stronger condition on $\psi$ (Harnack). This allows us to deduce that $\Omega$ is a $\psi$-regular domain if the equation $\Delta u - \frac{\psi}{2}(u) = 0$ has a large solution in $\Omega \cap U_x$ for all $x \in \partial \Omega$ and some neighborhood $U_x$ of $x$. Consider $\delta > 0$ as in (iv). Pick $x \in \partial \Omega$ and take $U = B(x, \delta)$ and find the solution $u$ in $\Omega \cap U$ satisfying (a) and (b) and solving $\mathbf{4}$ for the given functions $f$, $g$, $h$. From (a) it follows that there is $0 < \delta' < \delta$ such that in $B(x, \delta') \cap \Omega$, $u$ is very large and therefore $\frac{\psi}{2}(u) \geq |hu| + |f|$. It follows that in $B(x, \delta') \cap \Omega$, $u$ satisfies $\Delta u - \frac{\psi}{2}(u) \geq 0$, or $u$ is a subsolution of the equation $\Delta u - \frac{\psi}{2}(v) = 0$.

The rest is standard. We exhaust set $B(x, \delta') \cap \Omega$ by an increasing sequence of smooth domains $\Theta_1 \subset \Theta_2 \subset \Theta_3 \subset \ldots$ and on each we find a large solution $u_n$ of the equation $\Delta u - \frac{\psi}{2}(v) = 0$. It follows that $u_n \geq u$ and $u_n \geq u$ on $\Theta_n$. Here $v$ is a large solution in $B(x, \delta')$. Limiting $n \to \infty$ we get that $U = \lim_{n \to \infty} \geq \max\{u_n, u\}$; hence $U$ solves $\Delta u - \frac{\psi}{2}(u) = 0$ in $B(x, \delta') \cap \Omega$ and $U$ is a large solution. \hfill \Box
Proof of the rest of Theorem 3.2. We first address the issue of the largest maximal solution of equation (4). Let \( u \) be any nonnegative solution of equation (4). Consider as before an increasing sequence of domains with smooth boundary \( \Theta_1 \subset \Theta_2 \subset \cdots \subset \Omega \) whose union is \( \Omega \). We also require \( \overline{\Theta_n} \subset \Theta_{n+1} \). Then on each \( \Theta_n \) we find unique large nonnegative solutions \( u_n \) of equation (4) in \( \Theta_n \). As before, Lemma 4.1 gives us that \( u_n \geq u_{n+1} \) and \( u_n \geq u \) as both \( u_{n+1} \) and \( u \) are bounded on \( \Theta_n \) and \( u_n \) blows up at the boundary of \( \Theta_n \). It follows that \( U_{\max} = \lim_{n \to \infty} u_n \) is well defined and solves (4) in \( \Omega \). Also \( U_{\max} \geq u \). As \( u \) is arbitrary, \( U_{\max} \) must be a large solution, since \( \Omega \) has at least one large solution.

Regarding \( U_{\min} \), we claim that the solution we constructed in the proof of Theorem 5.4 is minimal. Indeed, if \( u_n \) is the sequence of functions on \( \Omega \) such that \( u_n|_{\partial \Omega} = n \), then \( u_n \leq u \) for any large solution \( u \) on \( \Omega \). Hence \( U_{\min} = \lim_{n \to \infty} u_n \leq u \). \( \square \)

Now we make the connection between \( \psi \)-regularity and the concept of local barriers, which are defined in Theorem 2.7.

Proof of Theorem 3.3. The implication \( \Longrightarrow \) is trivial, since if \( x \) is \( \psi \)-regular, then assuming \( U \) has a “nice” boundary, \( \Omega \cap U \) is \( \psi \)-regular and hence the large solution of \( \Delta u - \psi(u) = 0 \) in \( U \cap \Omega \) is a \( \psi \)-barrier at \( x \).

Conversely, we first make the standard construction by finding a sequence of smooth domains exhausting \( \Omega \) by a sequence of smooth domains on which we can find a large solution \( (u_n) \) of \( \Delta u - \psi(u) = 0 \). Let \( w \) be a \( \psi \)-barrier at \( x \). Without loss of generality (by making \( U \) smaller if necessary) we can assume that \( U \) has \( C^1 \) boundary and \( w \in L^\infty_{loc}(\partial U \cap \Omega) \). Let \( v \) be a large solution of the same equation on \( U \). It follows from the comparison lemma that \( u_n \) is a decreasing sequence of functions and therefore \( u = \lim_{n \to \infty} u_n \) exists and solves our equation. Also by the comparison lemma, \( w \leq u_n + v \), as \( w \) is a subsolution, \( u_n + v \) a supersolution and the inequality holds at the boundary. Limiting yields \( w \leq u + v \) from which \( u(y) \to \infty \) as \( y \to x \) since \( v \) is bounded near \( x \). This coupled with the fact that \( \partial \Omega \) is a compact set implies that \( u(y) \to \infty \) uniformly as \( y \to \partial \Omega \), so \( \Omega \) is a \( \psi \)-regular domain. \( \square \)

7. Large solutions and nonuniqueness on a large class of fractal domains

In this section we present a method to construct large solutions for a broad class of domains \( \Omega \) and functions \( \psi \). The method is a generalization of the construction from [15], [6], [14] and [10]. These papers established that on domains \( M \setminus \Gamma \), where \( \Gamma \) is a smooth submanifold of dimension \( d \leq n - 2 \), there are examples of nonuniqueness of large solutions.

One important aspect of this generalization is that it applies to domains with fractal boundaries and shows nonuniqueness for such domains.

Lemma 7.1. Let \( \Gamma \subset M \) be a closed set of Hausdorff dimension \( d \leq n - 2 \) such that \( H^d(\Gamma) > 0 \) and

\[
H^d(\Gamma \cap B(x, r)) \leq cr^d,
\]

for all \( x \in \Gamma \) and \( 0 < r < \text{diam}(M) \) and some \( c \) independent of \( x \) and \( r \). Here \( H^d \) denotes the \( d \)-dimensional Hausdorff measure on \( M \).
Then there exists a positive function $u$ on $M \setminus \Gamma$ solving $(\Delta - 1)u = 0$ in $M \setminus \Gamma$ and $u$ satisfies $\lim_{y \to x} u(y) = \infty$ for all $x \in \Gamma$ such that $\limsup_{r \to 0^+} r^{-d}H^d(\Gamma \cap B(x, r)) > 0$.

Moreover, there exists $c > 0$ such that for all $x \in M \setminus \Gamma$ with $\text{dist}(x, \Gamma) \leq 1/2$:

$$u(x) \leq \begin{cases} -c \ln \text{dist}(x, \Gamma), & \text{if } d = n - 2, \\ c(\text{dist}(x, \Gamma))^{-(n-2-d)}, & \text{if } d < n - 2. \end{cases}$$

(106)

**Proof.** The mapping properties of the operator $(1 - \Delta)^{-1}$ have been studied extensively in [35, 38] and also in [9]. In particular, this operator is invertible under very mild assumptions on the metric tensor on $M$ and the fundamental solution $E(x, y)$; i.e., a function solving $(1 - \Delta)x E(x, y) = \delta_y(x)$ in $M$ has the form

$$E(x, y) = \begin{cases} -c_2 \ln(\text{dist}(x, y)) + \text{less singular term}, & \text{if } n = 2, \\ c_n(\text{dist}(x, \Gamma))^{-(n-2)} + \text{less singular term}, & \text{if } n > 2, \end{cases}$$

(107)

near the diagonal $x = y$ for some positive $c_n > 0$. In particular, $E(x, y) \in L_{loc}^\infty(M \times M \setminus \{(x, y) : x = y\})$. Also, $E(x, y) > 0$ as $1 - \Delta$ is a positive operator. Consider:

$$u(x) = \int_{\Gamma} E(x, y) \, dH^d(y), \quad \text{for } x \in M \setminus \Gamma.$$  

(108)

Since $\Gamma$ is closed, if $x \in M \setminus \Gamma$, it follows that $\text{dist}(x, \Gamma) > 0$. Hence for such an $x$, (108) is well defined as we integrate a bounded function over a set of finite and positive $d$-dimensional Hausdorff measure. We want to see that (106) holds. If $n = 2$, i.e., $d = 0$ there is nothing to prove. In all other cases, consider $x \in M \setminus \Gamma$ such that $0 < \delta(x) = \text{dist}(x, \Gamma) < 1/2$. As (107) holds, the asymptotic of $u$ near $\Gamma$ is determined only by the leading order term of $E(x, y)$. Let $y \in \Gamma$ be a point such that $\text{dist}(x, y) = \delta(x)$. Consider a sequence of balls

$$B_0 = \emptyset, \quad B_k = B(y, 2^k \delta(x)), \quad k = 1, 2, \ldots.$$  

(109)

It follows that if $z \in \Gamma \cap (B_k \setminus B_{k-1})$, then $2^{k-1} \delta(x) \leq \text{dist}(x, z) \leq 2^{k+1} \delta(x)$.

(110)

Hence

$$\int_{\Gamma \cap (B_k \setminus B_{k-1})} E(x, y) \, dH^d(y) \leq C \frac{\delta(x)^{d+2(k+1)d}}{\delta(x)^{n-2d(n-k)(k+1)}} = C \delta^{-(n-2d)2k^2d(n-k)}.$$  

Here we use (105) to estimate $H^d(\Gamma \cap (B_k \setminus B_{k-1}))$ from above by $c_2 \delta(x)^{d+2(k+1)d}$.

If $d < (n - 2)$, then if we sum the right hand side over $k \in \mathbb{N}$ we get a finite number, as the series is summable. From this, (106) follows. On the other hand, if $d = n - 2$ we have to be more careful and sum only over $k$ such that $2^k \delta(x) \leq 1$. Clearly, the contribution of points $z \in \Gamma$ to the integral (105) for which $\text{dist}(x, z) > 1/2$ is estimable by a constant independent of $x$. Hence,

$$u(x) \leq C + \sum_{k = 1}^{\lceil \log_2 \delta(x) \rceil} \int_{\Gamma \cap (B_k \setminus B_{k-1})} E(x, y) \, dH^d(y) \leq -C \ln \delta(x).$$  

(111)

This proves (106). It remains to prove the last part of our statement, that $u$ blows up at points $x \in \Gamma$ where $\limsup_{r \to 0^+} r^{-d}H^d(\Gamma \cap B(x, r)) > 0$. Let $y \in M \setminus \Gamma$ such that $\text{dist}(x, y) < r$. Then by (108), $u(y) \geq r^{n-2}H^p(\Gamma \cap B(x, r)) \geq r^{n-2-d} \to \infty$ if $d < n - 2$ and $r \to \infty$. If $d = n - 2$ the proof requires a bit more effort, but still comes through. 

\[\square\]
Corollary 7.2. Let \( \Gamma \subset M \) be a d-dimensional closed set such that it can be written as \( \Gamma = \bigcup_{k=1}^{\infty} \Gamma_k \) where on \( \Gamma_k \) we have
\[
H^d(\Gamma_k \cap B(x,r)) \leq c(k)r^d, \quad \text{for all } x \in \Gamma_k \text{ and } r > 0.
\]
Also assume that for each \( x \in \Gamma \) there is a \( k \) such that \( \limsup_{r \to 0^+} r^{-d} H^d(\Gamma_k \cap B(x,r)) > 0 \). Then there is a large solution \( u \) of the equation \( (\Delta - 1)u = 0 \) in \( M \setminus \Gamma \) satisfying (106).

Proof. Let \( \Sigma_k = \Gamma_k \). Then \( \Sigma_k \) satisfies all assumptions of Lemma 7.1. Letting \( u_k \) be the function constructed in the lemma, it follows that \( u_k \) satisfies (106) for some \( c = c(k) > 0 \). Take \( u = \sum_{k=1}^{\infty} u_k/(2^k c(k)) \). It follows that \( u \) also satisfies (106) for \( c = 1 \). If \( x \in \Gamma \), then \( u \) blows up at \( x \) as our assumption implies that \( u \geq u_k/(2^k c(k)) \) for all \( k \) and \( u_k \) blows up at \( x \) for at least one \( k \). \( \square \)

The following lemma is a simple corollary of the definition of the Hausdorff measure \( H^d \).

Lemma 7.3. Let \( \Gamma \subset M \) be an arbitrary set such that \( H^d(\Gamma) < \infty \). Then there is \( C > 0 \) such that
\[
H^d(\{x \in M : \text{dist}(x, \Gamma) < r\}) \leq Cr^{n-d}, \quad \text{for all } 0 < r < 1.
\]

Theorem 7.4. Let \( \Omega \subset M \) be a domain in \( M \) such that \( \Gamma = M \setminus \Omega \) satisfies all the assumptions of Corollary 7.2. Let \( u \) be the function from Corollary 7.2 defined on \( \Omega \). Assume that the function \( \psi \) satisfies (6) and (7).

(a) If there exists \( \varepsilon > 0 \) such that
\[
\limsup_{r \to 0^+} \sup_{x \in M} \int_{B(x,r)} E(x,y) [\psi(\varepsilon u(y)) + \psi'(\varepsilon u(y))] \, d\text{Vol}(y) = 0,
\]
then \( \Omega \) is a \( \psi \)-regular domain. Here \( E(x,y) \) is defined in (107). Moreover, there are infinitely many large positive solutions of the equation \( (\Delta - 1)v - \psi(v) = 0 \) in \( \Omega \) of the form \( v = cu + w_c \) for \( 0 < c < \varepsilon \) and \( w_c \in C(M) \).

(b) If there exists \( \varepsilon > 0 \) and \( r > 0 \) such that:
\[
\lim_{x \in \Omega, x \to \Gamma} \frac{1}{w(x)} \int_{\{y \in \Omega : \text{dist}(y) < r\}} E(x,y) [\psi(\varepsilon u(y)) + \psi'(\varepsilon u(y))] \, d\text{Vol}(y) = 0,
\]
then \( \Omega \) is a \( \psi \)-regular domain. Moreover, there exist infinitely many large positive solutions of the equation \( (\Delta - 1)v - \psi(v) = 0 \) in \( \Omega \) of the form \( v = (c + w_c)u \) for \( 0 < c < \varepsilon \) and some \( w_c \in C(M) \) such that \( w_c |_{\Gamma} = 0 \).

Remark 7.1. The important aspect of this theorem is the nonuniqueness; that is, we construct a whole family of solutions for the parameter \( c \in (0, \varepsilon) \).

Proof. Let us assume (a). Pick \( 0 < c < \varepsilon \). Consider \( x \in \Gamma \). Then for any bounded \( w \) we see that \( 0 < cu + w \leq \varepsilon u \) for \( y \) close to \( x \) as \( u(y) \to \infty \) for \( y \to x \). It follows that (5.19) holds for \( \varepsilon u \) replaced by \( cu + w \).

For \( \delta > 0 \) consider \( S = \{w \in C(B(x,\delta)) : w \leq 0\} \) and a map \( T : S \to S \) defined as follows:
\[
Tw(z) = -\int_{B(z,\delta)} E(z,y) \psi(cu(y) + w(y)) \, d\text{Vol}(y), \quad \text{for } z \in B(x,\delta).
\]
We see that (113) guarantees that \( Tw \) is a bounded function. It is also negative as \( \psi(cu + w) \geq 0 \) and \( E(x,y) \geq 0 \). \( Tw \) is continuous as for any \( z, z' \in B(x,\delta) \) close to
each other the difference $E(z', y) - E(z, y)$ is small everywhere except at points $y$ close to $z$ or $z'$. At those points we use (114) for small $r$. Let $\|w\|_{L^\infty} \leq 1$. Again by (114) we see that $\|Tw\|_{L^\infty} \leq 1$, provided $\delta > 0$ is chosen sufficiently small. Hence $T$ maps the set $C = S \cap \{w : \|w\|_{L^\infty} \leq 1\}$ into itself. Next we want to show that $T$ has a fixed point. We show that $T$ is contractive. We use the fact that

$$|\psi(c u + w_1) - \psi(c u + w_2)| \leq \int_0^1 \psi'(cu + tw_1 + (1 - t)w_2)|w_1 - w_2|$$

(117)

Hence $|Tw_1(z) - Tw_2(z)| \leq 1/2\|w_1 - w_2\|$, provided $\delta > 0$ is sufficiently small, i.e. the integral in (114) is less than $1/2$. So $T$ has a fixed point $Tw = w$. Applying $\Delta - 1$ to $Tw = w$ we get that $((\Delta - 1)Tw = 0$ vanishing on $\partial B(x, \delta) \cap \Omega$ such that $u_0 \leq cu + w \leq v$ in $\Omega$. Hence $U = cu + w$ near $x$. Finally consider $V = \max\{u_0, u_1, \ldots, u_k\}$. Then $V$ is also a subsolution and $V = cu + w$ for some bounded positive $w$ near $x$. Hence the set

$$U = \{v : \Omega \to \mathbb{R} : \text{v is a subsolution of $((\Delta - 1)u - \psi(u) = 0$ and}
$$

$$\text{and $u \leq u_i$ for $i = 0, 1, \ldots, k$}\}$$

is nonempty as $V \in U$. Finally take $U(x) = \sup_{v \in U} v(x)$. By a standard argument, $U$ is a solution of the equation and $\Omega \leq U \leq u_i + U_i$ on $\partial B(x, \delta) \cap \Omega$. Hence $U = cu + w$ near $x$ for some bounded and positive $w$. So $U$ is a large solution in $\Omega$.

We can repeat the whole process for the equation $((\Delta - 1)u - cu\psi(u) = 0$ for any $c > 0$. So $((\Delta - 1)u - cu\psi(u) = 0$ has a large solution for any $c > 0$; i.e., $\Omega$ is a $\psi$-regular domain. This concludes our proof of case (a).

If (b) holds we consider instead the operator

$$Tw(x) = \frac{-1}{w(x)} \int_{y \in \Omega : \delta(y) < r} E(x, y) \psi((c + w(y))u(y)) \, d\text{Vol}(y),$$

(119)

defined on $\{y \in \Omega : \delta(y) < r\} \cap \Omega$. Assume $\|w\|_{L^\infty} \leq \varepsilon - c > 0$, i.e., again $(c + w)u \leq \varepsilon u$, so we can use (115). It follows that $\lim_{r \to 1} Tw(x) = 0$, so $Tw = 0$. If necessary, making $r > 0$ smaller gives us that $\|Tw\|_{L^\infty} \leq \varepsilon - c$ and $\|Tw_1 - Tw_2\|_{L^\infty} \leq 1/2$. So $T$ is contractive and has a fixed point. The rest goes as in case (a).

Proof of the claim in Example 3.1. It suffices to apply part (a) of Theorem 7.3 to $\Gamma$. This gives us a solution $u_i$ in $M \setminus \Gamma$, which can serve as a subsolution for the largest solution $U_{\max}$ in $\Omega$ (see Theorem 5.2); i.e., $U_{\max} \geq u_i$. Since for every $x \in \Gamma$ there is $i$ such that $u_i(y) \to \infty$ as $y \to x$, we get that $U_{\max}(y) \to \infty$ as $y \to \Gamma$; i.e., $U_{\max}$ is a large solution on $\Gamma$.

Assume therefore that $\Gamma$ satisfies (105) and let $u$ be as in Lemma 7.3. We want to establish (114). We note that $E(x, y) \in L^{|n/(n-2) - \varepsilon}(M)$ in the variable $y$ uniformly in $x$ for any $\varepsilon > 0$. Using this and Hölder’s inequality we get that (114) certainly
Proof of the claim in Example 3.2 Assume that $\Gamma$ satisfies (20). Then the following lemma holds.

**Lemma 7.5.** There exists $C = C(c_1, c_2) > 0$ such that for all $0 < r < s < 1$ and $x \in \Gamma$:

$$
H^n(\{x \in M : \text{dist}(x, \Gamma_s) < r\}) \leq C r^{n-d} s^d,
$$

where $\Gamma_s = \Gamma \cap B(x, s)$.

The proof of the lemma is quite technical and is not related to the main purpose of this article, so we only sketch the most important points. The idea is that $H^d(\Gamma_s) \approx s^d$. Using Lemma 7.3 it follows that (123) holds for small $r > 0$. On the other hand, the lemma is trivially true for $r \approx s$. The idea of the proof which allows us to show it for all $r$ is to cover the set $\Gamma_s$ by balls of radius $r$. Now we increase the radius of all balls to $kr$, $k = 2, 3, \ldots$. These $kr$ balls cover $\Gamma_s$ and they have quite a large overlap. For the lower bound $c_1 r^d$ in (123) let us estimate how many fewer balls we need to have $\Gamma_s$ covered (we need only about $1/k^d$ of the original number of balls). From this the estimate follows.

Now we continue with the proof of the example. Let $u$ be as in Lemma 7.1. Also having the lower bound on the measure, we get that $u$ is comparable to $\text{dist}(\cdot, \Gamma)^{-(n-d-2)}$. It follows that (115) certainly holds if

$$
\int \frac{d(x, y)^{2-n}}{\text{dist}(y, \Gamma)^{\alpha(n-d-2)}} \, d\text{Vol}(y) = o(\text{dist}(x, \Gamma)^{-(n-d-2)}), \quad \text{as } x \to \Gamma.
$$

Fix $x \in \Omega$ close to $\Gamma$ and let $\delta = \text{dist}(x, \Gamma) > 0$. The function we integrate has two singularities, one near $x$ and the other one near $\Gamma$. Therefore we introduce a bit complicated division of $\Omega$. Let $B_0 = \{y \in \Omega : \text{dist}(y, \Gamma) < \delta/2\}$, $B_1 = \Omega \setminus B_0$. Clearly, $\int_{B_1} d(x, y)^{2-n} \, d\text{Vol}(y) \leq C \delta^{2-\alpha(n-d-2)}$. Let $z \in \Gamma$ be a point such that $\delta = \text{dist}(x, z)$. Write $B_0$ as $\bigcup_{k=1}^{\infty} C_k$, where $C_k = \{x \in \Omega : \delta/2^{k+1} \leq \text{dist}(x, \Gamma) < \delta/2^k\}$. Finally, let $D_0 = \emptyset$, $D_i = \{y \in \Omega : \text{dist}(z, y) < 2^i \delta\}$,
\( i = 1, 2, \ldots \) and \( E_i = D_i \setminus D_{i-1} \). If \( y \in E_i \cap C_k \), then \( \text{dist}(y, \Gamma) \approx \delta/2^k \) and \( \text{dist}(x, y) \approx 2^k \delta \). Also by (123),

\[
\text{Vol}(E_i \cap C_k) = H^n(E_i \cap C_k) \leq C 2^d \delta^d (\delta/2^k)^{n-d} = C \delta^{n-2d} = \delta^{n-2k(n-d)}.\tag{125}
\]

It follows that

\[
\int_{E_i \cap C_k} \frac{d(x, y)^{2-n}}{\text{dist}(y, \Gamma)^{\alpha(n-d-2)}} \text{Vol}(y) \leq C(2^d) \delta^{2-n} \frac{\alpha(n-d-2)}{\delta^{n-2k(n-d)}} 
\leq C \delta^{2-\alpha(n-d-2)} \frac{\alpha(n-d-2) + \alpha(n-d-2) + n + d}{\delta^{n-2k(n-d)}}.\tag{126}
\]

As \( d-n+2 \leq 0 \) and \( \alpha(n-d-2)-n+d < 0 \) we can sum over \( i \) and \( k \) and get that (124) is less than \( C \delta^{2-\alpha(n-d-2)} = o(\delta^{-(n-d-2)}) \) because \( 2 - \alpha(n-d-2) > -(n-d-2) \). This concludes the proof. \( \Box \)

8. Localization Principle (Uniqueness)

In this section we will prove theorems from section 3 concerning uniqueness. As with the existence, we see that the uniqueness is also a local property of points \( \partial \Omega \). This completes the picture and reduces both questions of existence and uniqueness of large solutions on a domain \( \Omega \) to the study of the local properties of its boundary.

**Proof of Theorem 3.4.** We borrow the main idea from [42] but modify it. Let us assume that \( u \) and \( v \) are two comparable large solutions of the equation \( \Delta u - \psi(u) = 0 \) in \( \Omega \). If \( u = v \) there is nothing to prove, so let us assume that \( u \neq v \). It follows that \( \max \{u, v\} \) is a subsolution and \( u+v \) is a supersolution of the equation \( \Delta u - \psi(u) = 0 \) in \( \Omega \). Hence, as before, there is a solution \( w \) of the equation \( \Delta u - \psi(u) = 0 \) such that

\[
\max \{u, v\} \leq w \leq u + v.
\]

Crucially, \( u \leq w \) and \( v \leq w \) everywhere in \( \Omega \). If we prove that \( u = w \), then we are done as the same argument would also give us that \( v = w \), and hence \( u = w = v \).

Notice also that \( u \) and \( w \) are also comparable. Let \( K \) be a number for which (21) holds. Then any other large solution \( u' \) of the equation \( \Delta u - \psi(u) = 0 \) in \( \Omega \) comparable to \( u \) (hence \( w \)) will satisfy

\[
w \leq K^2 u' \quad \text{in} \quad \Omega.
\]

If \( K = 1 \) we are done, so let us assume that \( K > 1 \).

We claim that the function \( v_1 = u - \frac{1}{2K^2} (w-u) \) is a supersolution of our equation that is greater than \((K^2+1)u/(2K^2)\). Indeed,

\[
\Delta v_1 - \psi(v_1) = \Delta v_1 - \frac{2K^2 + 1}{2K^2} u - \frac{2K^2 + 1}{2K^2} \psi \left( \frac{2K^2 + 1}{2K^2} u - \frac{1}{2K^2} w \right)
\leq \frac{2K^2 + 1}{2K^2} \left[ \psi(u) - \frac{1}{2K^2} \psi(w) \right]
\]

\[
= \frac{2K^2 + 1}{2K^2} (\Delta u - \psi(u)) - \frac{1}{2K^2} (\Delta w - \psi(w)) = 0.\tag{127}
\]

On the other hand for any \( \theta \in (0, 1) \) we have that \( v_2 = \theta u \) is a large subsolution of our equation in \( \Omega \). For any \( \theta < (K^2+1)/(2K^2) \) we may conclude that \( v_2 \leq v_1 \) near \( \partial \Omega \). Hence by the comparison principle, \( v_1 \leq v_2 \) everywhere in \( \Omega \). It follows that
there is a large solution \( u_1 \) of the equation \( \Delta u - \psi(u) = 0 \) such that \( v_1 \leq u_1 \leq u_2 \) in \( \Omega \). We also have that

\[
u_1 \leq v_1 = u - \frac{1}{2K^2}(w - u) \quad \text{in} \; \Omega.
\]

Hence

\[
w - u_1 \geq \left(1 + \frac{1}{2K^2}\right)(w - u).
\]

We now repeat the whole construction with \( u_1 \) in place of \( u \) and obtain a large solution \( u_2 \) of our equation in \( \Omega \) such that

\[
w - u_2 \geq \left(1 + \frac{1}{2K^2}\right)(w - u_1).
\]

Inductively we can define a decreasing sequence of large solutions \( u, u_1, u_2, u_3, \ldots \) that all are comparable to \( w \) and we will have

\[
w - u_n \geq \left(1 + \frac{1}{2K^2}\right)^n(w - u).
\]

However, this is clearly impossible if \( K > 1 \) as that would imply that \( w(x) - u_n(x) \to \infty \) for all \( x \in \Omega \), where \( u(x) < w(x) \). From this it follows that \( K = 1 \); hence \( u = w \).

**Proof of Theorem**. Pick \( \theta > 1 \) for which (8) holds. It clearly suffices to show that at any point \( x \in \Omega \): \( u(x)/v(x) \leq \theta \) for two complete comparable large solutions \( u \) and \( v \), since that gives that \( u(x)/v(x) \leq 1 \) as the set of \( \theta \) for which (8) holds has 1 as its limit point. From this by symmetry \( u = v \in \Omega \). Moreover, it suffices to reduce our attention to points \( x \) close to the boundary of \( \Omega \) where Lemma 4.8 can be applied.

Since \( u \) and \( v \) are comparable, \( u/v \leq R_{\max} < \infty \). If \( R_{\max} \leq \theta \) we are done. Otherwise let us define functions \( g \) and \( R \) as follows:

\[
\begin{align*}
g(r) &= \inf\{\varphi(v(x)) : x \in \Omega \text{ and } \delta(x) \leq r\}, \\
R(r) &= \sup\left\{\frac{u(x)}{v(x)} : x \in \Omega \text{ and } \delta(x) \geq r\right\}.
\end{align*}
\]

Function \( g \) is nonincreasing and \( g(r) \geq 1/(r^2f(r)) \). Similarly, \( R \) is nonincreasing (comparison lemma) at points where \( R > 1 \). For a point \( x \in \Omega \), let \( \delta = \delta(x)/2 \) be as in Lemma 4.8. If \( B = B(x, \delta) \), then

\[
\inf_{z \in B} \varphi(u(z)) \geq g(3\delta) \geq \frac{1}{9\delta^2f(3\delta)},
\]

since all points in \( B \) have distance at most \( 3\delta \) from the boundary. With \( R = R(\delta) \) used in Lemma 4.8 we have that \( \Theta v \) is a supersolution in \( B \) and \( \Theta v \big|_{\partial B} \geq u \big|_{\partial B} \) as on \( \partial B \): \( u(x)/v(x) \leq R(\delta) \) (no point of \( B \) is closer than \( \delta \) from the boundary). Thus by the comparison lemma, \( u \leq \Theta v \) in \( B \). In particular, at \( x \), \( u(x)/v(x) \leq \Theta(0) \). If \( \Theta(0) \leq \theta \) we are done and there is nothing else to prove. Otherwise,

\[
\frac{u(x)}{v(x)} \leq R(\delta) - C \left(\inf_{z \in B} \varphi(u(z))\right) \delta^2 \leq R(\delta) - \frac{C}{9f(3\delta)}.
\]
where \( C > 0 \) is the same constant as in (15). As \( x \) is an arbitrary point of distance \( 2\delta \) from the boundary, taking the supremum over all such points gives us

\[
R(2\delta) \leq R(\delta) - C \left( \inf_{z \in B} \varphi(u(x)) \right) \delta^2 \leq R(\delta) - \frac{C_0}{f(3\delta)}
\]

for a new constant \( C_0 > 0 \). Here we use the fact that the supremum over such points equals \( R(2\delta) \), as \( R \) is a nonincreasing function.

The inequality (131) can be iterated, as many times as we want, provided the right hand side of it is greater than \( \theta \). We just replace \( \delta \) by \( \delta/2 \), etc. This yields

\[
R(2\delta) \leq R(2\delta/2^n) - \sum_{k=1}^{n} \frac{C_0}{f(6\delta/2^k)}, \quad \text{for } n = 1, 2, \ldots
\]

If the sum in (132) diverges as \( n \to \infty \), then for some finite \( n \) the right hand side must be less than \( \theta \), as \( R(2\delta/2^n) \to R_{\max} < \infty \). From this the claim \( u(x)/v(x) \leq \theta \) follows. The sum is indeed divergent as it is comparable with \( \int_0^\infty dt/(tf(t)) \).

\[\square\]

**Remark 8.1.** It follows from the previous proof that the argument works even if the solutions \( u \) and \( v \) are not comparable as long as the sum in (132) grows faster to infinity than \( R(2\delta/2^n) \) as \( n \to \infty \). In reality, this brings only a very minor improvement, as it allows the ratio \( u(x)/v(x) \) to grow at the rate of at most \( C|\ln \delta(x)| \) for \( \delta(x) \to 0 \) or worse (double logarithm). For this reason we do not formulate this observation in a theorem.

**Corollary 8.1.** Let the function \( \psi \) satisfy the standard assumptions. If a solution \( u \) of the equation \( \Delta u - \psi(u) = 0 \) in \( \Omega \) blows up at the maximal rate (Definition 2.5), then \( u \) is the maximal solution \( U_{\max} \) defined in Theorem 3.2.

We start with a technical lemma, introducing once again solutions as in (iv) of Proposition 6.2, i.e., solutions that blow up on part of the boundary and vanish on the other part.

**Lemma 8.2.** Let \( \Omega \) be a \( \psi \)-regular domain. Consider a neighborhood \( U \) of \( x \in \partial \Omega \) with \( C^1 \) boundary. Then for any solution \( u \) of the equation \( \Delta u - \psi(u) = 0 \) in \( U \cap \Omega \) such that \( u(y) \to \infty \) locally uniformly as \( y \to \partial \Omega \cap U \) there exists a nonnegative solution \( u_0 \) of \( \Delta u - \psi(u) = 0 \) in \( U \cap \Omega \) such that:

(a) \( u_0(y) \to \infty \) as \( y \to \Gamma_1 = \partial \Omega \cap U \).

(b) \( u_0 \) is continuous in \( \Omega \cup \Gamma_2 \) and \( u_0 = 0 \) on \( \Gamma_2 = \Omega \cap \partial U \).

Moreover, \( u_0 < u < u_{\max} \), where \( u_{\max} \) is the large solution of \( \Delta u - \psi(u) = 0 \) in \( U \).

**Proof of Lemma 8.2.** This proof requires a slightly more refined argument than the construction given in Proposition 6.2. Let \( V_1 \subseteq V_2 \subseteq \cdots \subseteq U \) be an increasing sequence of \( C^1 \) domain whose union is \( U \). Let us denote by \( v_n \) the large solution of our equation on \( V_n \). Notice that \( v_{\max} = \lim_{n \to \infty} v_n \). For each \( n \in \mathbb{N} \), let \( \Gamma_n^1 = \partial V_n \cap \{ y \in \Omega : \text{dist}(y, \partial \Omega) > 1/n \} \) and \( \Gamma_n^2 = \partial V_n \setminus \{ y \in \Omega : \text{dist}(y, \partial \Omega) \geq 1/n \} \). Both sets are open and also disjoint. It follows (by refining the argument of Theorem 5.3) that given any two bounded and continuous functions \( g_1 \) on \( \Gamma_n^1 \) and \( g_2 \) on \( \Gamma_n^2 \), we can find a solution of \( \Delta u - \psi(u) = 0 \) on \( V_n \) which is continuous on \( V_n \cup \Gamma_n^1 \cup \Gamma_n^2 \) and attains boundary values given by \( g_1 \) and \( g_2 \), respectively. We let \( V_n \) be zero on the remaining portion of the boundary. This might cause discontinuities at the ends.
Let \( u \) be any solution in \( U \cap \Omega \) satisfying the assumption. Let \( g_1 = u |_{\Gamma^+} \) and \( g_2 = 0 \) on \( \Gamma^2 \). It follows that \( g_1 \) is bounded and continuous; hence there is a solution \( \tilde{v}_n \) in \( V_n \) such that \( \tilde{v}_n |_{\Gamma^+} = u |_{\Gamma^+} \) and \( \tilde{v}_n |_{\Gamma^2} = 0 \). By the comparison lemma it follows that \( \tilde{v}_n \leq u \) in \( V_n \cap \Omega \). Hence \( v_n = u - \tilde{v}_n \) is a nonnegative subsolution of our equation in \( V_n \cap \Omega \) such that \( v_n \) vanishes on \( \Gamma^2 \) and blows up as it approaches \( \partial \Omega \cap V_n \). Let \( U_0 \) be the solution constructed in Lemma 6.1 for \( U \cap \Omega \). It follows from the construction that \( w_n \leq U_0 \). It also follows that \( w_n \) belongs to the set

\[
S_n = \{ f : V_n \cap \Omega \to \mathbb{R}^+ : f \text{ is a subsolution of } \Delta u - \psi(u) = 0 \text{ in } V_n \cap \Omega \text{ such that } f \leq \min\{u, U_0\} \}.
\]

Let \( u_n(y) = \sup_{f \in S_n} f(y) \). Standard elliptic arguments imply that \( u_n \) is well defined as \( S_n \) is nonempty and it solves our equation in \( V_n \cap \Omega \). Also since \( S_{n+1} \cap V_n \subset S_n \), the sequence \( u_n \) decreases monotonely. Let \( u_0 = \lim_{n \to \infty} u_n \). It follows that \( u_0 \) is also well defined and is a solution of the equation in \( U \cap \Omega \). The definition also implies that \( u_0 \leq u \). \( u_0(y) \to 0 \) locally uniformly as \( y \to \Gamma^2 \) and \( u_0 \leq u \). On the other hand, \( u_n \geq w_n = u - \tilde{v}_n \). Taking the limit yields \( u_0 \geq u - \max \{ \tilde{v}_n \} \), which implies that the desired inequality follows, as well as that \( u_0(y) \to \infty \) locally uniformly as \( y \to \Gamma^1 \). The claim that these inequalities are in fact strict is a consequence of the strong maximum principle.

**Proof Theorem 3.6** It suffices to prove the only if part. We first assume that part (a) of Definition 2.11 holds. We consider only the case \( c = 1 \) as the rest is similar.

Let \( u^1, u^2 \) be any two large solutions in \( \Omega \). Pick a point \( x \in \partial \Omega \) and denote by \( V_x \) the neighborhood from Definition 2.11 such that (133) holds. By \( U_x \) we denote a neighborhood of \( x \) with \( C^1 \) boundary such that \( U_x \subset V_x \). If \( \Omega \subset V_x \) it follows immediately that (133) holds and we skip all that follows. Otherwise, consider \( u^1, u^2 \) restricted to \( U_x \). By the previous lemma there are \( u^1_0 \) and \( u^2_0 \) defined on \( U_x \cap \Omega \) satisfying (a), (b) such that \( u^1_0 \leq u^1 \leq u^1_0 + \max \{ \tilde{v}_n \} \), \( u^2_0 \leq u^2 \leq u^2_0 + \max \{ \tilde{v}_n \} \), where \( \max \{ \tilde{v}_n \} \) is the largest solution on \( U_x \). It follows that

\[
\lim_{y \to z} \frac{u^1(y)}{u^1_0(y)} = \lim_{y \to z} \frac{u^2(y)}{u^2_0(y)} = 1, \quad \text{for all } z \in \partial \Omega \cap U_x.
\]

Now extend both \( u^1_0 \) and \( u^2_0 \) onto \( V_x \cap \Omega \) by putting \( u^1_0 = u^2_0 = 0 \) outside \( U_x \). It follows that this extension defines subsolutions on \( V_x \cap \Omega \). On the other hand, if \( u \) is any large solution on \( V_x \), then \( u^1 + u \) and \( u^2 + u \) are large supersolutions on \( V_x \cap \Omega \). Thus for any \( \varepsilon > 0 \) small, \( (1 - \varepsilon)u^1_0 + \varepsilon u \leq u^1 \leq u^1_0 + \varepsilon u \leq u^2 + u \) on \( V_x \cap \Omega \). The assumption that the point \( u_x \) is \( \psi \)-unique on \( V_x \) implies that \( \lim_{y \to x} \frac{u^1(y)}{u^2(y)} = 1 \)

From this it follows that

\[
1 - \varepsilon \leq \liminf_{y \to x} \frac{u^1(y)}{u^2(y)} \leq \limsup_{y \to x} \frac{u^1(y)}{u^2(y)} \leq \frac{1}{1 - \varepsilon}.
\]

As the \( \varepsilon \) can be taken to be arbitrarily small, we get that

\[
\lim_{y \to x} \frac{u^1(y)}{u^2(y)} = 1.
\]
Now as \( x \) was an arbitrary point at the boundary and \( \partial \Omega \) is a compact set, it follows that \( u^1(y)/u^2(y) \to 1 \) uniformly as \( y \to \partial \Omega \). Consequently, for every \( \varepsilon > 0 \) there exists a neighborhood \( \Omega_\varepsilon = \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \varepsilon \} \) of the boundary where \( u^1 \leq (1 + \varepsilon)u^2 \). Hence, by the comparison lemma we get \( u^1 \leq (1 + \varepsilon)u^2 \) in \( \Omega \setminus \Omega_\delta \) as this inequality holds on the boundary of this domain. So, \( u^1 \leq (1 + \varepsilon)u^2 \) in \( \Omega \), i.e., \( u^1 \leq u^2 \). By symmetry, \( u^2 \leq u^1 \) and the uniqueness follows.

If part (b) of Definition 2.11 holds, then a small modification of the proof is required. By following the proof given above we obtain only that

\[
\limsup_{y \to \partial \Omega} \frac{u^c(y)}{u^2(y)} < \infty.
\]

Hence two large solutions \( u^c \) and \( u^2 \) are comparable. This together with condition \( \limsup_{u \to \infty} \frac{\psi(xu)}{\psi(u)} < \infty \) implies that \( u^2 \) is also complete. So, \( u^c = u^2 \). \( \square \)

The following proposition shows that the neighborhood \( U \) in Definition 2.11 can be taken to be “nice” (i.e. with \( C^1 \) boundary) and arbitrarily small.

**Proposition 8.3.** Suppose that function \( \psi \) satisfies the Harnack assumptions. Let the domain \( \Omega \) be \( \psi \)-unique. Then for any \( x \in \partial \Omega \) and any open neighborhood \( U \) of \( x \) with \( C^1 \) boundary, (15) holds for any large solutions \( u^1 \), \( u^2 \) in \( \partial U \).

**Proof.** Clearly \( U^c = M \setminus \overline{U} \) has \( C^1 \) boundary. Thus there exists a large solution \( u^3 \) of \( \Delta u - cv^i(u) = 0 \) on \( U^c \cap \Omega \). By Lemma 8.2 we can find solutions \( u^i_0 \), \( u^3_0 \) in \( U^c \cap \Omega \) and \( u^3_0 \) in \( U^c \cap \Omega \) satisfying (a), (b) such that \( u^i_0 \leq u^i \leq u^i_0 + w^i \), \( i = 1, 2, 3 \). Here \( u^1 = u^3 \) is a largest solution on \( U \) and \( u^3 \) on \( U^c \).

Finally, consider \( v_i \), \( i = 1, 2 \), defined on the whole \( \Omega \) by \( v^i = u^i_0 \) on \( \overline{U} \cap \Omega \) and \( v^i = u^i_0 \) on \( U^c \cap \Omega \), \( i = 1, 2 \). Clearly, the \( v^i \) are continuous functions on \( \Omega \), locally Lipschitz and solve \( \Delta u - cv^i(u) = 0 \) everywhere except on \( \partial U \cap \Omega \). What happens locally at such a point? Recall the definition of the subsolution in (24). Let \( \tilde{V} \) be a small neighborhood of \( x \in \partial U \cap \Omega \). Then (24) simplifies to

\[
\int_{\tilde{V}} (\nabla v^i \nabla w + cv^i(u^i)w) \, d\text{Vol} \leq 0 \quad \text{for any } w \geq 0.
\]

The integral in (137) is well defined as \( \nabla v^i \) is Lipschitz on \( V \) and moreover \( V \) can be split into two parts \( V_1 = V \cap \overline{U} \) and \( V_2 = V \cap \overline{U^c} \). Integrating by parts we get

\[
\int_{V} (\nabla v^i \nabla w + cv^i(u^i)w) \, d\text{Vol} = \int_{V_1} (-\Delta u^i_0 + cv^i(u^i_0))w \, d\text{Vol} + \int_{V_2} (-\Delta u^3_0 + cv^i(u^i_0))w \, d\text{Vol} + \int_{\partial U \cap V} \left( \frac{\partial u^i_0}{\partial \nu} - \frac{\partial u^3_0}{\partial \nu} \right)w \, dS
\]

and

\[
= \int_{\partial U \cap V} \left( \frac{\partial u^i_0}{\partial \nu} - \frac{\partial u^3_0}{\partial \nu} \right)w \, dS.
\]

Here \( \nu \) is the normal to \( \partial U \cap V \) pointing into \( V_2 \). As both \( u^i_0 \) and \( u^3_0 \) are positive outside \( \partial U \cap V \) and zero there we conclude that \( \frac{\partial u^i_0}{\partial \nu} \leq 0 \) and \( \frac{\partial u^3_0}{\partial \nu} \geq 0 \); i.e. \( v^i \) is a subsolution. Using a partition of unity it follows that \( v^i \) is a subsolution on the whole \( \Omega \). Finally, for any \( \varepsilon > 0 \) let \( W_\varepsilon \) be a domain in \( M \) with \( C^1 \) boundary such that \( \{ y \in M : \text{dist}(y, \partial \Omega \cap \partial U) \leq \varepsilon/2 \} \subset M \setminus W_\varepsilon \subset \{ y \in M : \text{dist}(y, \partial \Omega \cap \partial U) \leq \varepsilon \} \)
and let \( w_\varepsilon \) be a large solution on \( W_\varepsilon \). For \( i = 1, 2 \) consider
\[
S^i_\varepsilon = \{ f : W_\varepsilon \cap \Omega \to \mathbb{R}^+ : \quad f \text{ is a subsolution of } \Delta u - \psi(u) = 0 \in W_\varepsilon \cap \Omega \text{ such that } f \leq u^i + w_\varepsilon \}
\]
on \( U \cap W_\varepsilon ; f \leq u^3 + w_\varepsilon \) on \( U^c \cap W_\varepsilon \).

The sets \( S^i_\varepsilon \) are nonempty as \( \max \{ v^i, w_\varepsilon \} \) is a subsolution in \( S^i_\varepsilon \). It follows that \( U^i_\varepsilon(y) = \sup_{f \in S^i_\varepsilon} f(y) \) for \( y \in W_\varepsilon \cap \Omega \) is well defined and (by a standard argument) solves our equation. Clearly as \( U^i_\varepsilon \geq v^i \) and \( U^i_\varepsilon \geq w_\varepsilon \), hence \( U^i_\varepsilon \to \infty \) uniformly on \( \partial(\Omega \cap W_\varepsilon) \); i.e. \( U^i_\varepsilon \) is a large solution on \( W_\varepsilon \cap \Omega \). Finally, sets \( W_\varepsilon \) can be chosen such that if \( 0 < \varepsilon_1 < \varepsilon_2 \), then \( \bar{W}_{\varepsilon_2} \subset W_{\varepsilon_1} \) leading to \( S^i_{\varepsilon_1}|_{W_{\varepsilon_2}} \subset S^i_{\varepsilon_2} \), i.e.,
\[
U^i_{\varepsilon_1} \leq U^i_{\varepsilon_2}.
\]
Hence, limiting in \( \varepsilon \to 0^+ \) we get solutions \( U^1 \) on the whole \( \Omega \) such that \( u^0_i = v^i\rvert_{U \cap \Omega} \leq U^i \leq u^i + w \leq u^0_i + 2w^i \) on \( \Omega \cap U \) and \( u^3_i = v^i\rvert_{U \cap \Omega} \leq u^i \leq u^3 + w \leq u^3_i + 2w^3 \) on \( U^c \cap \Omega \) for \( i = 1, 2 \). Here \( w = \lim_{\varepsilon \to 0^+} w_\varepsilon \), and \( w \leq w^i, \; i = 1, 2, 3 \) as \( U, U^c \subset \bigcup W_\varepsilon \). These estimates show that \( U^i, \; i = 1, 2 \) are large solutions on \( \Omega \).

Since \( \psi \)-unique it follows that \( U^1 = U^2 \). Hence on \( U \cap \Omega \) we have that
\[
\begin{align*}
\frac{u^1(y)}{u^2(y)} & \leq \frac{(u^0_0 + 2w^1)(y)}{u^0_3(y)} \leq \frac{(U^1 + 2w^1)(y)}{(U^2 - 2w^2)(y)} \to 1
\end{align*}
\]
uniformly for \( y \) converging to any compact subset of \( \partial \Omega \cap U \) as \( U^1 = U^2 \to \infty \) and \( w^1 = w^2 \) stays bounded. Switching roles of \( u^1 \) and \( u^2 \) yields a similar estimate for \( u^2/u^1 \). From this (15) follows.

**Proof of Theorem 3.7.** The existence of a large solution of (22) follows from previous results. Let \( u \) be any such solution. Since \( u(x) \to \infty \) as \( x \to \partial \Omega \), and also \( \psi(u)/u \to \infty \) it follows that for any \( \varepsilon > 0 \), \( u \) satisfies
\[
k(x)(1-\varepsilon)\psi(u(x)) \leq \Delta u(x) \leq k(x)(1+\varepsilon)\psi(u(x))
\]
on an open set \( \Omega_\delta = \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \delta \} \) for some \( \delta = \delta(\varepsilon) > 0 \). The continuity of \( k \) at the boundary of \( \partial \Omega \) implies that there is \( \delta' > 0 \) such that the following holds for any \( \varepsilon > 0 \):
\[
\forall x \in \Omega, \; y \in \partial \Omega \text{ such that dist}(x, y) < \delta' \implies |k(x) - k(y)| < \varepsilon.
\]
It follows that (by possibly making \( \delta > 0 \) smaller) we have
\[
k(y)(1-\varepsilon)\psi(u(x)) \leq \Delta u(x) \leq k(y)(1+\varepsilon)\psi(u(x))
\]
for all \( x \in \Omega_\delta \) and \( y \in \partial \Omega \) such that \( \text{dist}(x, y) < \delta \). Hence by Theorem 3.6 and Proposition 3.3 every boundary point \( y \in \partial \Omega \) has a neighborhood \( U_y \subset \{ x \in M : \text{dist}(x, y) < \delta \} \) with \( C^1 \) boundary such that (15) holds for any large solutions of \( \Delta u - \psi(u) = 0 \) in \( U_y \cap \Omega \). Let \( u_y \) be the largest solution of the equation
\[
\Delta u_y - k(y)\psi(u_y) = 0 \quad \text{in } U_y \cap \Omega.
\]
We would like to know how this solution compares with large solutions of equations \( \Delta u - k(y)(1-\varepsilon)\psi(u) = 0 \) and \( \Delta u - k(y)(1+\varepsilon)\psi(u) = 0 \) in \( U_y \cap \Omega \). For any \( c \in (0, \infty) \) let \( u^c \) be the largest solution of the equation
\[
\Delta u^c - ck(y)\psi(u^c) = 0 \quad \text{in } U_y \cap \Omega.
\]
We have that \( u_y = u^1 \). If \( c > 1 \), then \( u^1 \) is a supersolution of (14) and hence \( u^c \leq u^1 \). Similarly for \( c < 1 \) we get \( u^1 \leq u^c \). Consider now any \( \theta \) for which (8)
holds. Recall that \( \theta > 1 \). It follows from (7.11) that there exist \( c_0 > 1 \) and \( M > 0 \) such that \( \psi(\theta u) \geq c_0 \theta^2 \psi(u) \). Hence

\[
0 = \Delta (\theta u^1) - \theta \psi(u^1) \geq \Delta (\theta u^1) - \frac{1}{c_0} \psi(\theta u^1) \geq \Delta (\theta u^1) - c \psi(\theta u^1)
\]

as long as \( c > \frac{1}{c_0} \) and \( u^1 \geq M \) everywhere. The second can be arranged easily: just take \( \delta > 0 \) in the definition of \( \Omega \delta \) sufficiently small. Having that, we get that \( \theta u^1 \) is a supersolution and \( u^1 \leq u^c \leq \theta u^1 \) for any \( c \in [\frac{1}{c_0}, 1] \). The same argument also yields \( \frac{1}{\theta} u^1 \leq u^c \leq u^1 \) for each component of\( \Omega \).

Recall that \( \theta > 1 \) can be chosen arbitrarily close to 1. Next, \( \theta \) gives us \( c_0 \) and \( M \). We pick \( \varepsilon > 0 \) such that \( 1 - \varepsilon, 1 + \varepsilon \in [\frac{1}{c_0}, c_0] \) and \( \delta > 0 \) such that (153) holds and also \( u_y = u^1 \) is larger than \( \theta M \). This gives us that (147) holds for \( c = 1 - \varepsilon \) and \( c = 1 + \varepsilon \).

We return to (143). We see that \( u \) is a subsolution of the equation (146) for \( c = 1 - \varepsilon \). Therefore its restriction to \( U_y \cap \Omega \) belongs to the set

\[
S = \{ f : \Omega \to \mathbb{R}^+ : f \text{ is a subsolution of } \Delta u - (1 - \varepsilon) k(y) \psi(u) = 0 \text{ in } U_y \cap \Omega \}.
\]

As before \( w(x) = \sup_{f \in S} f(x) \) defined on \( U_y \cap \Omega \) is a solution of \( \Delta u - (1 - \varepsilon) k(y) \psi(u) = 0 \) in \( U_y \cap \Omega \). As \( u^{1-\varepsilon} \) is the largest solution it follows that \( u \leq w \leq u^{1-\varepsilon} \). A similar consideration for \( u^{1+\varepsilon} \) implies that \( u^{1+\varepsilon} \leq v \leq u \), where \( v \) is the large solution of our equation for \( c = 1 + \varepsilon \) on \( U_y \). Combining these two facts with (147) finally yields

\[
\frac{1}{\theta} \leq \liminf_{x \to y} \frac{u(x)}{u_y(x)} \leq \limsup_{x \to y} \frac{u(x)}{u_y(x)} \leq \theta.
\]

Recall that \( u \) was an arbitrarily large solution of (22) on \( \Omega \). Assume that there are two such large solutions, say \( u^1 \) and \( u^2 \). (149) is a local statement that holds on \( \Omega \cap U_y \) for both \( u^1 \) and \( u^2 \). However, as the boundary \( \partial \Omega \) is compact and (149) holds for every boundary point, we get that the ratio \( u^1(x)/u^2(x) \) as \( x \to \partial \Omega \) can be estimated uniformly and

\[
\frac{1}{\theta^2} \leq \liminf_{x \to \partial \Omega} \frac{u^1(x)}{u^2(x)} \leq \limsup_{x \to \partial \Omega} \frac{u^1(x)}{u^2(x)} \leq \theta^2.
\]

Finally, as \( \theta > 1 \) can be chosen arbitrarily close to 1 we have that

\[
\lim_{x \to \partial \Omega} \frac{u^1(x)}{u^2(x)} = 1 \quad \text{uniformly.}
\]

Proof of Theorem 3.8. Pick \( V \subseteq U \) to be an open \( C^1 \) neighborhood of \( x \). Consider two large solutions \( u_1, u_2 \) of \( \Delta u - \psi(u) = 0 \) in \( \Omega \). Let \( W \) be one open connected component of \( U \cap \Omega \) and \( \Phi_t \) the corresponding isometries. Let \( v \) be the largest solution on \( V \). It follows that for \( t > 0 \) small, \( \Phi_t(V) \subseteq U \). Hence \( \Phi_t(u_1) \) solves \( \Delta u - \psi(u) = 0 \) in \( \Phi_t(V \cap W) \subseteq U \cap \Omega \) and \( \Phi_t(u_1) + v \) is a large supersolution in \( V \cap \Phi_t(V \cap W) \). The other function \( u_2 \) is bounded on this set; hence by the comparison lemma \( u_2 \leq \Phi_t(u_1) + v \). Letting \( t \to 0^+ \) gives us \( u_2 \leq u_1 + v \) in \( V \cap W \). As this holds on each component of \( U \cap \Omega \) we get that \( u_2 \leq u_1 + v \) in
$U \cap \Omega$. Switching the roles of $u_1$ and $u_2$ we obtain the other inequality; hence $u_1 - v \leq u_2 \leq u_1 + v$. From this, $u_1(y)/u_2(y) \to 1$ as $y \to \partial \Omega \cap B(x, \delta)$ for some small $\delta > 0$, so $x$ is $\psi$-unique. \hfill \square

9. Applications to specific cases of $\psi$-regular and $\psi$-unique domains

Up to this point we considered the general theory of existence and uniqueness of large solutions on domains $\Omega$. We developed concepts of $\psi$-regularity and $\psi$-uniqueness. In this section we want to present how the developed theory can be used in specific cases that are interesting for some reasons. The presented results are not necessarily new; the point is to show how they nicely fit into our unified framework.

Our first observation is that in many situations we only need to consider the flat case, i.e., $\mathbb{R}^n$.

**Proposition 9.1.** Let $\Omega \subset M$ be an arbitrary domain. Assume that $\psi$ satisfies (6) and (63) for some $\theta > 1$. Let $g, g'$ be two $C^2$ Riemannian metric tensors on $M$ such that $\|g - g'\|_{L^p(M)} < \varepsilon$ and let $u$ be a large solution of the equation $\Delta_g u - \psi(u) = 0$ in $\Omega$. Assume that one of the following holds:

(a) $u$ has a maximal rate of blowup.

(b) $u$ satisfies $\|\nabla^2 u\| \approx \psi(u)$ and $|\nabla u| \leq C\psi(u)$.

(c) $u$ satisfies $|\nabla u| \leq C\psi(u)$ and $g \big|_{\partial \Omega} = g' \big|_{\partial \Omega}$.

(d) $g \big|_{\partial \Omega} = g' \big|_{\partial \Omega}$ and $\nabla g \big|_{\partial \Omega} = \nabla g' \big|_{\partial \Omega}$.

Then if $\varepsilon > 0$ is sufficiently small the equation $\Delta_{g'} v - \psi(v) = 0$ in $\Omega$ has a large solution comparable to $u$, i.e., $u \approx v$.

**Proof.** Given two metric tensors $g$ and $g'$, their action on a function $u$ can be bounded by

\begin{align}
|\Delta_g u - \Delta_{g'} u| &\leq C\|g - g'\|_{L^\infty(\Omega)}|\nabla^2 u| + C\|g - g'\|_{L^p(\Omega)}|\nabla u| \\
&\leq C\varepsilon(|\nabla^2 u| + |\nabla u|),
\end{align}

as follows from (63). The discussion we had in (145)-(147) implies that for any $c \in \mathbb{R}^+$ the equation $\Delta_g u - c\psi(u) = 0$ has a solution $u^c$ comparable to $u$. A similar statement is true for the equation $\Delta_{g'} v - c\psi(v) = 0$ whose solution $v^c$ is comparable to $v = v^1$. Of course, we first have to establish that $v$ exists.

We will show that $u$ is a subsolution of the equation $\Delta_{g'} v - c\psi(v) = 0$ for some $c < 1$ small and that $u$ is a supersolution of the same equation for $c > 1$ large. This is enough to see that the equation $\Delta_{g'} v - c\psi(v) = 0$ has large solutions $v^c$ in $\Omega$ for all $c$ and they are comparable to $u$. Indeed, it is enough to show this for $v = v^1$. But since $u$ is a subsolution of $\Delta_{g'} v - c\psi(v) = 0$ for some $c < 1$ it follows that $u/\theta$ for $\theta > 1$ is a subsolution of $\Delta_{g'} v - \psi(v) = 0$. Similarly, since $u$ is a supersolution of the equation $\Delta_{g'} v - c\psi(v) = 0$ for some $c > 1$, then $u/\theta$ for $\theta > 1$ is a supersolution of the equation $\Delta_{g'} v - \psi(v) = 0$. From this $u/\theta \leq v^1 \leq u\theta$ and the claim follows.

First assume that (a) holds. Then $\varphi(u) \approx \delta^{-2}$, hence $\psi(u) \approx u/\delta^2$. Hence by (64), $|\nabla^2 u| \leq Cu/\delta^2 \approx \psi(u)$. On the other hand $C|\nabla^2 u| \geq |\Delta_g u| = \psi(u)$ from which $|\nabla^2 u| \approx \psi(u)$. We also get the estimate $|\nabla u| \leq C\delta\psi(u)$. Hence (b) holds.

Having (b) and (152) implies that

\begin{align}
|\Delta_g u - \Delta_{g'} u| \leq C\varepsilon\psi(u).
\end{align}
From this we immediately get that
\[(154)\]
\[(1-C\varepsilon)\psi(u) \leq \Delta_g u - |(\Delta_g - \Delta_{g'}) u| \leq \Delta_{g'} u \leq \Delta_g u + |(\Delta_g - \Delta_{g'}) u| \leq (1+C\varepsilon)\psi(u).
\]
Hence if $C\varepsilon < 1$ the claim follows.

If (c) holds we in addition obtain that $|(g - g')(x)| \leq \varepsilon\delta(x)$. A variant of $(64)$ ($\nabla u$ satisfies a similar equation as $u$ itself) implies that $\delta^2 u \leq C|\nabla u|$ which together with the above estimate yields
\[(155)\]
\[|(\Delta_g - \Delta_{g'}) u| \leq C\varepsilon\delta^{-1}|\nabla u| + C\varepsilon|\nabla u| \leq C\varepsilon\psi(u).
\]
From this we again get $(154)$.

Finally, if (d) holds, we also assume that $\|g - g'\|_{C^2(M)} < \varepsilon$. Then $|(g - g')(x)| \leq \varepsilon\delta(x)$ and $|\nabla(g - g')(x)| \leq \varepsilon\delta(x)$. Using this and $(64)$ in $(152)$ yields
\[(156)\]
\[|(\Delta_g - \Delta_{g'}) u| \leq C\varepsilon\delta^2(\delta^{-2} u) + C\varepsilon\delta(\delta^{-1} u) \leq C\varepsilon u \leq C\varepsilon\psi(u).
\]
Again $(154)$ follows. Now we can remove the assumption of “smallness” of the $C^2$ norm of the difference $g - g'$ by using the fact that any two metrics that satisfy (d) can be connected by a continuous curve $\gamma : [0, 1] \to \mathcal{G}$, where $\mathcal{G}$ is a space of $C^2$ metrics satisfying (d), $\gamma(0) = g$ and $\gamma(1) = g'$. Our result implies that every $t \in [0, 1]$ has a neighborhood $U$ in which if $u_t$, for $t' \in U$ is a large solution of the equation $\Delta_{g(t')} u - \psi(u) = 0$, then for any $t'' \in U$ the equation $\Delta_{g(t'')} u - \psi(u) = 0$ has a large solution $u_{t''}$ comparable to $u_t$. As $[0, 1]$ is a compact set it follows that this property holds for $U = [0, 1]$, in particular for the endpoint metrics $g$ and $g'$.

**Corollary 9.2.** Let $\psi$ be a function satisfying the Harnack assumptions. Also assume that all domains $\Omega$ with nonempty boundary are $\psi$-regular for a $C^2$ metric tensor $g$ on $M$.

Then all domains $\Omega$ with nonempty boundary are $\psi$-regular in any $C^2$ metric tensor on $M$.

In addition, if there exists a Riemannian manifold $N$ with $C^2$ metric tensor and a point $p$ such that $\Delta u - \psi(u) = 0$ has two large solutions $u_1, u_2$ on the domain $N \setminus \{p\}$ which are not comparable near $0$, then all domains $\Omega \subset M$ such that $M \setminus \Omega$ contains an isolated point are not $\psi$-unique. This holds for any compact Riemannian manifold $M$ without boundary and any $C^2$ metric tensor on $M$.

**Example 9.1.** Let $\psi(u) = u^\alpha$ and $\alpha < n/(n - 2)$, where $n = \dim M$. Then any domain $\Omega$ on a $C^2$ Riemannian manifold $M$ is $u^\alpha$-regular and has a unique solution with maximal rate of blowup. If $M \setminus \Omega$ contains an isolated point, then $\Omega$ is not $u^\alpha$-unique.

**Proof.** The first part of the claim that $\Omega$ is $u^\alpha$-regular has already been established in Example 3.2. We give another proof which also shows that there is a solution with maximal rate of blowup.

Indeed, the function $u(x) = C|x|^\beta$ for $C > 0$ solving $C^{n-1} = \beta(\beta + n - 2)$ and $\beta = -2/(\alpha - 1)$ is a $u^\alpha$-barrier (Definition 2.10) for domain $\mathbb{R}^n \setminus \{0\}$. By translation, a similar barrier exists for any point $x \in \mathbb{R}^n$.

Now consider $\Omega = M \setminus \{x\}$ for some $x \in \Omega$. Picking local geodesic coordinates centered at $x$ we get a metric tensor $g_{ij}'$ satisfying (d) of Proposition 9.1 for $g_{ij} = \delta_{ij}$ in a small neighborhood $U$ of $x$. Hence by Proposition 9.1 since $u$ is a $u^\alpha$-barrier on $\mathbb{R}^n$ for $0$ there exists a local $u^\alpha$-barrier $v$ for $x$ on $M$. 

As \( x \) was an arbitrary point, it follows from Theorem 3.3 that any domain \( \Omega \subset M \) with nonempty boundary is \( a^2 \)-regular. Uniqueness of the solution with maximal rate of blowup has been established in Theorem 3.4. If \( \Omega \) has an isolated point, then as in Example 3.2 we can construct near this point a whole family of large solutions, so \( \Omega \) is not \( \psi \)-unique. \( \square \)

9.1. Two dimensional uniformization theorem. We reprove a classical result on uniformization of Riemannian surfaces. We would like to refer the reader to a much more detailed treatment in [32], where more general cases are treated.

**Corollary 9.3** (Uniformization theorem for domains on a compact manifold \( M \)). Let \( M \) be a two dimensional compact connected Riemannian manifold without boundary with \( C^2 \) metric tensor \( g \) and let \( \Omega \) be a domain on \( M \). If the Euler characteristic of \( \chi(M) \) is less than or equal to zero and \( M \setminus \Omega \) contains at least one point or if \( \chi(M) = 2 \) and \( M \setminus \Omega \) contains at least three points, then \( \Omega \) can be equipped with a complete metric tensor (called the Poincaré metric) conformal to \( g \) of constant Gauss curvature \(-1\). The metric tensor is also unique.

**Proof.** Notice first that the equation
\[
\Delta u - e^{2u} = 0
\]
has an explicit large positive solution in \( B(0, 1) \setminus \{0\} \) (Poincaré metric in punctured disk), given by
\[
e^{2u(r)} = \left( r \log \frac{1}{r} \right)^{-2}, \quad \text{for } r = |x|.
\]

In general, given \( g \) on \( M \) we consider a new metric tensor \( g' \) on \( M \) to be given by \( g' = e^{2u} g \), where \( u \) is a large solution of the equation
\[
\Delta u - e^{2u} = K(x).
\]
Here \( K \) is the Gauss curvature function for the original metric tensor \( g \); i.e., \( K \in L^\infty(\Omega) \). A simple computation shows that if \( u \) solves this equation, then \( g' \) has Gauss curvature \(-1\).

The equation is not exactly what we have studied so far, as \( u \) is allowed to be negative and also \( e^{2u} \) does not satisfy all the necessary assumptions. We deal with the matter now.

First assume that \( M \setminus \Omega \) is a set of positive measure. Then it is possible to extend \( K \) defined on \( \Omega \) onto the whole \( M \) such that \( K \in L^\infty(M) \) and \( \int_M (K + 1) \, d\text{Vol} = 0 \). Hence there exists \( u_0 \) defined on \( M \) solving \( \Delta u_0 = K + 1 \). As \( u_0 \) is determined up to a constant we may assume that \( u_0 \leq 0 \). Writing \( u = u_0 + v \) we see that \( v \) solves
\[
\Delta v - e^{2u_0}(e^{2v} - 1) = e^{2u_0} - 1 \leq 0.
\]
This equation has the required form as \( \psi(v) = e^{2v} - 1 \) satisfies all the necessary assumptions, \( k(x) = e^{2u_0} \) is positive, continuous and bounded and \( f = e^{2u_0} - 1 < 0 \). Hence \( (159) \) has a positive large solution \( v \) in \( \Omega \). Next we claim that \( u = u_0 + v \) gives rise to a complete metric on \( \Omega \). Indeed by Proposition 3.4 part (d) we can compare the solution of \( \Delta w - cw = 0 \) (\( c \) large) at a point \( x \in \partial \Omega \) with the solution of \( (157) \) which yields by \( (158) \) that \( \exp(2w(y)) \geq \left( r \log \frac{1}{r} \right)^{-2} \), where \( r = \text{dist}(y, x) \). Comparing \( v \) and \( w \) gives us that \( v \geq w - C \) for some large \( C > 0 \); hence
\[
e^{2u(y)} \geq (\min_M e^{2u})e^{2v(y)} \geq Ke^{2w(y)} \geq K \left( r \log \frac{1}{r} \right)^{-2}, \quad \text{for } r = \text{dist}(x, y).
\]
This is sufficient to show that the new metric $g' = e^{2u}g$ is complete as $\left(r \log \frac{1}{r}\right)^{-2}$ is not integrable on the interval $[0, \varepsilon]$.

It remains to deal with the case that $M \setminus \Omega$ has measure zero. Let $\chi(M)$ be the Euler characteristic of $M$. If $\chi(M) < 0$, then by the Gauss-Bonnet formula we can find $c_0 \in \mathbb{R}$ such that $\int_M (K + e^{2\phi}) \, d\text{Vol} = 0$. We then proceed as above by finding $u_0 \leq c_0$ such that $\Delta u_0 = K + e^{2\phi}$. Then $v = u - u_0$ solves an equation similar to (160) with nonpositive right hand side and our argument goes through.

If $\chi(M) = 2$, then $M$ is conformally equivalent to the Riemann sphere. Indeed, as noted in [32], given a distribution $\delta'$ of order 1 at $p \in M$ such that $\langle 1, \delta' \rangle = 0$ (a derivative of the delta function) we can solve $\Delta u = \delta'$. This can be done on any compact connected $M$, but in this case $M \setminus \{p\}$ is simply connected. Hence $u$ is a real part of a meromorphic function $f$ on $M$ with one simple pole (at $p$). Then $f$ defines a holomorphic map $f : M \to C$, where $C$ is the Riemann sphere. We see that $f$ has degree one, and it follows that $f$ is a holomorphic diffeomorphism. Now, $\hat{C} \setminus \{\infty\}$ is holomorphically equivalent to $C$. By removing two additional points (recall that we assume that $M \setminus \Omega$ has at least three points) we get that $M \setminus \{p_1, p_2, p_3\}$ is holomorphically equivalent to $C \setminus \{q_1, q_2\}$. However, by Lemma 4.3 of [32], such a region has Poincaré metric. Hence so does $M \setminus \{p_1, p_2, p_3\}$.

Let $v$ be the function that give rises to the Poincaré metric on $M \setminus \{p_1, p_2, p_3\}$ via $g' = e^{2v}g$. We use $v$ as a subsolution. Indeed, let $\Omega_1 \subset \Omega_2 \subset \cdots \subset \Omega$ be an increasing sequence of domains approximating $\Omega$. As $M \setminus \Omega$ has positive measure it follows from the argument above that (159) has a large solution $u_n$ on $\Omega_n$. By the comparison lemma that can be established for this equation it follows that $u_1 \geq u_2 \geq \ldots$ and $u_n \geq v$. From this it follows that $u = \lim_{n \to \infty} u_n$ is well defined on $\Omega$ and solves (159) there. Also as $u \geq v$ we get that no geodesic $\gamma : I \to \Omega$ in the metric $g' = e^{2u}g$ can exit $\Omega$ at the points $p_1, p_2, p_3$, since $v$ is a complete metric on $M \setminus \{p_1, p_2, p_3\}$. As these three distinct points can be chosen arbitrarily from the set $M \setminus \Omega$, it follows that no geodesic $\gamma : I \to \Omega$ can exit $\Omega$, i.e., $g'$ is complete.

If $\chi(M) = 0$, then $M$ is conformal to a flat torus; in this case we can solve the equation $\Delta u = K$ on $M$ giving us a new metric $e^{2u}g$ which is flat. Hence we may assume that $M = C/\Lambda$ and $C$ is a covering space of $M$. We work for now in the covering space. Here we can view $M$ as a parallelogram $\mathcal{P} \subset C$ whose sides are identified in the standard way and 0 is its interior point. As $C \setminus \mathcal{P}$ has positive measure, what we have established above and also part (iii) of Theorem 6.2 implies that we can find a solution $\tilde{v}$ of (159) with $K = 0$ in $\mathcal{P} \setminus \{0\}$ which blows up at 0 and vanishes on $\partial \mathcal{P}$. It follows that $\tilde{v}$ attains its minimum at the boundary of $\mathcal{P}$; hence $\frac{\partial \tilde{v}}{\partial n}(y) \leq 0$ for all $y \in \partial \mathcal{P}$. Here $\nu$ is the outer normal to $\mathcal{P}$ at the point $y$. It follows that if we push down $\tilde{v}$ back to $M$ we get $v$ on $M \setminus \{p\}$ a large subsolution of (159) with $K = 0$. Again by repeating the construction we gave above, i.e., we approximate $\Omega$ by a sequence of increasing domains $\Omega_n$, we obtain a nonincreasing sequence of solutions $u_n$ for which $v$ serves as a subsolution if $p \in M \setminus \Omega$. Hence $u = \lim_{n \to \infty} u_n$ is well defined, solves our equation and gives rise to a complete metric.

As far as the uniqueness goes we refer to the discussion in [32].

9.2. Maximal rate of blowup for $\psi(u) = u^\alpha$. We present several sufficient and necessary conditions that guarantee the existence of a solution of the equation (162) with maximal rate of blowup (163). These conditions are more general than present
in the current literature and in particular generalize conditions in \cite{14} and \cite{15}. We note at this place that the paper \cite{24} does not deal with the issue of the rate of blowup of the maximal solution.

**Proposition 9.4.** Let $M$ be a compact Riemannian manifold with $C^2$ metric tensor $g$ and let $\Omega \subset M$ be a domain with nonempty boundary. Consider $\psi(u) = u^\alpha$ for some $\alpha > 1$. Let $\hat{h}, k, f \in L^\infty(\Omega)$, $f \geq 0$ and $k \geq c > 0$. Then the equation

\begin{equation}
\Delta_g u + \hat{h} u - ku^\alpha = -f \quad \text{in } \Omega
\end{equation}

has at most one large positive solution $u$ with maximal rate of blowup, i.e., a solution that satisfies

\begin{equation}
\liminf_{\delta(x) \to 0^+} \delta(x)^{2/(\alpha-1)} u(x) > 0.
\end{equation}

Such a solution exists if and only if every boundary point $x \in \partial\Omega$ has an open neighborhood $U$ and $C^2$ metric tensor $h$ in $U$ that is conformal to $g$ at $x$, such that the equation $\Delta_h v - v^\alpha = 0$ has a positive solution in $U \cap \Omega$ satisfying

\begin{equation}
\liminf_{y \to x} \delta_h(y)^{2/(\alpha-1)} v(y) > 0.
\end{equation}

**Proof.** In \cite{164} we wrote $\delta_h$ to emphasize that we consider there the distance function generated by the metric $h$. However, as both $g$ and $h$ are $C^2$ metric tensors near $x$, the distance functions they generate are equivalent near $x$: hence $\delta_g \approx \delta_h$ and we can drop the subscript. The key here is Proposition \cite{91}. It is enough to show that the equation $\Delta_g u - u^\alpha = 0$ has a large solution with maximal rate of blowup. If this is true, then the same is true for the equation $\Delta_g u - cu^\alpha = 0$ for any $c > 0$; i.e., $\Omega$ is a $u^\alpha$-regular domain. Hence \cite{162} has the largest solution (call it $U_{\text{max}}$) for which a solution of $\Delta_g u - cu^\alpha = 0$ serves as a subsolution for large $c > 0$ near $\partial \Omega$.

From this we obtain that $U_{\text{max}}$ also has a maximal rate of blowup. Uniqueness follows from Proposition \cite{34} whose proof goes without change even for the more general equation \cite{162} (notice that we do not need continuity of $k$ at the boundary $\partial \Omega$).

Assume therefore that $u$ is the largest solution of the equation $\Delta_g u - \psi(u) = 0$ in $\Omega$ and assume that \cite{163} does not hold, i.e., that there exists a point $x \in \partial \Omega$ such that

\begin{equation}
\liminf_{y \to x} \delta(y)^{2/(\alpha-1)} u(y) = 0.
\end{equation}

As before, consider local geodesic coordinates defined for a small ball $U$ centered at $x$; in these coordinates the metric tensor $g$ takes the form $g_{ij}(x) = \delta_{ij}(x)$ and $\nabla g_{ij}(x) = 0$. Now consider the metric tensor $h$ for which we have \cite{164} for the equation $\Delta_h v - v^\alpha = 0$ at $x$. We can express $h$ in the same local coordinates as $g$, giving us a tensor $h_{ij} = k\delta_{ij}$. Consider first the case $k = 1$. Then $\|g - h\|_{L^\infty(U)} \leq C \text{diam}(U)$; i.e., this quantity can be made arbitrarily small by taking $U$ small. On the other hand, $\|\nabla (g - h)\|_{L^\infty(U)} \leq C$; i.e., $g$ and $h$ are not necessarily close in the Lipschitz norm. Looking back at the proof of Proposition \cite{91} we realize that we do not need this as, since (a) holds for $v$, then $|\nabla v| \leq C \delta \psi(v)$. Hence if $\text{diam}(U) < \varepsilon$ this, after being plugged into \cite{152}, yields \cite{153} for $g$ and $h$. This is enough to see that $v$ is a subsolution of the equation $\Delta_g u - cu^\alpha = 0$ in $U \cap \Omega$ for small $c > 0$. Having this, the equation must have at least one solution $w$ larger that $v$, i.e., with maximal rate of blowup. Scaling properties of our equation then imply that
Assume that Definition 9.6.

Proof. Let \( \Gamma = (169) \)

Indeed, for some \( \theta > 1 \) large solves \( \Delta_a u - u^\alpha = 0 \) in \( U \cap \Omega \). Let \( W \) be the largest solution of the same equation in \( U \). Then \( \frac{1}{2}(w/\theta + W) \) is a large subsolution of the equation \( \Delta_g u - u^\alpha = 0 \) in \( U \cap \Omega \). Hence \( \frac{1}{2}(w/\theta + W) \leq u + W \), as \( u + W \) is a large supersolution of the same equation. It follows that

\[
\liminf_{y \to x} \delta(y)^{2/(\alpha - 1)}u(y) \geq \frac{1}{2^\theta} \liminf_{y \to x} \delta(y)^{2/(\alpha - 1)}w(y) > 0, 
\]

which contradicts (165). From this our claim follows. If \( k \neq 1 \) all we wrote above is true for the metric tensor \( h'_{ij} = h_{ij}/k \). This is enough, as any solution of \( \Delta_h u - u^\alpha = 0 \) is a solution of \( \Delta_{h'} u - cu^\alpha = 0 \) for some \( c = c(k) > 0 \), i.e., all that holds for \( h' \) holds for \( h \) as well.

**Definition 9.5.** Let \( \Gamma \) be a set in \( \mathbb{R}^n \) and let \( p \in \Gamma \). For given \( \varepsilon > 0 \) let \( S^\varepsilon_{sp} \Gamma \) be the set

\[
(167) \quad S^\varepsilon_{sp} \Gamma = \{ \omega \in \mathbb{S}^{n-1} : p + t\omega \in \Gamma \text{ for all } t \in [0, \varepsilon) \}. 
\]

**Definition 9.6.** Assume that \( \alpha > 1 \) and \( \varepsilon > 0 \). Let \( \Sigma \subset M \) be a nonempty set inside a compact, connected, boundaryless Riemannian manifold \( M \) of dimension \( n \geq 2 \) with \( C^2 \) metric tensor \( g \). Let \( k = 0, 1, \ldots, n - 2 \) be the smallest number for which \( \alpha < (n - k)/(n - 2) \). We say that the set \( \Sigma \) is \((\alpha, \varepsilon)\)-regular if either \( k = 0 \) or the following holds:

There exists a dense set \( \Sigma' \subset \Sigma \) such that every point \( p \in \Sigma' \) has a \( C^2 \) diffeomorphism \( \phi : U = B(p, \varepsilon) \to V \) from a geodesic ball \( B(p, \varepsilon) \) to a neighborhood \( V \) of 0 in \( \mathbb{R}^n \) such that

(a) \( \phi(p) = 0 \).

(b) \( |\nabla \phi| \leq 1/\varepsilon, |\nabla \phi^{-1}| \leq 1/\varepsilon \).

(c) \( g_{ij}(p) = \phi^*(\delta_{ij}(0)) \) (here \( \phi^* \) denotes the pull-back of the flat metric on \( \mathbb{R}^n \)).

(d) The set \( S^\varepsilon_{sp} \phi(V \cap \Gamma) \) has \((\alpha, \varepsilon)\)-admissible subset on \( \mathbb{S}^{n-1} \).

**Remark 9.1.** The fact that \( \phi \) needs to be \( C^2 \) is an artificial leftover of our assumption that the metric tensor on \( M \) is \( C^2 \). In fact the definition above requires only uniform control of the \( \text{Lip} \) norm of \( \phi \) and \( \phi^{-1} \); i.e., \( \phi \) needs to be bi-Lipschitz. There is no control required on the norm of \( \nabla^2 \phi \). It is possible (with few complications) to develop the whole theory on the existence and uniqueness for the Lipschitz metric tensor; in that case this definition can be stated without assuming \( \phi \) is \( C^2 \).

**Proposition 9.7.** Let \( M \) be a compact Riemannian manifold with \( C^2 \) metric tensor \( g \) and let \( \Omega \subset M \) be a domain with nonempty boundary. Let \( \alpha > 1 \). Finally, let \( h, k, f \in L^\infty(\Omega), f \geq 0 \) and \( k \geq c > 0 \). If the set \( M \setminus \Omega \) is \((\alpha, \varepsilon)\)-admissible for some \( \varepsilon > 0 \), then the equation

\[
(168) \quad \Delta_a u + hu - ku^\alpha = -f \quad \text{in } \Omega, 
\]

exactly one large positive solution \( u \) with maximal rate of blowup. There exists \( c(\varepsilon) > 0 \) such that

\[
(169) \quad u(x)\delta(x)^{2/(\alpha - 1)} \geq c(\varepsilon) \quad \text{for all } x \in \Omega. 
\]

**Proof.** Let \( \Gamma = M \setminus \Omega \) and assume that \( \Gamma \) is \((\alpha, \varepsilon)\)-admissible. It suffices to show that the largest solution \( U_{\text{max}} \) of the equation \( \Delta u - u^\alpha = 0 \) satisfies (169). We proceed by an induction in \( k \). The case \( k = 0 \) has been dealt with in Example 8.1. It also follows that in this case the constant \( c(\varepsilon) > 0 \) does not depend on \( \varepsilon > 0 \), but only on the manifold \( M \) and its metric.
Assume therefore that we already have our theorem for $k-1$. Consider any point $p$ from the dense subset of $\Gamma$ for which (a)-(d) of Definition 9.6 holds. Hence there is a set $\emptyset \neq \Sigma \subset S_{0}^{\ast}(\varphi(V \cap \Gamma))$ that is $(\alpha, \varepsilon)$-admissible on $\mathbb{S}^{n-1}$; i.e., by the inductive assumption we know that there exists a function $\omega$ on $\mathbb{S}^{n-1} \setminus \Sigma$ solving

$$\Delta_{\mathbb{S}^{n-1}} \omega - \frac{2}{\alpha-1}(n - 2 - \frac{2}{\alpha-1})\omega - \omega^{\alpha} = 0,$$

and $\omega(x) \text{ dist}_{\mathbb{S}^{n-1}}(x, \Sigma) \geq c_{0}(\varepsilon) > 0$ for all $x \in \mathbb{S}^{n-1} \setminus \Sigma$. It follows (via polar coordinates) that $v(x) = v(r\omega) = r^{-2/(\alpha-1)} \omega$ is a large solution of $\Delta v - v^{\alpha} = 0$ in the cone $C = \{ x = r\omega \in \mathbb{R}^{n} : r > 0 \text{ and } \omega \in \mathbb{S}^{n-1} \setminus \Sigma \}$. Here the background metric is flat $\mathbb{R}^{n}$. Also $v(x) \text{ dist}_{\mathbb{R}^{n}}(x, \partial C) \geq c_{1}(\varepsilon) > 0$ for all $x \in V \cap C$.

Let us pull back the metric tensor from $V$ to $U$ and denote it by $h$. Consider $V' = B(p, \delta)$ for $0 < \delta \leq \varepsilon$, which will be specified later. The assumptions on $h$ imply that $\|g - h\|_{L^{\infty}(V')} \leq \frac{2}{3}$ and $\|\nabla h\|_{L^{\infty}(V')} \leq \frac{1}{2}$. This, as follows from Proposition 9.4, suffices for applying part (a) of Proposition 9.1, provided that $t h e m e t r i c t e n s o r$ is chosen sufficiently small. As the proof shows the choice of $\delta > 0$ depends on $\varepsilon$, the metric tensor $g$ and the constant $c_{1}(\varepsilon) > 0$. (We need $c_{1}(\varepsilon)$ for the estimate $v/\delta^{2} \leq c_{1}^{\alpha-1} v^{\alpha}$.) So, $\delta = \delta(\varepsilon) > 0$.

Hence part (a) of Proposition 9.1 applies implying that $w = \phi^{-1}(v)$ is a solution of the equation $\Delta_{h} w - w^{\alpha} = 0$ and a subsolution of $\Delta_{\omega} w - \frac{1}{2} u^{\alpha} = 0$. Also,

$$w(x) \text{ dist}_{g}(x, \phi^{-1}(\partial C))^{2/(\alpha-1)} \geq c_{2}(\varepsilon) > 0 \quad \text{for all } x \in U \setminus \phi^{-1}(C) \subset \Omega.$$

Using scaling, the equation has a multiple of $w$, say $W$, that is a subsolution of $\Delta_{\omega} u - u^{\alpha} = 0$ and $W$ satisfies (171) with a different constant $c_{3}(\varepsilon) > 0$. We use $W$ to compare it with $U_{\max}$. For every point $x \in M$ we denote by $u_{x}$ the large solution of the equation $\Delta_{\omega} u - u^{\alpha} = 0$ in the geodesic ball $B(x, \delta)$. As the metric tensor $g$ is uniformly elliptic and $C^{2}$ on $M$ we conclude that there is a constant $K = K(\delta, g) > 0$ such that $u_{x} \leq K(\varepsilon) > 0$.

Hence, as $W$ is a subsolution of our equation in $B(p, \delta) \cap \Omega$ and $U_{\max} + u_{p}$ is a large supersolution of the same equation in $B(p, \delta) \cap \Omega$, we see that $W \leq U_{\max} + u_{p}$ on $B(p, \delta) \cap \Omega$. From this, $U_{\max} \geq W - K(\varepsilon) \leq U_{\max} + u_{p}$ on $B(p, \delta/2) \cap \Omega$. As $W$ satisfies (171) with constant $c_{3}(\varepsilon) > 0$ we finally conclude that for some $0 < \delta_{0} = \delta_{0}(c_{3}(\varepsilon), K(\varepsilon)) \leq \delta/2$ and all $x \in B(p, \delta_{0}) \cap \Omega$,

$$U_{\max}(x) \text{ dist}_{g}(x, p)^{2/(\alpha-1)} \geq w(x) \text{ dist}_{g}(x, \phi^{-1}(\partial C))^{2/(\alpha-1)} - K \text{ dist}(x, p)^{2/(\alpha-1)} \geq c_{3}(\varepsilon)/2 > 0.$$

Recall that this holds for a dense set of $p \in \Gamma$. This is enough to see that

$$U_{\max}(x) \delta^{2/(\alpha-1)}(x) \geq c_{3}(\varepsilon)/2 > 0, \quad \text{for all } x \in \Omega \setminus \Sigma \text{ with } \delta(x) < \delta_{0}(\varepsilon).$$

Finally by the Harnack inequality (Lemma 4.3) there exists a $C = C(\delta_{0}, M) > 0$ such that for all $x$ with $\delta(x) \geq \delta_{0}$:

$$U_{\max}(x) \geq C(\delta^{0}) U_{\max}(y), \quad \text{for some } y \text{ such that } \text{dist}(x, y) = \delta_{0}.$$

Putting (172) and (174) together yields that there exists $c > 0$ depending only on $\delta > 0$, the manifold $M$ and the metric tensor $g$ such that

$$U_{\max}(x) \delta^{2/(\alpha-1)}(x) \geq c > 0, \quad \text{for all } x \in \Omega.$$

This finishes our proof, as the uniqueness was established before.
Corollary 9.8. Let $M$ be a compact Riemannian manifold with $C^2$ metric tensor $g$ and let $\Gamma$ be a smooth submanifold (with or without boundary) of dimension $d$. Then equation (168) has a large positive solution $u$ in $\Omega = M \setminus \Gamma$ with maximal rate of blowup, provided $\alpha < (n - d)/(n - d - 2)$.

The corollary is a classical result which follows immediately from our Proposition 9.7.

9.3. Uniqueness for $\psi(u) = u^\alpha$. We dedicate our last proposition to $u^\alpha$-uniqueness. The following result is somewhat unsatisfactory as it leaves open a small gap between examples we have for nonuniqueness (essentially $d = \dim(M \setminus \Omega) \cap B(x, r) \leq n - 2$ for one point $x \in \partial \Omega$ and some $r > 0$) and uniqueness $d \geq n - 1$.

Moreover, this lemma needs some (very likely unnecessary) smoothness assumptions on the $(n - 1)$-dimensional surface (there are no such assumptions in Proposition 3.8 which on the other hand work only for special manifolds $M$). In fact we conjecture:

Conjecture. If at every point $x \in \Gamma$ there exists $d > n - 2$ such that

\begin{equation}
\liminf_{r \to 0^+} r^{-d} H^d(\Gamma \cap B(x, r)) > 0,
\end{equation}

then $\Omega = M \setminus \Gamma$ is $u^\alpha$-unique.

Proposition 9.9. Assume that $\alpha > 1$ and $\varepsilon > 0$. Let $M$ be a compact Riemannian manifold with $C^2$ metric tensor $g$ and let $\Omega \subset M$ be a domain with nonempty boundary. Denote by $\Sigma = M \setminus \Omega$. Let $\Sigma$ be such that every point $p \in \Sigma$ has a bi-Lipschitz bijection $\phi : U = B(p, \varepsilon) \to V$ from a geodesic ball $B(p, \varepsilon)$ to a neighborhood $V$ of 0 in $\mathbb{R}^n$ such that

(a) $\phi(p) = 0$.
(b) $|\nabla \phi| \leq 1/\varepsilon$, $|\nabla \phi^{-1}| \leq 1/\varepsilon$.
(c) $g_{ij}(p) = \phi^*(\delta_{ij}(0))$ (here $\phi^*$ denotes the pull-back of the flat metric on $\mathbb{R}^n$).
(d) The set $S^*_\alpha(\phi(V \cap \Gamma))$ contains the set

\begin{equation}
S_{q,v} = \{x = (x_1, x_2, \ldots, x_n) \in S^{n-1} : \dist(x, q) < \varepsilon \text{ and } x \perp v\}
\end{equation}

for some $q \in S^{n-1}$ and $v$ a unit vector such that $v \perp q$. ($S_{q,v}$ is an intersection of $(n - 1)$-dimensional hyperplanes in $\mathbb{R}^n$ with a spherical cap on $S^{n-1}$.)

Then $\Omega$ is a $u^\alpha$-unique domain. Moreover, the large solution of equation (168) has a maximal rate of blowup.

Remark 9.2. Proposition 9.9 translated into normal language means that $\Gamma$ contains near each of its points a sufficiently large piece of an $(n - 1)$-dimensional Lipschitz surface with corners of aperture bounded from below. Proposition 9.9 can also be formulated locally; i.e., if a point $x \in \partial \Omega$ has a neighborhood $U$ in which $U \cap \Omega$ satisfies the assumptions of Proposition 9.9 then $x$ is $\psi$-unique.

Proof. As $\Sigma$ satisfies the assumptions of Proposition 9.7 (note Remark 9.1 although in this simpler case a rigorous argument that $\phi$ suffices to be bi-Lipschitz can be made without too much trouble) there is a unique large solution with maximal rate of blowup. Let us denote by $U_{\text{max}}$ such a solution. We want to show it is the only solution. For $p \in \partial \Omega$ consider the set

\begin{equation}
T_p = \phi^{-1}(T_p) \subset \Gamma, \quad \text{where } T_p = \{(r, \omega) \in V : 0 < r < \varepsilon^2 \text{ and } \omega \in S_{q,v}\}.
\end{equation}
Notice that $p \in T_p \setminus T_p$. If $y \in T_p$ there are two possibilities. Either $y$ is an interior point of $\Gamma$ and in such a case all is fine, or $y \in \partial \Omega$ and in that case we claim that any large solution $u$ in $\Omega$ has maximal blowup at $y$. Indeed, in this case, $T_p$ splits $\Omega$ into two parts on a neighborhood of $y$, since $T_p$ is a hypersurface. Hence for any point $z \in \Omega$ on one side of this hypersurface we can compare a large solution $u$ on the same side as $z$ with large solutions with maximal blowup outside cones of uniform aperture nearly touching $T_p$ from the other side. Without going into too many details this gives $u(z) \text{dist}(z, T_p)^{2/(\alpha-1)} \geq c_0 > 0$ near $y$ with $c_0$ not depending on $y$.

We move back to point $p$. For $t \in [0, \delta)$ consider

$$T_p^t = \phi^{-1}(T_p + tq).$$

We see that $T_p^t = T_p$ and $T_p^t \subset T_p$ for $t > 0$. So $p$ belongs to $\Omega \setminus T_p^t$. We find a large solution $w$ with maximal rate of blowup on the domain $\Omega \setminus T_p^t$ and compare it with $u$, i.e., any large solution on $\Omega$. The only “bad” points where anything can go wrong are points $y$ such that $y \in \partial \Omega \cap \partial(\Omega \setminus T_p^t)$. However at such a point we know we have $c_1 \geq w(z) \text{dist}(z, T_p)^{2/(\alpha-1)} \geq c_2$ by Proposition 0.7 for some $c_1, c_2 > 0$ depending only on $\varepsilon > 0$. This gives that near point $y$: $u(z) \geq c_0/c_1 w(z)$. We can assume that $c_0/c_1 < 1$. At all other points $y \in \partial \Omega$ we have that $u(y)$ is infinite but $w(y)$ is finite. If follows that $u|_{\partial \Omega} \geq c_0/c_1 w|_{\partial \Omega}$. Hence by the comparison lemma, $u \geq c_0/c_1 w$ everywhere. Finally, letting $t \to 0^+$ implies that $u \geq c_0/c_1 w^0$. As $w^0$ has maximal rate of blowup at $p$ we get that $u(z) \text{dist}(z, p)^{2/(\alpha-1)} \geq c_3 > 0$ for a constant $c_3$ independent of the particular point $p$. This looks like $\text{[172]}$ and indeed implies that $u$ has maximal rate of blowup. As there is only one solution with maximal rate of blowup we get that $u = U_{\text{max}}$. So uniqueness follows.
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