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Abstract. Let $K$ be an algebraically closed field of characteristic zero. In this paper we study the isomorphism classes of Artinian Gorenstein local $K$-algebras with socle degree three by means of Macaulay’s inverse system. We prove that their classification is equivalent to the projective classification of cubic hypersurfaces in $\mathbb{P}^n_K$. This is an unexpected result because it reduces the study of this class of local rings to the graded case. The result has applications in problems concerning the punctual Hilbert scheme $\text{Hilb}_d(\mathbb{P}^n_K)$ and in relation to the problem of the rationality of the Poincaré series of local rings.

1. Introduction

The classification, up to analytic isomorphisms, of Artinian local $K$-algebras plays an important role in commutative algebra and in algebraic geometry. Among other examples, the study of the irreducibility and the smoothness of the punctual Hilbert scheme $\text{Hilb}_d(\mathbb{P}^n_K)$ parameterizing zero-dimensional subschemes of fixed degree $d$ in $\mathbb{P}^n_K$, is strictly related to the structure of the Artinian local algebras of multiplicity $d$. In particular, because the locus of points of $\text{Hilb}_d(\mathbb{P}^n_K)$ corresponding to Gorenstein subschemes is an open subset, often one can restrict the study to schemes which are the spectrum of Artinian Gorenstein local algebras; see for example [5], [6], [9], [10], [14], [21].

In this paper we present structure theorems of Artinian Gorenstein local $K$-algebras $(A, m)$ such that $m^4 = 0$. In the main result of this paper we prove that the classification of the Artinian Gorenstein local $K$-algebras $(A, m)$ with $m^4 = 0$ is equivalent to the projective classification of the cubic hypersurfaces of $\mathbb{P}^n_K$ (see Theorem 4.1 and Corollary 4.3). The key point of the paper is to prove that an Artinian Gorenstein local ring $A$ with Hilbert function $\{1, n, n, 1\}$ is isomorphic to its own associated graded ring (with respect to the maximal ideal); see Theorem 4.3. In this case we say that $A$ is canonically graded. This is an unexpected result and it is false in general, even if the Hilbert function is symmetric. For instance there are examples of local rings with Hilbert function $\{1, 2, 2, 1\}$ which are not canonically graded.
From classical results on the projective classification of the homogeneous cubics in $\mathbb{P}^r$ with $r \leq 3$, we may deduce the classification of the Artinian Gorenstein local rings with Hilbert function $\{1, m, n, 1\}$ where $n \leq 4$. This classification allows us to find geometric interpretations of the singularity of $\text{Hilb}_d(\mathbb{P}^n)$ for low degrees $d$. In particular we recover recent results by Casnati and Notari; see [6, Theorem 4.1].

Local rings with low socle degree have also been studied in relation to their free resolutions. We recall that Bøgvad proved that there exist Artinian Gorenstein local rings with socle degree three and irrational Poincaré series; see [2]. However Henriques and Şega recently proved that, assuming the existence of exact zero-divisors, the Poincaré series of finitely generated modules over an Artinian Gorenstein local ring of socle degree three is rational; see [13, Theorem 4.4]. For Artinian Gorenstein local rings of socle degree three, the main result of this paper will translate the problems to Gorenstein graded $K$-algebras (see [7] for recent developments).

As a consequence of this approach, taking advantage of the graded case, Corollary 3.9 recovers the quoted result by Henriques and Şega in the particular case of rings.

A central tool in this paper is Macaulay’s inverse system (see [19]) which establishes a one-to-one correspondence between Artinian Gorenstein algebras and suitable polynomials. This classical correspondence has been deeply studied in the homogeneous case, among other authors, by Iarrobino in a long series of papers; see, for example, [15], [16], [17]. Notice that from a categorical point of view, Macaulay’s correspondence comes from Matlis duality; see [22, Theorem 5.2].

In the local case the situation is more complicated than in the graded one; nevertheless, the classification under the action of isomorphisms of algebras can be translated to the classification of the inverse system polynomials under the action of a group of transformations explicitly described. Emsalem devoted [11, Section C] to present an approach to the classification of Artinian Gorenstein local algebras by means of their inverse systems. In Section 2 we collect results spread over different papers (see [11], [15], [16], etc.) and also present explicit methods. The strategy of classifying inverse system polynomials instead of the corresponding Artinian Gorenstein local algebras has at least two advantages: first, we deal with one polynomial instead of a system of generators of the defining ideals (as in [5], [6], [9], [10]) and, second, we may perform effective computations, often reduced to a linear algebra problem (see Proposition 2.2).

We hope that this approach will be useful in studying numerical invariants of local Gorenstein singularities.

2. INVERSE SYSTEM FOR ARTINIAN LOCAL RINGS

Throughout this paper $K$ denotes an algebraically closed field of characteristic zero. Let $R = K[x_1, \ldots, x_n]$ be the ring of the formal series with maximal ideal $\mathcal{M} = (x_1, \ldots, x_n)$ and let $P = K[y_1, \ldots, y_n]$ be a polynomial ring. For a positive integer $s$, we let $P_{\leq s}$ denote the set of polynomials of degree $\leq s$.

Let $I$ be an ideal of $R$ such that $R/I$ has finite length. Set $A = R/I$. We let $\mathfrak{m} = \mathcal{M} + I$ denote the maximal ideal of $A$. The socle of $A$ is the colon ideal $(0 : A \mathfrak{m})$ and the socle degree $s$ of $A$ is the largest integer for which $\mathfrak{m}^s \neq 0$. It is well known that $A$ is Gorenstein if and only if $\dim_K (0 : \mathfrak{m}) = 1$. From now on we assume that the embedding dimension of $A$ is $n$.

Consider $\text{gr}_\mathfrak{m}(A) := \bigoplus_{j \geq 0} \mathfrak{m}^j / \mathfrak{m}^{j+1}$ the associated graded ring of $A = R/I$. It is well known that $\text{gr}_\mathfrak{m}(A) \simeq K[x_1, \ldots, x_n] / J$ where $J$ is the homogeneous ideal
of $K[x_1, \ldots, x_n]$ generated by the initial forms of the elements of $I$. The Hilbert function of $A$ is by definition the Hilbert function of $\text{gr}_m(A)$, i.e.,

$$HF_A(i) = \dim_K \left( \frac{m^i}{m^{i+1}} \right).$$

In this section we recall the main facts and establish notation concerning the Macaulay inverse system in the study and classification of Artinian local rings $(A, m)$. The reader should refer to [11] and [16] for an extended treatment. The graded case is much better understood than the local case, and several interesting papers have been written (see for example [19, Chapter IV] and [17]).

It is known that $P$ has an $R$-module structure by means of the action

$$\circ : R \times P \rightarrow P$$

$$(f, g) \rightarrow f \circ g = f(\partial_{y_1}, \ldots, \partial_{y_n})(g),$$

where $\partial_{y_n}$ denotes the partial derivative with respect to $y_i$. If we denote by $x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$ and $y^\beta = y_1^{\beta_1} \cdots y_n^{\beta_n}$, then

$$x^\alpha \circ y^\beta = \begin{cases} \frac{\beta}{(\beta - \alpha)!} y^{\beta - \alpha} & \text{if } \beta_i \geq \alpha_i \text{ for } i = 1, \ldots, n, \\ 0 & \text{otherwise,} \end{cases}$$

where $\frac{\beta}{(\beta - \alpha)!} = \prod_{i=1}^n \frac{\beta_i}{(\beta_i - \alpha_i)!}$. We remark that for every $f, h \in R$ and $g \in P$, it holds $(fh) \circ g = f \circ (h \circ g)$, and we have $\mathcal{M}^{s+1} \circ g = 0$ if and only if $g \in P_{\leq s}$.

Let $S \subseteq P$ be a set of polynomials. In the following we will denote by $\langle S \rangle_K$ the $K$-vector space generated by $S$, and by $\langle S \rangle_R$ the $R$-submodule of $P$ generated by $S$, i.e., the $K$-vector space generated by the elements of $S$ and by the corresponding derivatives of all orders. Starting from $\circ$, we consider the exact pairing of $K$-vector spaces:

$$\langle \, , \, \rangle : R \times P \rightarrow K$$

$$(f, g) \rightarrow (f \circ g)(0).$$

For any ideal $I \subset R$, we define the following $R$-submodule of $P$:

$$I^\perp := \{ g \in P \mid \langle f, g \rangle = 0 \ \forall f \in I \} = \{ g \in P \mid I \circ g = 0 \}.$$

If $I = \mathcal{M}^{s+1}$, then $I^\perp$ coincides with $P_{\leq s}$. In general if $R/I$ has socle degree $s$, then $I^\perp$ is generated by polynomials of degree $\leq s$. Conversely, for every $R$-submodule $M$ of $P$ we define

$$\text{Ann}_R(M) := \{ g \in R \mid \langle g, f \rangle = 0 \ \forall f \in M \},$$

which is an ideal of $R$; a simple computation shows that $\text{Ann}_R(M) = \{ g \in R \mid g \circ M = 0 \}$. If $M$ is cyclic, that is $M = \langle f \rangle = R \circ f$ with $f \in P$, then we will write $\text{Ann}_R(f)$.

Emsalem [11] Section B, Proposition 2] and Iarrobino [16] Lemma 1.2] proved that there exists a one-to-one correspondence between ideals $I \subseteq R$ such that $R/I$ is an Artinian local ring and $R$-submodules $M$ of $P$ which are finitely generated.

Since $R/I$ and $I^\perp$ are finitely generated $K$-vector spaces, it is easy to see that the action $\langle \, , \, \rangle$ induces the following isomorphism of $K$-vector spaces (see [11] Proposition 2 (a)):

$$\langle R/I \rangle^* \simeq I^\perp,$$

where $(\cdot)^*$ denotes the dual with respect to the paring $\langle \, , \, \rangle$ induced on $R/I$. 
Hence \( \dim K R/I \) (\( = \) multiplicity of \( R/I \)) \( = \dim_K I^\perp \). As in the graded case, it is possible to compute the Hilbert function of \( A = R/I \) via the inverse system. We define the \( K \)-vector space

\[
(I^\perp)_i := \frac{I^\perp \cap P_{\leq i} + P_{< i}}{P_{< i}}.
\]

Then, by \([11, \text{ Proposition 15}]\), it is known that

\[
HF_{R/I}(i) = \dim_K (I^\perp)_i.
\]

Given a \( K \)-algebra \( C \), we will denote by \( \text{Aut}(C) \) the group of the automorphisms of \( C \) as a \( K \)-algebra and by \( \text{Aut}(C)_K \) a \( K \)-vector space. The automorphisms of \( R \) as a \( K \)-algebra are well known. They act as replacement of \( R \)-algebras of size \( E \)-algebra of \( \{x \in C \mid x^2 = x\} \). We are interested in the automorphisms of \( R/M^{s+1} \) of \( K \)-algebras induced by the projection \( \pi : R \rightarrow R/M^{s+1} \). Clearly \( \text{Aut}(R/M^{s+1}) \subseteq \text{Aut}(R/M^{s+1}) \).

Let \( E = \{e_i\} \) be the canonical basis of \( R/M^{s+1} \) as a \( K \)-vector space consisting of the standard monomials \( x^n \) ordered by the deg-lax order with \( x_1 > \cdots > x_n \). Then the dual basis of \( E \) with respect to the perfect paring \( \langle, \rangle \) is the basis \( E^* = \{e_i^*\} \) of \( P_{\leq s} \), where

\[
(x^\alpha)^* = \frac{1}{\alpha!} y^\alpha,
\]

in fact \( e_i^*(e_j) = (e_j, e_i^*) = \delta_{ij} \), where \( \delta_{ij} = 0 \) if \( i \neq j \) and \( \delta_{ii} = 1 \). Hence, for any \( \varphi \in \text{Aut}(R/M^{s+1}) \), we may associate a matrix \( M(\varphi) \) with respect to the basis \( E \) of size \( r = \dim_K (R/M^{s+1}) = \binom{n+s}{s} \). We have the following natural sequence of morphisms of groups:

\[
\text{Aut}(R) \xrightarrow{\pi} \text{Aut}(R/M^{s+1}) \xrightarrow{\sigma} \text{Aut}(R/M^{s+1}) \xrightarrow{\rho_E} \text{Gl}_r(K).
\]

Given \( I \) and \( J \) ideals of \( R \) such that \( M^{s+1} \subseteq I, J \), there exists an isomorphism of \( K \)-algebras

\[
\varphi : R/I \rightarrow R/J
\]

if and only if \( \varphi \) is canonically induced by a \( K \)-algebra automorphism of \( R/M^{s+1} \) sending \( I/M^{s+1} \) to \( J/M^{s+1} \). In particular \( \varphi \) is an isomorphism of \( K \)-vector spaces. Dualizing

\[
\varphi^* : (R/J)^* \rightarrow (R/I)^*
\]

is an isomorphism of the \( K \)-vector subspaces \( (R/I)^* \simeq I^\perp \) and \( (R/J)^* \simeq J^\perp \) of \( P_{\leq s} \). Hence \( ^tM(\varphi) \) is the matrix associated to \( \varphi^* \) with respect to the basis \( E^* \) of \( P_{\leq s} \).

We can complete \([11]\) by the following commutative diagram which helps to visualize our setting:

\[
\begin{array}{ccc}
\text{Aut}_K(R/M^{s+1}) & \xrightarrow{\rho_E} & \text{Gl}_r(K) \\
\downarrow^* & & \downarrow f^* \\
\text{Aut}_K(P_{\leq s}) & \xrightarrow{\rho_E} & \text{Gl}_r(K).
\end{array}
\]

We denote by \( \mathcal{R} \) the subgroup of \( \text{Aut}_K(P_{\leq s}) \) (automorphisms of \( P_{\leq s} \) as a \( K \)-vector space) represented by the matrices \( ^tM(\varphi) \) of \( \text{Gl}_r(K) \) with \( \varphi \in \text{Aut}(R/M^{s+1}) \).

**Theorem 2.1** ([11, Proposition 15]). The classification, up to analytic isomorphism, of the Artinian local \( K \)-algebras of multiplicity \( d \), socle degree \( s \) and embedding dimension \( n \) is equivalent to the classification, up to the action of \( \mathcal{R} \), of
the $K$-vector subspaces of $P_{\leq s}$ of dimension $d$, stable by derivations and containing $P_{\leq 1} = K[y_1, \ldots, y_n]_{\leq 1}$.

More precise results can be stated for Artinian Gorenstein local $K$-algebras. A local ring $A = R/I$ is an Artinian Gorenstein local ring of socle degree $s$ if and only if its dual module $I^\perp$ is a cyclic $R$-submodule of $P$ generated by a polynomial $F \in P$ of degree $s$ (see also [18, Theorem 220] and [16, Lemma 1.2]). We will denote by $A_F$ the Gorenstein Artin algebra associated to $F \in P$, i.e.,

$$A_F = R/\Ann_R(F).$$

Hence each Artinian Gorenstein local ring of socle degree $s$ will be equipped with a polynomial $F \in P$ of degree $s$. The polynomial $F$ is not unique, but is determined up to a unit $u$ of $R$ ($F$ can be replaced by $u \circ F$).

Our goal is to translate the classification of the Artinian Gorenstein local rings $A = R/I$ of socle degree $s$ in terms of the corresponding polynomials of degree $s$ in $P$.

Let $\varphi \in \Aut(R/\mathcal{M}^{s+1})$. From the previous facts we have

$$\varphi(A_F) = A_G \text{ if and only if } (\varphi^*)^{-1}(\langle F \rangle_R) = \langle G \rangle_R.$$

It is easy to verify that

$$\varphi(A_F) = A_G \text{ if and only if } (\varphi^*)^{-1}(F) = u \circ G \text{ where } u \text{ is a unit in } R.$$

Let $u$ be an invertible element of $R/\mathcal{M}^{s+1}$. The corresponding action of $u$ on $P_{\leq s}$ is a $K$-vector space isomorphism, so we can consider the associated matrix $N(u) \in \text{GL}_s(K)$ with respect to the basis $E^*$. If $F = b_1e_1^* + \cdots + b_re_r^* \in P_{\leq s}$, then we will denote the row vector of the coefficients of the polynomial with respect to the basis $E^*$ by

$$[F]_{E^*} = (b_1, \ldots, b_r).$$

Hence from (6) we deduce the following key result:

**Proposition 2.2.** The Artinian Gorenstein local rings $A_F$ and $A_G$ of socle degree $s$ are isomorphic if and only if there are $\varphi \in \Aut(R/\mathcal{M}^{s+1})$ and an invertible element $u \in R/\mathcal{M}^{s+1}$ such that

$$[G]_{E^*} = (N(u)^{-1}M(\varphi)) [F]_{E^*}.$$

The above result enables us to study the isomorphism classes of Artinian Gorenstein algebras in an effective computational framework. The strategy of this paper is to classify the Artinian Gorenstein local rings by classifying their inverse systems by means of (7). Notice that the Proposition 2.2 result extends [17, Appendix A] or [11, Section C, Proposition 17] to the nonhomogeneous case.

We say that $F \in P = K[y_1, \ldots, y_n]$ is nondegenerate if the embedding dimension of the Gorenstein algebra $A_F$ is $n$, i.e., $HF_{A_F}(1) = n$. Hence a polynomial $F$ of degree $s$ is nondegenerate if and only if the dimension of the $K$-vector space of the derivatives of order $s - 1$ of $F$ is $n$ or, equivalently, the ideal $\Ann_R(F)$ does not contain elements of valuation one.

In order to classify the Artinian Gorenstein local rings of given multiplicity, we need information on the admissible Hilbert functions. In the graded case, the Hilbert function of an Artinian Gorenstein algebra is symmetric. Little is known about the Hilbert function in the local case. The problem comes from the fact that, in general, the associated algebra $G = \gr_m(A) = \bigoplus_{n \geq 0} m^n/m^{n+1}$ is no longer Gorenstein.
Nevertheless, Iarrobino in [16] proved interesting results concerning $G$. Let us consider a filtration of $G$ by a descending sequence of ideals

$$G = C(0) \supseteq C(1) \supseteq \cdots \supseteq C(s - 2)$$

whose successive quotient

$$Q(a) = C(a)/C(a + 1)$$

are reflexive graded $G$-modules of socle degree $\frac{s - a}{2}$ ($s =$ socle-degree of $A$); see [16, Theorem 1.5]. Hence $Q(a)$ has symmetric Hilbert function.

In particular $Q(0) = G/C(1)$ is the unique (up to isomorphism) graded Gorenstein quotient of $G$ with the same socle degree $s$. Iarrobino proved that if $HF_A(n)$ is symmetric, then $G = Q(0)$ and it is Gorenstein. The same result has also been proved in a different manner by J. Watanabe in [23]. Hence if $A$ is Gorenstein ([10, Proposition 1.7] and [11, Proposition 7])

\[ G \text{ is Gorenstein } \iff HF_A(n) \text{ is symmetric } \iff G = Q(0). \]

The $G$-module $Q(0)$ plays a crucial role, and it can be computed in terms of the corresponding polynomial in the inverse system. Let $F \in \mathcal{P}$ be a polynomial of degree $s$ and denote by $F_s$ the form of highest degree in $F$, that is, $F = F_s + \cdots$ terms of lower degree, then

$$Q(0) \simeq R/ \text{Ann}_R(F_s);$$

see [11, Proposition 7] and [16, Lemma 1.10].

3. **Artinian Gorenstein algebras with $HF_A = \{1, n, n, 1\}$**

Let $I$ be an ideal of $R = k[[x_1, \ldots, x_n]]$. Assume $A = R/I$ is an Artinian Gorenstein local ring with Hilbert function $HF_A = \{1, n, n, 1\}$. This means that the socle degree is three and $HF_A(1) = HF_A(2) = n, HF_A(0) = HF_A(3) = 1$. As we have seen, since $HF_A$ is symmetric, then $G = \text{gr}_m(A)$ is Gorenstein. We recall that $G = K[x_1, \ldots, x_n]/J$, where $J$ is the ideal generated by the initial forms of the elements of $I$. Since $A$ is Artinian, there is a natural isomorphism between $G$ and $R/JR$. In this section we prove that there exists an isomorphism of local rings between $A$ and $G$ (actually between $A$ and $R/JR$); see Theorem 6.3. This is very rare that a local ring is isomorphic to its associated graded ring. Following Emsalem [11], we say that $A$ is canonically graded if $A \simeq G$. Gorenstein local rings with symmetric Hilbert function are not necessarily canonically graded. The following example shows that we cannot extend the main result of this section to higher socle degrees without new assumptions.

**Example 3.1.** Let $A$ be an Artinian Gorenstein local $K$-algebra with Hilbert function $HF_A = \{1, 2, 2, 2, 1\}$. Then $A$ is isomorphic to one and only one of the following rings:

(a) $R/I$ with $I = (x_1^2, x_2^2) \subseteq R = K[[x_1, x_2]]$, and $I^1 = (y_1^3y_2)$. In this case $A$ is canonically graded.

(b) $R/I$ with $I = (x_1^2, \pm x_1^3 + x_2^2) \subseteq R = K[[x_1, x_2]]$, and $I^1 = (y_1^3y_2 + y_2^3)$. The associated graded ring is of type (a) and it is not isomorphic to $R/I$. Hence $A$ is not canonically graded.

(c) $R/I$ with $I = (x_1^2 + x_2^2, x_2^2) \subseteq R = K[[x_1, x_2]]$, and $I^1 = (y_1y_2(y_1^2 - y_2^4))$. In this case $A$ is canonically graded.
The computation can be performed by using Proposition 2.2; a different approach can be found in [9].

Since $G$ is a graded Gorenstein algebra of embedding dimension $n$, it will be useful to get information on the homogeneous cubics $F \in P = K[y_1, \ldots, y_n]$ such that $HF_{A_F} = \{1, n, n, 1\}$, that is, to characterize the homogeneous cubics which are nondegenerate.

**Remark 3.2.** We consider a homogeneous form $F_3 \in P = K[y_1, \ldots, y_n]$ of degree three. We write $F_3$ in the dual basis $E^*$

$$F_3 = \sum_{|\underline{i}|=3} \alpha_{\underline{i}} \frac{1}{\underline{i}!} y^{\underline{i}}.$$  

$F_3$ is nondegenerate if and only if the $K$-vector space generated by all the derivatives of order two has dimension $n$, that is,

$$\langle \partial_{\underline{i}} F_3 : |\underline{i}| = 2 \rangle_K = P_1.$$  

This condition can be formulated in terms of the rank of a matrix, say $\Delta_{F_3}$, given by the coefficients of the linear forms $\partial_{\underline{i}} F_3, |\underline{i}| = 2$. The matrix $\Delta_{F_3}$ has size $n \times \binom{n+1}{2}$ with entries in the coefficients $s \in K$. We label the rows by $j = 1, \ldots, n$, and the columns by $\underline{i} \in \mathbb{N}^n, |\underline{i}| = 2$. We have

$$(\Delta_{F_3})_{j, \underline{i}} = \alpha_{\underline{i} + \delta_j},$$

where $\delta_j$ is the $n$-tuple with zero entries but 1 in position $j$, hence $\underline{i} + \delta_j = (i_1, \ldots, i_j + 1, \ldots, i_n)$. In fact we have

$$\partial_{\underline{i}} F_3 = \sum_{|\underline{i}|=3} \alpha_{\underline{i}} \frac{1}{\underline{i}!} y^{\underline{i}} = \sum_{j=1}^n \alpha_{\underline{i} + \delta_j} y_j.$$  

Hence $F_3$ is nondegenerate if and only if $\text{rk}(\Delta_{F_3}) = n$.

**Theorem 3.3.** Let $A$ be an Artinian Gorenstein local $K$-algebra with Hilbert function $\{1, n, n, 1\}$. Then $A$ is canonically graded.

**Proof.** Let $A = R/I$ with $R = K[[x_1, \ldots, x_n]]$ and let $F = F_0 + F_1 + F_2 + F_3$ be a polynomial of $P = K[y_1, \ldots, y_n]$ of degree three such that $I = \text{Ann}_R(F)$ ($F_i$ denotes the homogeneous components of degree $i$). Since $HF_A$ is symmetric, then $G = \text{gr}_{\mathbb{N}^n}(A)$ is Gorenstein, in particular $G = Q(0) \simeq R/\text{Ann}_R(F_3) = A_{F_3}$ and $\text{rk}(\Delta_{F_3}) = n$ being $F_3$ nondegenerate for the Hilbert function $\{1, n, n, 1\}$. By the admissibility of $F_3$ we deduce that $F_{\leq 1} \subseteq \langle F_2 + F_3 \rangle_R$. Hence we may assume $F = F_3 + F_2$, that is,

$$I^\perp = \langle F \rangle_R = \langle F_2 + F_3 \rangle_R.$$  

So we have to prove that, however we fix $F_2$, there exists an automorphism $\varphi$ of $R/\mathcal{M}^4$ which induces

$$A_{F_3} \simeq A_{F_2 + F_3}.$$  

Let $\varphi$ be an automorphism of $R/\mathcal{M}^4$ with the identity as Jacobian defined as

$$\varphi(x_j) = x_j + \sum_{|\underline{i}|=2} \alpha_{\underline{i}} x^{\underline{i}}.$$
for \( j = 1, \ldots, n \). We prove that there exists \( \alpha = (a_1^j, |i| = 2; \ldots; a_n^j, |i| = 2) \in K^{n(n+1)/2} \), the row vector of the coefficients defining \( \varphi \), such that

\[(9) \quad [F_3]_{E^*}M(\varphi) = [F_2 + F_3]_{E^*}.\]

The matrix associated to \( \varphi \), say \( M(\varphi) \), is an element of \( \text{Gl}_r(K) \), \( r = \binom{n+3}{4} \), with respect to the basis \( E \) of \( R/\mathcal{M}^4 \), hence

\[
M(\varphi) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & I_n & 0 & 0 \\
0 & D & I(n+1)_{2} & 0 \\
0 & 0 & B & I(n+2)_{3}
\end{pmatrix},
\]

where for all \( t \geq 1 \), \( I_t \) denotes the \( t \times t \) identity matrix. The first block column corresponds to the image \( \varphi(1) = 1 \); the second block column corresponds to the image of \( \varphi(x^2) \) such that \( |i| = 2 \); the third block column corresponds to the image of \( \varphi(x^3) \) such that \( |i| = 3 \), i.e., the identity matrix.

Hence \( D \) is the \( (n+1)/2 \times n \) matrix defined by the coefficients of the degree two monomials of \( \varphi(x) \), \( i = 1, \ldots, n \); and \( B \) is the \( (n+2)/3 \times (n+1)/2 \) matrix defined by the coefficients of the degree three monomials appearing in \( \varphi(x^2) \), \( |i| = 2 \). It is clear that \( M(\varphi) \) is determined by \( D \), and the entries of \( B \) are linear forms in the variables \( a^j_i \), with \( |i| = 2 \), \( j = 1, \ldots, n \). Let

\[
F_2 = \sum_{|i|=2} \beta_i \frac{1}{2!} y^i \quad \text{and} \quad F_3 = \sum_{|i|=3} \alpha_i \frac{1}{3!} y^i.\]

Hence \( (9) \) is equivalent to the equality

\[
[\alpha_i]B = [\beta_i].
\]

Then we get a system of \( \binom{n+1}{2} \) equations which are bihomogeneous polynomials in the \( \{\alpha_i\} \) and \( \alpha \in K^{n(n+1)/2} \) of bidegree \((1,1)\). Then there exists a matrix \( M_{F_3} \) of size \( \binom{n+1}{2} \times n \binom{n+1}{2} \) and entries in the \( \{\alpha_i\} \)'s such that

\[
t([\alpha_i]B) = M_{F_3} \ t_\alpha,
\]

where \( t_\alpha \) denotes the transpose of the row vector \( \alpha \). We have to prove that the following linear system in \( \binom{n+1}{2} \) equations and the \( n \binom{n+1}{2} \) indeterminates \( \alpha = (a_1^1; \ldots; a_n^n) \)

\[
M_{F_3} \ t_\alpha = t[\beta_i]
\]

is compatible. The result follows if we show that \( \text{rk}(M_{F_3}) \) is maximal, i.e., \( \text{rk}(M_{F_3}) = \binom{n+1}{2} \).
**Claim.** The matrix $M_{F_3}$ has the upper-diagonal structure

$$M_{F_3} = \begin{pmatrix} M_{F_3}^1 & * & \ldots & * & * \\ \vdots & M_{F_3}^2 & \ddots & \vdots & \vdots \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & M_{F_3}^{n-1} & * \\ 0 & 0 & 0 & 0 & M_{F_3}^n \end{pmatrix},$$

where $M_{F_3}^l$ is an $(n - l + 1) \times \binom{n+1}{2}$ matrix, $l = 1, \ldots, n$, such that

(i) $1$-st row of $M_{F_3}^1 = 2$ times the $1$-st row of $\Delta_{F_3}$,
   \hspace{2em} $t$-th row of $M_{F_3}^t = t$-th row of $\Delta_{F_3}$, $t = 2, \ldots, n$.

(ii) $1$-st row of $M_{F_3}^l = 2$ times the $l$-th row of $\Delta_{F_3}$, for $l = 2, \ldots, n$,
   \hspace{2em} $t$-th row of $M_{F_3}^l = (l + t - 1)$-th row of $\Delta_{F_3}$, for $t = 2, \ldots, n - l + 1$,

where $\Delta_{F_3}$ is the matrix defined in Remark 3.2 of the coefficients of the second derivatives of $F_3$. \hfill \Box

**Proof of the Claim.** Let us recall that the entries of the columns of $B$ are the coefficients of the degree three monomials of the support of $\varphi(x^2)$, $|i| = 2$. Hence the entries of the $a^i$-th column of $M_{F_3}$ are the coefficients of the terms of degree three in the support of $F_3$ which appear in $\varphi(x^2)$ with coefficient $a^i$. Given integers $1 \leq l \leq j \leq n$, let us compute $\varphi(x_l x_j)$. If $l \neq j$, then

$$\varphi(x_l x_j) = x_l x_j + \sum_{|i|=2} a^i_j x_l x_i l + \sum_{|i|=2} a^i_j x_i x_j + \text{ terms of degree 4.}$$

Since $x_l x_j = x_l^{j+\delta_j}$ and $j > l$, we get

$$(M_{F_3})_{\delta_l + \delta_j, a^i_l} = \alpha_{l+\delta_j}$$

and

$$(M_{F_3})_{\delta_l + \delta_j, a^i_l} = \alpha_{l+\delta_j}.$$  

If $j = l$, then

$$\varphi(x_l^2) = x_l^2 + 2 \sum_{|i|=2} a^i_j x_l x_i + \text{ terms of degree 4}$$

so

$$(M_{F_3})_{2\delta_l, a^i_l} = 2\alpha_{l+\delta_l}.$$  

Hence the row $(\delta_l + \delta_j)$-th of $M_{F_3}$, $j > l$, can be split in two nonzero subsets of entries. The first subset, with respect to the lex ordering, corresponds to the columns $a^i_l$, $|i| = 2$, with entries $\alpha_{l+\delta_j}$, the second subset of entries corresponds to the column $a^i_j$ with entries $\alpha_{l+\delta_j}$. From these facts we get the upper-diagonal block structure of $M_{F_3}$. In particular, if we fix $l = 1, \ldots, n$, the matrices $M_{F_3}^l$, $l = 1, \ldots, n$ appearing in the claim are determined by the columns $a^i_l$ and the rows $\delta_l + \delta_j$ with $l \leq j \leq n$ ($(n - j + 1)$-rows) and

$$(M_{F_3})_{\delta_l + \delta_j, a^i_l} = \alpha_{l+\delta_j} \quad \text{if } l > j, \quad (M_{F_3})_{\delta_l + \delta_j, a^i_l} = 2\alpha_{l+\delta_j} \quad \text{if } l = j.$$  
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By Remark 3.2 and equation (8) we get
\[(M^l_{F_3})_{\delta_i,j,a_{ij}^l} = (\Delta_{F_3})_{j+l} \quad \text{if } l > j, \quad (M^l_{F_3})_{\delta_i,j,a_{ij}^l} = 2(\Delta_{F_3})_{j+l} \quad \text{if } l = j\]
as claimed.
Now we prove that
\[\text{rk}(M_{F_3}) = \binom{n + 1}{2}.\]
Since $F_3$ is nondegenerate, by Remark 3.2 we have $\text{rank}(\Delta_{F_3}) = n$. Now $M^l_{F_3}$ for $l = 1, \ldots, n$ is a matrix of size $n - l + 1 \times \binom{n + 1}{2}$ obtained by $\Delta_{F_3}$ by deleting the first $l$ rows. Hence $\text{rk}(M^l_{F_3}) = n - l + 1$ and the result follows.

From the previous result, we easily get the following consequences.

**Corollary 3.4.** There exists an isomorphism between the Artinian Gorenstein local $K$-algebras $(A, m)$ and $(B, n)$ with Hilbert function $\{1, n, 1\}$ if and only if $\text{gr}_m(A) \simeq \text{gr}_n(B)$ as graded $K$-algebras.

**Corollary 3.5.** The classification of Artinian Gorenstein local $K$-algebras with Hilbert function $HF_A = \{1, n, 1\}$ is equivalent to the projective classification of the hypersurfaces $V(F) \subset \mathbb{P}^{n-1}_K$, where $F$ is a degree three nondegenerate form in $n$ variables.

The classification of the Artinian Gorenstein local rings with Hilbert function $HF_A = \{1, n, 1\}$ for $1 \leq n \leq 3$ has been studied by Casnati and Notari in [6, Theorem 4.1] and by Cartwright et al. in [4]. By using Corollary 3.5, the problem can be reduced to the homogeneous case which is well known for $1 \leq n \leq 3$. Hence we can describe the geometric models of the varieties defined by them.

If $n = 1$, then it is clear that $A \cong K[[x]]/(x^4)$, so there is only one analytic model.

**Proposition 3.6.** Let $A$ be an Artinian Gorenstein local $K$-algebra with Hilbert function $HF_A = \{1, 2, 2, 1\}$. Then $A$ is isomorphic to one and only one of the following quotients of $R = K[[x_1, x_2]]$.

<table>
<thead>
<tr>
<th>Model $A = R/I$</th>
<th>Inverse system $F$</th>
<th>Geometry of $C = V(F) \subset \mathbb{P}^1_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(x_1^3, x_2^2)$</td>
<td>$y_1^2 y_2$</td>
<td>Double point plus a simple point</td>
</tr>
<tr>
<td>$(x_1 x_2, x_1^3 - x_2^3)$</td>
<td>$y_1^3 - y_2^3$</td>
<td>Three distinct points</td>
</tr>
</tbody>
</table>

**Proof.** Let us assume $n = 2$, then $\text{gr}_m(A) = K[y_1, y_2]/\text{Ann}(F)$ where $F \in K[y_1, y_2]$ is a degree three form on two variables $y_1, y_2$. Since $K$ is an algebraic closed field, $F$ can be decomposed as product of three linear forms $L_1, L_2, L_3$, i.e., $F = L_1 L_2 L_3$. We set $d = \dim_k (L_1, L_2, L_3)$, so we only have to consider three cases. If $d = 1$, then we can assume $F = y_1^3$, but this case does not occur because $F$ is degenerated. If $d = 2$, then we can assume $F = y_1^2 y_2$. It is easy to see that $\text{Ann}(y_1^2 y_2) = (x_1^3, x_2^2)$. If $d = 3$, then we can assume $F = y_1^3 - y_2^3$. In this case we get $\text{Ann}(y_1^3 - y_2^3) = (x_1 x_2, x_1^3 - x_2^3)$. Since $V(y_1^3 - y_2^3)$ (resp. $V(y_1^3 - y_2^3)$) is a degree three subscheme of $\mathbb{P}^1_K$ with two (resp. three) point basis, we deduce that the algebras of the statement are not isomorphic.

\[\square\]
We know that any plane elliptic cubic curve $C \subset \mathbb{P}^2_K$ is defined, in a suitable system of coordinates, by a Legendre’s equation

$$L_\lambda = y_2^2 y_3 - y_1 (y_1 - y_3)(y_1 - \lambda y_3)$$

with $\lambda \neq 0, 1$. This equation is equipped with the $j$-invariant

$$j(\lambda) = 2^8 \frac{(\lambda^2 - \lambda + 1)}{\lambda^2(\lambda - 1)^2}.$$

It is well known that two plane elliptic cubic curves $C_i = V(L_{\lambda_i}) \subset \mathbb{P}^2_K$, $i = 1, 2$, are projectively isomorphic if and only if $j(\lambda_1) = j(\lambda_2)$; see [12].

**Proposition 3.7.** Let $A$ be an Artinian Gorenstein local $K$-algebra with Hilbert function $HF_A = \{1, 3, 3, 1\}$. Then $A$ is isomorphic to one and only one of the following quotients of $R = K[[x_1, x_2, x_3]]$:

<table>
<thead>
<tr>
<th>Model $A = R/I$</th>
<th>Inverse system $F$</th>
<th>Geometry of $C = V(F) \subset \mathbb{P}^2_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(x_1^3, x_2^2, x_3^2)$</td>
<td>$y_2 y_3 y_1$</td>
<td>Three independent lines</td>
</tr>
<tr>
<td>$(x_1^3, x_1 x_3, x_3 x_2^2, x_1^2 x_3^2 + x_1 x_2)$</td>
<td>$y_2 (y_1 y_2 - y_3)$</td>
<td>Conic and a tangent line</td>
</tr>
<tr>
<td>$(x_1^3, x_1 x_3, x_3 x_2 x_2 + x_1 x_2)$</td>
<td>$x_2 (x_1 x_2 - x_3^2)$</td>
<td>Conic and a nontangent line</td>
</tr>
<tr>
<td>$(x_1^3, x_1 x_2 x_2, x_2^2 + 3 x_1 x_3)$</td>
<td>$y_2 y_3 - y_1^2 (y_1 + y_3)$</td>
<td>Irreducible nodal cubic</td>
</tr>
<tr>
<td>$(x_1^3, x_1 x_2 x_2, x_1 x_3, x_1^2 x_2^2 + 3 x_2^2 x_3)$</td>
<td>$y_2^2 y_3 - y_1^3$</td>
<td>Irreducible cuspidal cubic</td>
</tr>
<tr>
<td>$(x_2 x_3, x_1 x_3, x_1 x_2, x_2^3, x_1^3 - x_3^3)$</td>
<td>$y_1^3 + y_2^2 + y_3^2$</td>
<td>Elliptic Fermat curve</td>
</tr>
<tr>
<td>$I(\lambda) = (x_1 x_2, H_1, H_2)$</td>
<td>$L_\lambda, j(\lambda) \neq 0$</td>
<td>Elliptic non-Fermat curve</td>
</tr>
</tbody>
</table>

with $H_1 = \lambda^2 x_1^3 + \lambda (1 + \lambda) x_1 x_3 + (\lambda^2 - \lambda + 1) x_3^3$, $H_2 = \lambda^2 x_2^3 + \lambda x_1 x_3 + (1 + \lambda) x_3^3$, and $I(\lambda_1) \cong I(\lambda_2)$ if and only if $j(\lambda_1) = j(\lambda_2)$.

**Proof.** Let us assume that $F$ is the product of the linear forms $l_1, l_2, l_3$. If $l_1, l_2, l_3$ are $K$-linear independent, we get the first case. On the contrary, if these linear forms are $K$-linear dependent, we deduce that $F$ is degenerate.

Let us assume that $F$ is the product of a linear form $l$ and an irreducible quadric $Q$. According to the relative position of $V(l)$ and $V(Q)$, we get the second and the third case.

Let $F$ be a degree three irreducible form. If $C = V(F)$ is singular, then we get the fourth and fifth cases. If $C = V(F)$ is nonsingular, then we may assume that $F = L_\lambda$ for $\lambda \in K \setminus \{0, 1\}$, i.e., $C$ is an elliptic cubic curve. If $j(\lambda) = 0$, then $C$ fits in the orbit of Fermat’s curve $y_1^3 + y_2^3 + y_3^3 \equiv 0$, and we get the sixth case. If $j(\lambda) \neq 0$, then it is easy to see that

$$J = (x_1 x_2, H_1, H_2) \subset \text{Ann}_R(L_\lambda).$$

Since $\lambda^2 - \lambda + 1 \neq 0$, then $J$ is a complete intersection with Hilbert function $\{1, 3, 3, 1\}$. Hence $(x_1 x_2, H_1, H_2) = \text{Ann}_R(L_\lambda)$. \(\square\)

**Remark 3.8.** As before, the classification of Artinian Gorenstein $K$-algebras with Hilbert function $\{1, 4, 4, 1\}$ can be obtained by using results on the classification of the degree three hypersurfaces of $\mathbb{P}^3$; see, for instance, [3].

As a consequence of Theorem 3.3, in the particular case of Artinian algebras over a characteristic zero field, we obtain a recent result proved by Henriques and
Corollary 3.9 ([13, Theorem 4.2]). Let $A$ be an Artinian Gorenstein local $K$-algebra with $m^2 = 0$ and $HF_A(1) = n \geq 3$. If there exists an exact zero-divisor in $A$, then $A$ is Koszul and hence $P^K_A(z)$ is rational.

Proof. By the existence of an exact zero-divisor, the Hilbert function of $A$ is balanced, that is, $HF_A = \{1, n, n, 1\}$; see [13, Theorem 4.1]. Hence, by Theorem 3.5 $A$ is canonically graded. Because there exists an exact zero-divisor in $G$, by [13, Remark 3.5] and [8, Proposition 2.3 b)] we conclude that $G$ has a Koszul filtration. As a consequence, $A$ is Koszul since $G$ is Koszul, and hence $P^K_A(z) = P^K_G(z)$ is rational. 

4. Artinian Gorenstein algebras with socle degree three

In [6] Casnati and Notari presented a complete classification of the Artinian Gorenstein local algebras with Hilbert functions $\{1, m, 3, 1\}$, $m \geq 3$. In this section we study the Artinian Gorenstein algebras with Hilbert function $\{1, m, n, 1\}$. By using a result proved by Iarrobino (see [16, Proposition 1.9]), a necessary condition for which the numerical function $\{1, m, n, 1\}$ is the Hilbert function of an Artinian Gorenstein local algebra is that $m \geq n$. If $m = n$, we have proved that every Artinian Gorenstein algebra with Hilbert function $\{1, n, n, 1\}$ is canonically graded. This is no longer true if $m > n$ because the Hilbert function is not symmetric. In this case the associated graded ring $G$ is not Gorenstein, but another Gorenstein graded algebra will play the same role: $Q(0)$ (see Section 2) which is the unique Gorenstein graded quotient of $G$ with the same socle degree. By Iarrobino’s work we deduce that

$$HF_{Q(0)} = \{1, n, n, 1\}.$$ 

If we deal with different local rings, we will denote by $Q_A(0)$ the module corresponding to the local ring $(A, m)$.

Theorem 4.1. The following facts are equivalent:

(a) $A$ is an Artinian Gorenstein local $K$-algebra with Hilbert function $\{1, m, n, 1\}$, $m > n$,

(b) $A \simeq A_F$ where $F \in K[y_1, \ldots, y_m]$, $F = F_3 + y_m^2 + \cdots + y_m^n$, with $F_3$ a nondegenerate form of degree three in $K[y_1, \ldots, y_n]$.

Proof. The part (b) implies (a) is an easy computation based on [8]. We prove (a) implies (b). Let $A = R/I$ with $R = K[x_1, \ldots, x_n]$, and let $F = F_3 + F_1 + F_2 + F_3$ be a polynomial of $P = K[y_1, \ldots, y_n]$ of degree three such that $I = \text{Ann}_R(F)$ ($F_i$ denotes the homogeneous components of degree $i$). We know that $Q(0) \simeq R/\text{Ann}_R(F_3)$ and it has Hilbert function $\{1, n, n, 1\}$. Since $Q(0)$ is a graded algebra of embedding dimension $n < m$, there exist $L_{n+1}, \ldots, L_m$ independent linear
forms contained in \( \text{Ann}_R(F_3) \), hence we may assume there exist \( L_1, \ldots, L_n, \ldots, L_m \) generators in \( P \) such that \( F_3 \in S = K[L_1, \ldots, L_n] \).

Since the Hilbert function of \( A \) is \( \{1, m, n, 1\} \), and hence \( \dim_K(I^\perp)_1 = m \), it is easy to see that

\[
\langle F \rangle_R = \langle F_2 + F_3 \rangle_R.
\]

Now we can write \( F_2 = C + D \) where \( C \in K[L_{n+1}, \ldots, L_m] \), and \( D \) is a quadratic form in the monomials \( L_iL_j \) with \( 1 \leq i \leq n, \ 1 \leq j \leq m \). Since the field \( K \) is algebraically closed of characteristic zero, we may assume there exist \( \lambda_i \in K \) such that

\[
F_2 = \lambda_m L_m^2 + \cdots + \lambda_{n+1} L_{n+1}^2 + D' \quad \text{with} \quad D' \quad \text{the corresponding replacement of} \quad D.
\]

Since \( HF_A(1) = m \), we remark that, by \( 2 \) and \( 3 \), \( \lambda_m, \ldots, \lambda_{n+1} \) are different from zero. Summing up this information, we can conclude that there exist \( L_1, \ldots, L_n, \ldots, L_m \) independent linear forms of \( P \) such that

\[
A \simeq A_F,
\]

where \( F = F_3 + L_m^2 + \cdots + L_{n+1}^2 + H \) with \( F_3 \) a homogeneous form of degree three in \( K[L_1, \ldots, L_n] \) and \( H \) a homogeneous form of degree two in the monomials \( L_iL_j \) with \( 1 \leq i \leq n, \ 1 \leq j \leq m \).

Since we are considering the linear change of coordinates in \( P \) sending \( y_i \to L_i \), we should replace \( R \) and \( P \) via the corresponding linear automorphism. For short, we still denote by \( R = k[[x_1, \ldots, x_m]] \) and \( P = k[y_1, \ldots, y_m] \) the corresponding images. Then we have that

\[
A \simeq A_F,
\]

where \( F = F_3 + y_{n+1}^2 + \cdots + y_m^2 + H \) with \( F_3 \) a homogeneous form of degree three in \( K[y_1, \ldots, y_n] \) and \( H \) a homogeneous form of degree two in the monomials \( y_iy_j \) with \( 1 \leq i \leq n, \ 1 \leq j \leq m \). So we have to prove that, however we fix \( H \), there exists an automorphism \( \varphi \) of \( R/M^4 \) which induces

\[
A_{F_3 + y_{n+1}^2 + \cdots + y_m^2} \simeq A_{F_3 + y_{n+1}^2 + \cdots + y_m^2 + H}.
\]

Let \( \varphi \) be the automorphism of \( R/M^4 \) with the identity as Jacobian defined as

\[
\varphi(x_j) = x_j + \sum_{|\mathbf{i}| = 2} a_{\mathbf{i}}^j x^\mathbf{i}
\]

for \( j = 1, \ldots, m \). We prove that there exists \( \mathbf{a} = (a_1^1; \ldots; a_m^m) \in K^m(\binom{n+1}{4}) \) the vector of the coefficients defining \( \varphi \) such that

\[
[F_3 + y_{n+1}^2 + \cdots + y_m^2]_{E^*} M(\varphi) = [F_3 + y_{n+1}^2 + \cdots + y_m^2 + H]_{E^*}.
\]

Repeating the same computation as in Theorem \( 3.3 \), the matrix associated to \( \varphi \), say \( M(\varphi) \), is an element of \( \text{Gl}_r(K), r = \binom{n+1}{4} \), with respect to the basis \( E \) of \( R/M^4 \) ordered by the degree-lexicographic order, hence

\[
M(\varphi) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & I_m & 0 & 0 \\
0 & D & I_{\binom{n+1}{2}} & 0 \\
0 & 0 & B & I_{\binom{m+2}{2}}
\end{pmatrix}.
\]

Precisely, \( D \) is the \( \binom{m+2}{2} \times m \) matrix defined by the coefficients of the degree two monomials of \( \varphi(x_j), j = 1, \ldots, m \), and \( B \) is the \( \binom{m+2}{2} \times \binom{m+1}{2} \) matrix defined by the coefficients of the degree three monomials appearing in \( \varphi(x^2), |\mathbf{i}| = 2 \). It
is clear that $M(\varphi)$ is determined by $D$ and the entries of $B$ are linear forms in the variables $a_{ij}^l$, with $|i| = 2$, $j = 1, \ldots, m$. Notice that, by the peculiarity of $\varphi$, both $D$ and $B$ have several zero-rows (precisely the rows corresponding to the monomials of degree three divided by $x_i$, $i > n$). Let $H = \sum_{i,j} \beta_{ij} y_i y_j$, where $i < j$, $1 \leq i \leq n$, $1 \leq j \leq m$ and $F_3 = \sum_{|i|=3} a_{ij}^l \frac{1}{2} y_i^j \cdot \frac{1}{2} y_i^m$, hence (10) can be reduced to the equality

$$[a_{ij}] B' = [\beta_{ij}],$$

where $B'$ is the submatrix of $B$ of size $\binom{n+2}{2} \times \left( \binom{n+1}{2} + n(m-n) \right)$ obtained considering the rows and columns corresponding to the degree three monomials in $x_1, \ldots, x_n$ appearing in $\varphi(x,x_j)$ with $i < j$, $1 \leq i \leq n$, $1 \leq j \leq m$. Then we get a system of $\binom{n+1}{2} + n(m-n)$ equations which are bihomogeneous polynomials in the $\{a_{ij}^l\}$ and $\bar{a} = (a_1^1; \ldots; a_m^n) \in K^{m(\binom{n+1}{2})}$ of bidegree $(1,1)$. Then there exists a matrix $M_F$ of size $\left( \binom{n+1}{2} + n(m-n) \right) \times m \binom{n+1}{2}$ and entries in the $\{a_{ij}^l\}$ such that

$$\bar{\alpha}'(\bar{a}) = M_F' \bar{a}.$$  

We have to prove that the following linear system in the $\binom{n+1}{2} + (m-n)$ equations and $m \binom{n+1}{2}$ indeterminates $\bar{a} = (a_1^1; \ldots; a_m^n)$

$$M_F' \bar{a} = [\alpha]_2,$$

is compatible. The result follows if we show that $\text{rk}(M_F)$ is maximal, i.e., $\text{rk}(M_F) = \binom{n+1}{2} + (m-n)$. We will prove that the matrix $M_F$ has the following upper-diagonal structure:

$$M_F = \left( \begin{array}{cccccc}
M_{F_3} & * & \cdots & * & * \\
0 & \Delta_{F_3} & \cdots & * & * \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \Delta_{F_3} & * \\
0 & 0 & 0 & 0 & \Delta_{F_3} \\
\end{array} \right) \text{ } \text{ } \text{ } m-n \text{ times},$$

where

(i) $M_{F_3}$ is the $\binom{n+1}{2} \times \binom{n+1}{2}$ matrix defined in the Claim of Theorem 3.3.

(ii) $\Delta_{F_3}$ ($m-n$ times) is the $n \times \binom{n+1}{2}$ matrix defined in Remark 3.2 of the coefficients of the second derivatives of $F_3$.

Following the definition of $B'$, we compute $\varphi(x,x_j)$, $i < j$, $1 \leq i \leq n$, $1 \leq j \leq m$. Hence the entries of the $a_{ij}^l$-th column of $M_F$, $l = 1, \ldots, m$, are the coefficients of the degree three terms in the support of $F_3$ which appear in $\varphi(x,x_j)$ with coefficient $a_{ij}^l$. If $1 \leq i \leq j \leq n$, we are in the same setting of the Claim of Theorem 3.3 and we get $M_{F_3}$ corresponding to the $a_{ij}^l$-th columns with $l = 1, \ldots, n$.

We now compute $\varphi(x,x_j)$ with $i = 1, \ldots, n$ and $j = n+1, \ldots, m$, then

$$\varphi(x,x_j) = x_i x_j + \sum_{|i| = 2} a_{ij}^l x^l x_i + \sum_{|i| = 2} a_{ij}^l x^l x_j + \text{ terms of degree 4}.$$  

Since $x^j x_j$ does not appear in the support of $F_3$ because $j > n$, then for every $j = n+1, \ldots, m$ we get

$$(M_F)_{\delta_i + \delta_j} a_{ij}^l = \alpha_{ij}^l.$$
Hence
\[(M_F)_{b_i+\delta_j,a_j} = (\Delta F_3)_{i,j}\]
and (i) and (ii) are proved.

Since \(F_3\) is nondegenerate for the Hilbert function \(\{1, n, n, 1\}\), then by Remark \(3.2\)
\(\text{rk}(\Delta F_3) = n\) and, from the proof of Theorem \(3.3\)
\(\text{rk}(M_F) = \binom{n+1}{2}\). It follows that
\(\text{rk}(M_F) = \left(\frac{n+1}{2}\right) + n(m-n),\)
as required. \(\square\)

We will extend Corollary \(3.4\) to this more general situation.

**Corollary 4.2.** There exists an isomorphism between the Artinian Gorenstein local \(K\)-algebras \((A, m)\) and \((B, n)\) with Hilbert function \(\{1, m, n, 1\}\), \(m \geq n\), if and only if \(Q_A(0) \simeq Q_B(0)\) as a \(K\)-algebra.

**Proof.** If \(m = n\), then \(Q(0)\) coincides with the associated graded ring and the result follows by Corollary \(3.4\). Assume \(m > n\), then the result follows from Theorem \(4.1\) which says that the isomorphism classes of \(A_F\) only depend on \(F_3\) and hence on the isomorphism classes of \(Q(0)\). \(\square\)

The next result extends Corollary \(3.5\).

**Corollary 4.3.** The classification of Artinian Gorenstein \(K\)-algebras \(A\) with Hilbert function \(HF_A = \{1, m, n, 1\}\), \(m \geq n\), is equivalent to the projective classification of the cubic hypersurfaces \(V(F) \subset P^{n-1}\), where \(F\) is a degree three nondegenerate form in \(n\) variables.

By taking advantage of the projective classification of the cubic hypersurfaces in \(P^r\), with \(r \leq 3\), the above result gives a complete classification of the Artinian Gorenstein local \(K\)-algebras with Hilbert functions \(\{1, m, n, 1\}\), \(n \leq 4\).
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