CURVATURE ESTIMATES IN DIMENSIONS 2 AND 3
FOR THE LEVEL SETS OF $p$-HARMONIC FUNCTIONS
IN CONVEX RINGS
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ABSTRACT. Sharp curvature estimates are given for the level sets of a class of $p$-harmonic functions in two and three dimensional convex rings.

1. INTRODUCTION

The geometry of the solutions of a partial differential equation is an important issue. The convexity of the level sets of the solutions of elliptic partial differential equations has been studied for a long time. For instance, Ahlfors [1] contains the well-known result that the level curves of the Green function on a simply connected convex domain in the plane are the convex Jordan curves. In 1956, Shiffman [20] proved several beautiful theorems concerning the geometry of a minimal annulus whose boundary consists of two closed convex curves in parallel planes $P_1, P_2$. One of his theorems stated that the intersection of the surface with any plane $P$, between $P_1$ and $P_2$, is a convex Jordan curve; in particular, it follows that this surface is embedded. For elliptic partial differential equations on domains in $\mathbb{R}^n$, the problem of level set convexity was first considered by Gabriel. In 1957, Gabriel [9] proved that the level sets of the Green function on a three dimensional convex domain are strictly convex. Later, in 1977, Lewis [14] extended Gabriel’s result to $p$-harmonic functions in higher dimensions and obtained the following theorem.

**Theorem 1.1** (Gabriel [9] and Lewis [14]). Let $u$ satisfy

$$
\begin{align*}
\text{div}(|Du|^{p-2}Du) &= 0 &\text{in} &\Omega = \Omega_0 \setminus \bar{\Omega}_1, \\
u &= 0 &\text{on} &\partial \Omega_0, \\
u &= 1 &\text{on} &\partial \Omega_1,
\end{align*}
$$

where $1 < p < +\infty$, $\Omega_0$ and $\Omega_1$ are smooth bounded convex domains in $\mathbb{R}^n$, $n \geq 2$, $\bar{\Omega}_1 \subset \Omega_0$. (We say that $u$ satisfies the homogeneous Dirichlet boundary conditions in the convex ring $\Omega = \Omega_0 \setminus \bar{\Omega}_1$.) Then all the level sets of $u$ are strictly convex in $\Omega$.
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The aforementioned results are of a qualitative nature. This naturally leads us to the question of quantitative results, that is, estimates for the curvature of the level sets of the solutions of such elliptic problems. This is the topic of the present paper.

For a two dimensional harmonic function defined on a convex ring with homogeneous Dirichlet boundary conditions, by the theorem of Lewis [14], as explained, the level set of this function is strictly convex. Ortel-Schneider [18] and Longinetti [16] proved that the curvature of the level curves attains its minimum on the boundary (see Talenti [21] for related results). Later, in 1987, Longinetti [17] used the same technique to obtain a similar theorem for minimal surfaces, where the convexity of the level sets follows from the theorem of Shiffman [20].

On the other hand, in 1989, Rosay-Rudin [19] proposed a new measure for the convexity of the level sets, and showed that with regard to this measure, the level sets of the harmonic functions on a convex ring in any dimension with homogeneous Dirichlet boundary conditions are “more convex” in the interior than on the boundaries.

In this paper, we study the level sets of $p$-harmonic functions in two and three dimensions, and we obtain quantitative estimates for the convexity of the level sets. Our main results are as follows. We first state the two dimensional case.

**Theorem 1.2.** Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^2$, and $u$ be a smooth $p$-harmonic function in $\Omega$, i.e.

$$\text{div}(|Du|^{p-2}Du) = 0 \quad \text{in} \quad \Omega.$$  

Assume $|Du| \neq 0$ in $\Omega$. If $\frac{3}{2} \leq p \leq 3$ and the level lines of $u$ are convex with respect to the normal $Du$, then the curvature of the level lines of $u$ attains its minimum on $\partial \Omega$.

In three dimensions, we have the following result.

**Theorem 1.3.** Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^3$ and $u$ be a smooth $p$-harmonic function in $\Omega$, which satisfies (1.2). Assume $|Du| \neq 0$ in $\Omega$. If $2 \leq p < +\infty$ and the level sets of $u$ are all strictly convex with respect to the normal $Du$, then the Gaussian curvature of the level sets of $u$ attains its minimum on $\partial \Omega$.

We can apply Theorem 1.2 and Theorem 1.3 to obtain the following version of Lewis’s theorem [14].

**Corollary 1.4.** Let $u$ be the solution of the following boundary value problem,

$$\begin{cases}
\text{div}(|Du|^{p-2}Du) = 0 & \text{in} \quad \Omega = \Omega_0 \setminus \Omega_1, \\
u = 0 & \text{on} \quad \partial \Omega_0, \\
u = 1 & \text{on} \quad \partial \Omega_1,
\end{cases}$$

where $\Omega$ is a smooth convex ring as in Theorem 1.1. If $n = 2$ and $\frac{3}{2} \leq p \leq 3$, then the curvature of the level lines of $u$ attains its minimum on $\partial \Omega$. If $n = 3$ and $2 \leq p < +\infty$, then the Gaussian curvature of the level sets of $u$ attains its minimum on $\partial \Omega$.

Rosay-Rudin [19] apply the maximum principle directly to quantities formed by the solution $u$ to obtain their results. This works because convexity of a function can be expressed in terms of this function itself without involving derivatives. Our method is different and depends on new curvature inequalities. This is in line
with general strategies for understanding solutions of elliptic partial differential equations from a deeper geometric perspective. These inequalities represent the main achievement of the present paper. More precisely, we show that the Gaussian curvature $K$ of the level sets satisfies the following $p$-Laplacian inequality:

\begin{equation}
    a^{ij}(Du)K_{ij} + b^iK_i \leq 0 \quad \text{in} \quad \Omega,
\end{equation}

where

\begin{equation}
    a^{ij}(Du) := |Du|^2\delta_{ij} + (p - 2)u_iu_j
\end{equation}

with $b^i$ being locally bounded. Then we can apply the strong maximum principle [10] to obtain our results.

The results obtained here are for dimensions 2 and 3. In this regard, we note that sometimes lower dimensional harmonic functions display certain phenomena that are not present in the higher dimensional case. For example in three dimensions, the famous theorem of Lewy [15] states that if $u$ is a harmonic function on a domain in $\mathbb{R}^3$ and the map $x \rightarrow Du(x)$ is a homeomorphism, then $x \rightarrow Du(x)$ is a diffeomorphism. In 1991, Gleason-Wolff [11] extended this results to higher dimensions, but needed some extra conditions, and gave a counterexample in the higher dimensional case without these additional conditions.

Nevertheless, it seems that, in principle, our method is of a general nature and that, therefore, some extension of it should also give some results in higher dimensional cases.

From the standard theory of elliptic partial differential equations, we know that the (unique) solution of equation (1.2) is smooth in any domain $\Omega$ in $\mathbb{R}^n$, $n \geq 2$ when $|Du| \neq 0$ in $\Omega$. This is verified in detail by Lewis [14].

In section 2, we first give a detailed definition of the convexity of the level sets which appeared in [2], then obtain the curvature formulas for the Gaussian curvature of the level sets of a function. The proofs of our theorems, as given in the sequel, depend on difficult calculations. The main technique consists in rearranging third derivative terms using the equation and the first derivatives condition for the Gaussian curvature. In dimensions 2 and 3, we get “good” signs for the second and third derivative terms, which allows us to reach our conclusions.

### 2. The curvature formulas of level sets

In this section, we first recall some fundamental notation in classical surfaces theory and provide the definitions for the convexity of surfaces in Euclidean space with respect to the upward normal. Then we introduce the level sets of a function $u$, and we derive the curvature formulas of the level sets of $u$, which appeared in [2].

For convenience, we will adapt the following convention for indices in this section:

\[ 1 \leq i, j, \ldots, \leq n - 1; \quad 1 \leq \alpha, \beta, \ldots, \leq n, \]

and the repeated indices are summed unless stated otherwise.

#### 2.1. Classical differential geometry of graph and its convexity.

First we recall some fundamental notation in classical surface theory as in [7]. Assume a surface $\Sigma \subset \mathbb{R}^n$ is given by the graph of a $C^2$ function $v$ in a domain in $\mathbb{R}^{n-1}$:

\begin{equation}
    x_n = v(x'), \quad x' = (x_1, x_2, \ldots, x_{n-1}) \in \mathbb{R}^{n-1}.
\end{equation}
The first fundamental form for the graph of \( x_n = v(x') \) is given by
\[
(2.2) \quad g_{ij} = \delta_{ij} + v_i v_j.
\]

The upward normal direction \( \mathbf{n} \) and the second fundamental form \( \mathbf{II} \) w.r.t. \( \mathbf{n} \) for the graph \( x_n = v(x') \) are respectively given by
\[
(2.3) \quad \mathbf{n} = \frac{1}{\sqrt{1 + |Dv|^2}} (-v_1, -v_2, \ldots, -v_{n-1}, 1),
\]
\[
(2.4) \quad \mathbf{II} = (b_{ij}) = (\frac{v_i v_j W}{W^2}),
\]
where \( 1 \leq i, j, k, l \leq n - 1 \) and \( W = (1 + |Dv|^2)^{\frac{1}{2}} \).

Now we recall the definition of a convex surface in classical differential geometry [7].

**Definition 2.1.** The graph of a function \( x_n = v(x') \) is **convex** with respect to the upward normal \( \mathbf{n} \) as in (2.3) if the second fundamental form \( \mathbf{II} := (b_{ij}) = (\frac{v_i v_j W}{W}) \) of the graph \( x_n = v(x') \) is nonnegative definite.

The principal curvatures \( \kappa = (\kappa_1, \kappa_2, \ldots, \kappa_{n-1}) \) of the graph of \( v \), being the eigenvalues of the second fundamental form relative to the first fundamental form, satisfy
\[
\det(b_{ij} - \kappa_k g_{ij}) = 0,
\]
or equivalently,
\[
\det(a_{ij} - \kappa_k \delta_{ij}) = 0,
\]
with
\[
(a_{ij}) = (g^{ij})^{\frac{1}{2}} (b_{ij}) (g^{ij})^{\frac{1}{2}},
\]
where \( (g^{ij}) \) is the inverse matrix to \( (g_{ij}) \) and \( (g^{ij})^{\frac{1}{2}} \) is its positive square root, and there is no sum for \( i, j \). They are given explicitly by
\[
(2.5) \quad (g^{ij}) = (\delta_{ij} - \frac{v_i v_j}{W^2}),
\]
\[
(2.6) \quad (g^{ij})^{\frac{1}{2}} = (\delta_{ij} - \frac{v_i v_j}{W(1 + W)}).
\]

Then we have the following well-known formulas.

**Lemma 2.2** ([1]). The principal curvatures of the graph \( x_n = v(x') \) with respect to the upward unit normal \( \mathbf{n} \) as in (2.3) are the eigenvalues of the symmetric curvature matrix
\[
(2.7) \quad (a_{ij}) = \frac{1}{W} \left( v_{ij} - \frac{v_i v_j v_{ij}}{W(1 + W)} - \frac{v_i v_k v_{ki}}{W(1 + W)} + \frac{v_i v_j v_k v_{jk}}{W^2(1 + W)^2} \right).
\]

### 2.2. The convexity of the level sets of a function.

Now we give the definition of the convexity for the level sets \( \Sigma^u(x_o) \) in this special case.

For a domain \( \Omega \subset \mathbb{R}^n \) and \( u \in C^2(\Omega) \), we shall use the following notation.

**Definition 2.3.** Assuming \( |Du| \neq 0 \) in \( \Omega \), we denote the level set of \( u \) through a point \( x_o \in \Omega \) by \( \Sigma^u(x_o) := \{ x \in \Omega | u(x) = u(x_o) \} \).

Now we shall locally work near such a point \( x_o \), where \( |Du(x_o)| \neq 0 \). We first state the definition of the convexity for the level sets \( \Sigma^u(x_o) \) in this special case. Without loss of generality we assume \( u_o(x_o) \neq 0 \) and work on a small neighborhood of \( x_o \).
By the implicit function theorem, locally the level set $\Sigma^{u(x_o)}$ can be represented as (2.11), where the function $v(x')$ satisfies the following equation:

\[ u(x_1, x_2, \ldots, x_{n-1}, v(x_1, x_2, \ldots, x_{n-1})) = u(x_o). \]

It follows that

\[ u_i + u_n v_i = 0, \]

and hence

\[ v_i = -\frac{u_i}{u_n}. \]

From (2.10), we have

\[ W = \left(1 + |Du|^2\right)^\frac{1}{2} = \frac{|Du|}{|u_n|}. \]

Using (2.3) and (2.11), it follows that the upward normal direction of the level sets is

\[ \bar{n} = \frac{|u_n|}{|Du|u_n} (u_1, u_2, \ldots, u_{n-1}, u_n). \]

Now differentiating (2.9) again, we have

\[ u_{ij} + u_{in} v_j + u_{nj} v_i + u_{nn} v_i v_j + u_n v_{ij} = 0. \]

Then

\[ v_{ij} = -\frac{1}{u_n} [u_{ij} + u_{in} v_j + u_{nj} v_i + u_{nn} v_i v_j] = -\frac{1}{u_n^3} \left[u_n^2 u_{ij} + u_{nn} u_i u_j - u_n u_j u_{in} - u_n u_i u_{jn}\right]. \]

If we let

\[ h_{ij} = u_n^2 u_{ij} + u_{nn} u_i u_j - u_n u_j u_{in} - u_n u_i u_{jn}, \]

it follows that

\[ v_{ij} = -\frac{h_{ij}}{u_n^3}. \]

From (2.11) and (2.16), with respect to the upward normal direction (2.12), the second fundamental form $\mathbf{II}$ of the level surface of the function $u$ is

\[ (b_{ij}) = \left(\frac{v_{ij}}{W}\right) = \left(-\frac{|u_n| h_{ij}}{|Du|u_n^3}\right). \]

From Definition 2.4, we give the definition of the convexity for the level sets $\Sigma^{u(x_o)} = \{x \in \Omega | u(x) = u(x_o)\}$ of the function $u(x)$, where $|Du|(x_o) \neq 0$ in $\Omega$.

**Definition 2.4.** For the function $u(x) \in C^2(\Omega)$ we assume $|Du| \neq 0$ in $\Omega$, and locally we can let $u_n(x_o) \neq 0$ for $x_o \in \Omega$. We define locally that the level set $\Sigma^{u(x_o)} = \{x \in \Omega | u(x) = u(x_o)\}$ is convex if the second fundamental form (2.17) is nonnegative definite with respect to the upward normal direction (2.12).

**Remark 2.5.** At $x_o \in \Omega$, with $|Du|(x_o) \neq 0$, without loss of generality we may then assume $u_n(x_o) \neq 0$.

By choosing the coordinate system suitably, we may assume $\frac{Du}{|Du|}$ to be the upward normal of the level set $\Sigma^{u(x_o)}$ at $x_o$. Then $u_n(x_o) > 0$ by (2.12), and from
Definition 2.4, if the level set $\Sigma^{u(x_0)}$ at $x_0$ is convex with respect to the normal $\frac{Du}{|Du|}$, then the matrix $(h_{ij}(x_0))$ is nonpositive definite.

On the other hand, if we choose $-\frac{Du}{|Du|}$ to be the upward normal of the level set $\Sigma^{u(x_0)}$ at $x_0$, then $u_n(x_0) < 0$ by (2.12), and from Definition 2.4 if the level set $\Sigma^{u(x_0)}$ at $x_0$ is convex with respect to the normal $-\frac{Du}{|Du|}$, the matrix $h_{ij}(x_0)$ is nonnegative definite.

In the remainder of this paper, we always choose $\frac{Du}{|Du|}$ to be the upward normal of the level sets of $u$.

2.3. The curvature formulas of level sets of functions. Now we obtain the representation of the curvature matrix $(a_{ij})$ of the level sets of the function $u$ by the derivatives of $u$, and deduce the curvature formulas for the level sets of $u$. We work locally near $x_0 \in \Omega$ with $u_n(x_0) > 0$.

From (2.7), (2.11) and (2.17) it follows that the entries of the symmetric curvature matrix $(a_{ij})$ become

$$a_{ij} = \frac{1}{|Du|u_n^2} \left\{ -h_{ij} + \frac{u_i u_l h_{jl}}{W(1+W)u_n^2} + \frac{u_j u_l h_{il}}{W(1+W)u_n^2} - \frac{u_i u_j u_k u_l h_{kl}}{W^2(1+W)^2 u_n^4} \right\}. \quad (2.18)$$

We put

$$B_{ij} = \frac{u_i u_l h_{jl}}{W(1+W)u_n^2} + \frac{u_j u_l h_{il}}{W(1+W)u_n^2}, \quad C_{ij} = \frac{u_i u_j u_k u_l h_{kl}}{W^2(1+W)^2 u_n^4}, \quad \text{and} \quad (2.19)$$

$$A_{ij} := -h_{ij} + B_{ij} - C_{ij}. \quad (2.20)$$

Thus,

$$a_{ij} = \frac{1}{|Du|u_n^2} A_{ij}. \quad (2.21)$$

For the $C^2$ hypersurface $\Sigma^u$ in $\mathbb{R}^n$, we let $\kappa = (\kappa_1, \ldots, \kappa_{n-1})$ be its principal curvatures. For $m = 1, \ldots, n - 1$, the $m$-th curvature of $\Sigma^u$ is defined by

$$\sigma_m[\Sigma^u] = \sigma_m(\kappa_1, \ldots, \kappa_{n-1}),$$

where $\sigma_m$ is the $m$-th elementary symmetric function; that is, for $1 \leq m \leq n - 1$ and $\lambda = (\lambda_1, \ldots, \lambda_{n-1}) \in \mathbb{R}^{n-1}$,

$$\sigma_m(\lambda) = \sum_{1 \leq i_1 < \ldots < i_m \leq n-1} \lambda_{i_1} \cdots \lambda_{i_m}. \quad (1)$$

For an $(n-1) \times (n-1)$ symmetric matrix $V = (V_{ij})$, we define

$$\sigma_m(V) = \sum_{1 \leq i_1 < \ldots < i_m \leq n-1} \text{sgn}(\sigma)V_{i_1 i_{r(1)}} \cdots V_{i_m i_{r(m)}}. \quad (2.22)$$

Obviously

$$\sigma_m(V) = \sigma_m(\lambda)$$
with \( \lambda = \lambda(V) \) being the eigenvalues of \( V \). By the way, let \( F = F(M) \) be a \( C^2 \) function of the entries of an \( m \times m \) matrix \( M = (M_{ij}) \). Then the following notation may also be used in the next two sections:

\[
F_{ij} := \frac{\partial F}{\partial M_{ij}}, \quad F_{ij,rs} := \frac{\partial^2 F}{\partial M_{ij} \partial M_{rs}}.
\]

The principal curvatures of the level set \( \Sigma^u(x_o) \) of the function \( u \in C^2(\Omega) \) then are the eigenvalues of the \((n-1) \times (n-1)\) symmetric matrix

\[
(a_{ij}) = \left( \frac{1}{|Du|^2} A_{ij} \right).
\]

The \( m \)-th curvatures are given by

\[
\sigma_m[\Sigma^e] = \sigma_m(\kappa_1, \ldots, \kappa_{n-1}) = \left( \frac{1}{|Du|^2} \right)^m \sigma_m(A_{ij}),
\]

where there is no sum for \( 1 \leq m \leq n-1 \).

**Proposition 2.6.** Let \( u(x) \in C^2(\Omega) \) for \( \Omega \subset \mathbb{R}^n \) and \( |Du| \neq 0 \) in \( \Omega \). Then the \( k \)-th curvature of the level set \( \Sigma^e \), w.r.t. the normal \( Du \), is

\[
\sigma_k[\Sigma^e] = (-1)^k \frac{\partial \sigma_{k+1}(D^2u)}{\partial u_\alpha u_\beta} u_\alpha u_\beta |Du|^{-(k+2)},
\]

where \( 1 \leq k \leq n-1 \) and there is no sum for \( k \) on the right of \((2.24)\).

**Remark 2.7.** In [22], Trudinger obtained a similar formula for the \( k \)-th curvature of the level set \( \Sigma^e \).

**Proof.** We first prove that the formula \((2.24)\) is independent of the choice of the coordinate system \( \{x_\alpha\} \) of \( \mathbb{R}^n \). Then we calculate \((2.24)\) for a special coordinate system.

**Step 1.** Let \( P = (p_{\alpha\beta}) \) be an orthogonal transformation between two coordinate systems, i.e. \( (\bar{x}_1, \ldots, \bar{x}_n) = (x_1, \ldots, x_n)P \). Define \( \bar{u}(\bar{x}) = u(\bar{x}P^T) \). Denote by \( D\bar{u} = (\bar{u}_1, \ldots, \bar{u}_n) \) and \( D^2\bar{u} = (\bar{u}_\alpha\beta) \) the gradient and the Hessian respectively of \( \bar{u} \) w.r.t. \( (\bar{x}_1, \ldots, \bar{x}_n) \). Then we have

\[
\begin{align*}
(\bar{u}_1, \ldots, \bar{u}_n) &= (u_1, \ldots, u_n)P, \\
(\bar{u}_\alpha\beta) &= P^T(u_\alpha\beta)P = P^{-1}(u_\alpha\beta)P, \\
(u_\alpha\beta) &= P(\bar{u}_\alpha\beta)P^T = \frac{\partial u_\alpha\beta}{\partial u_\alpha\beta} = p_{\gamma\alpha}p_{\delta\beta}.
\end{align*}
\]
Clearly $|Du|$ and $\sigma_k(D^2u)$ are the invariants of $P$; i.e., $|D\bar{u}| = |Du|$ and $\sigma_k(D^2\bar{u}) = \sigma_k(D^2u)$ for $1 \leq k \leq n-1$. Therefore we can derive

$$
\frac{\partial \sigma_{k+1}(D^2u)}{\partial u_{\alpha\beta}} u_{\alpha\beta} = \frac{\partial \sigma_{k+1}(D^2u)}{\partial u_{\gamma\delta}} \frac{\partial u_{\gamma\delta}}{\partial u_{\alpha\beta}} (u_{\lambda\mu}p_{\lambda\alpha})(u_{\mu\beta})
$$

$$
= \frac{\partial \sigma_{k+1}(D^2u)}{\partial u_{\gamma\delta}} p_{\gamma\alpha\delta\beta\lambda\mu} u_{\lambda\mu}u_{\delta\beta} (p_{\gamma\alpha\delta\beta\lambda\mu})
$$

$$
= \frac{\partial \sigma_{k+1}(D^2u)}{\partial u_{\gamma\delta}} u_{\lambda\mu} \delta_{\gamma\delta} \delta_{\lambda\mu} \cdots \cdots \text{ for } P \text{ an orthogonal matrix}
$$

$$
= \frac{\partial \sigma_{k+1}(D^2u)}{\partial u_{\gamma\delta}} u_{\lambda\mu} u_{\delta\gamma} u_{\lambda\mu}.
$$

The above calculations show that the right side of (2.24) is invariant under orthogonal transformations.

**Step 2.** For any point $x_0 \in \Omega$, we choose a special coordinate system such that $|Du| = u_n > 0$ and $(u_{ij})$ (and hence $A_{ij}$ by (2.20)) is diagonal. Therefore the $\sigma_k$ curvature of the level sets is

$$
\sigma_k[\Sigma^{u(x_0)}] = \sigma_k(\kappa_1, ..., \kappa_{n-1}) = \frac{1}{|Du| u_n}^k \sigma_k(A_{ij})
$$

$$
= \left(-1\right)^k \frac{\partial \sigma_{k+1}(D^2u)}{|Du|^k} \frac{\partial u_{nn}}{\partial u_{nn}} u_n u_n |Du|^{-(k+2)}.
$$

Note that there is no sum for $1 \leq k \leq n-1$.

From Step 1 and Step 2, we get the proof of the curvature formula (2.24). $\square$

### 3. PROOF OF THEOREM 1.2

Let $u$ be a solution of (1.2) and $|Du| \neq 0$ in $\Omega$. Assume the level lines of $u$ are convex with respect to the normal $Du$. Then, by (2.24), the curvature of the level lines of $u$ is

$$(3.1) \quad K = -F^{ij} u_i u_j \mid Du \mid^{-3},$$

where $F^{ij}$ is as in (2.22) with $F := \det(D^2u)$. In this section, the repeated indices are summed from 1 to 2, unless stated otherwise.

By (1.5), (1.2) is equivalent to

$$(3.2) \quad a^{ij} u_{ij} = 0 \text{ in } \Omega.$$

At any fixed point $x \in \Omega$, we will prove the following elliptic inequality:

$$(3.3) \quad a^{ij} K_{ij} + b^i K_i \leq 0,$$

with $b^i$ locally bounded. Then by the strong maximum principle [10], we can get our result, Theorem 1.2, immediately.

Differentiating both sides of (3.1), we deduce:

$$(3.4) \quad K_{ij} = -F^{ij,rs} u_{rs\alpha} u_{ij} \mid Du \mid^{-3} -2F^{ij} u_{i\alpha} u_{j} \mid Du \mid^{-3} + 3F^{ij} u_{i\alpha} u_{j\alpha} u_{k\alpha} \mid Du \mid^{-5}.$$
Next, all the calculations will be done at the fixed point $x$. In order to prove (3.3) at an arbitrary point $x \in \Omega$, as in Caffarelli-Friedman [3], we choose the normal coordinate at $x$. By rotating the coordinate system suitably by $T_x$, we may assume that $u_1(x) = 0$ and $u_2(x) = |\nabla u| > 0$. We can further assume that $u_{11}(x) < 0$. We also choose $T_x$ to vary smoothly with $x$. If we can establish (3.3) at $x$ under the above assumptions, then going back to the original coordinate we find that (3.3) remains valid with new locally bounded coefficients on $\nabla K$ in (3.3), depending smoothly on the independent variables. Thus it suffices to establish (3.3) under the above assumptions.

From now on, all the calculations will be done at the fixed point $x$. So we can get by (3.2):

\[
K_\alpha = -F^{22,rs}u_{r,s\alpha}u^2_\alpha \mid Du \mid^{-3} -2F^{i\alpha}u_{i\alpha}u_2 \mid Du \mid^{-3} +3F^{22}u^3_2u_{2\alpha} \mid Du \mid^{-5}
\]

and

\[
|Du|^3K_{\alpha\beta} = -F^{22,rs}u_{r,s\alpha\beta}u^2_\alpha - 2F^{i\alpha}u_{i\alpha\beta}u_2 + 3F^{22}u^2u_{2\alpha\beta}
- 4F^{i2,rs}u_{r,s\alpha\beta}u_2 + 3F^{22,rs}u_{r,s\alpha}u_2 + 3F^{22,rs}u_{r,s\beta}u_2
- 2F^{ij}u_{i\alpha\beta}u_{j\alpha\beta} + 6F^{i2}u_{i\alpha\beta}u_{2\alpha}
+ 3F^{22}u_{\alpha\alpha\beta}u_{\beta\alpha\beta} - 15F^{22}u_{2\alpha\beta}u_{2\beta}.
\]

Multiplying by $a^{\alpha\beta}$ on both sides of the above equality, we have

\[
|Du|^3a^{\alpha\beta}K_{\alpha\beta} = -u_2^2 F^{22,rs}u_{r,s\alpha\beta}a^{\alpha\beta} - 2u_2 F^{i\alpha}a_{i\alpha\beta}u_2 + 3u_2 F^{22}u_{2\alpha\beta}a^{\alpha\beta}
- 4u_2 F^{i2,rs}u_{r,s\alpha\beta}a^{\alpha\beta} + 6u_2 F^{22,rs}u_{r,s\alpha}a^{\alpha\beta}
- 2F^{ij}u_{i\alpha\beta}a_{j\alpha\beta} + 12F^{i2}u_{i\alpha\beta}a_{2\alpha}
+ 3F^{22}u_{\alpha\alpha\beta}a_{\beta\alpha\beta} - 15F^{22}u_{2\alpha\beta}a_{2\beta}.
\]

By the equation (3.2), we can see

\[
u_{r,s\alpha\beta}a^{\alpha\beta} = -u_{\alpha\beta}(a^{\alpha\beta})_r + (u_{\alpha\beta}a^{\alpha\beta})_r = -u_{\alpha\beta}(a^{\alpha\beta})_r
\]

and

\[
u_{r,s\alpha\beta}a^{\alpha\beta} = -u_{\alpha\beta}(a^{\alpha\beta})_s - u_{s\alpha\beta}(a^{\alpha\beta})_r - u_{\alpha\beta}(a^{\alpha\beta})_r + (u_{\alpha\beta}a^{\alpha\beta})_s
= -u_{\alpha\beta}(a^{\alpha\beta})_s - u_{s\alpha\beta}(a^{\alpha\beta})_r - u_{\alpha\beta}(a^{\alpha\beta})_r.
\]

Hence

\[
u_2^2 F^{22,rs}u_{r,s\alpha\beta}a^{\alpha\beta} = u_2^2 F^{22,11}u_{1\alpha\beta}a^{\alpha\beta}
= -2u_2^2 F^{22,11}u_{1\alpha\beta}(a^{\alpha\beta})_1 - u_2^2 F^{22,11}u_{\alpha\beta}(a^{\alpha\beta})_{11}
\]

and

\[
u_2^2 F^{i2}u_{i\alpha\beta}a^{\alpha\beta} = -u_2 F^{i2}u_{\alpha\beta}(a^{\alpha\beta}).
\]

Substituting the above two equalities into (3.7) shows

\[
|Du|^3a^{\alpha\beta}K_{\alpha\beta} = 2u_2^2 F^{22,11}u_{1\alpha\beta}(a^{\alpha\beta})_1 + u_2^2 F^{22,11}u_{\alpha\beta}(a^{\alpha\beta})_{11}
+ 2u_2 F^{i2}u_{\alpha\beta}(a^{\alpha\beta})_1 - 3u_2 F^{22}u_{\alpha\beta}(a^{\alpha\beta})_2
- 4u_2 F^{i2,rs}u_{r,s\alpha\beta}a^{\alpha\beta} + 6u_2 F^{22,rs}u_{r,s\alpha}a^{\alpha\beta}
- 2F^{ij}u_{i\alpha\beta}a^{\alpha\beta} + 12F^{i2}u_{i\alpha\beta}a^{\alpha\beta}
+ 3F^{22}u_{\alpha\alpha\beta}a^{\alpha\beta} - 15F^{22}u_{2\alpha\beta}a^{\alpha\beta}.
\]
More precisely we have

\begin{equation}
|Du|^3 a^\alpha\beta K_{\alpha\beta} := -[I + II + III],
\end{equation}

where

\begin{align}
I &:= -2u_2^2 F^{22,11} u_{1\alpha\beta} (a_{\alpha\beta})_1 - u_2^3 F^{22,11} u_{\alpha\beta} a_{\alpha\beta} \quad (a_{\alpha\beta})_1 \\
&= -2u_2^3 \Delta u_{1\alpha\beta} - u_2^3 \Delta u_{1\alpha\beta}
\end{align}

\begin{align}
II &:= 4u_2 F^{12,rs} u_{rs} u_{\alpha\beta} a_{\alpha\beta} - 2u_2 F^{22,rs} u_{rs} u_{2\alpha\beta} a_{\alpha\beta},
\end{align}

\begin{align}
III &:= 2F^{11} u_{1\alpha\beta} a_{\alpha\beta} - 10F^{12} u_{2\alpha\beta} a_{\alpha\beta} - 3F^{22} u_{1\alpha\beta} a_{\alpha\beta} + 12F^{22} u_{2\alpha\beta} a_{\alpha\beta}.
\end{align}

Next, we will calculate the above terms step by step. Clearly

\begin{equation}
(a_{\alpha\beta})_1 = 2u_k u_{k1\delta\alpha\beta} + (p - 2)u_{1\alpha\beta} + (p - 2)u_{\alpha\beta}
\end{equation}

and

\begin{equation}
(a_{\alpha\beta})_{11} = 2u_k u_{k11\delta\alpha\beta} + 2u_k u_{k1\delta\alpha\beta} + (p - 2)u_{1\alpha\beta} + (p - 2)u_{1\beta\alpha} + (p - 2)u_{\alpha\beta}.
\end{equation}

Hence we get

\begin{align}
I_1 &= -2u_2^2 F^{22,11} u_{1\alpha\beta} (a_{\alpha\beta})_1 \\
&= -4u_2^3 u_{1\alpha\beta} u_{12\alpha} - 4(p - 2)u_2^3 u_{12\alpha} u_{1\alpha},
\end{align}

\begin{align}
I_2 &= -u_2^2 F^{22,11} u_{\alpha\beta} (a_{\alpha\beta})_{11} \\
&= -2u_2^3 u_{112} \Delta u - 2u_2^3 u_{k1} u_{1\alpha\beta} \Delta u - 2(p - 2)u_2^3 u_{2\alpha\beta} u_{1\alpha\beta} - 2(p - 2)u_2^3 u_{2\alpha\beta} u_{1\alpha\beta},
\end{align}

\begin{align}
I_3 &= -2u_2 F^{12} u_{\alpha\beta} (a_{\alpha\beta})_1 \\
&= 4u_2^3 u_{1\alpha\beta} \Delta u - 2(p - 2)u_2^3 u_{1\alpha\beta} u_{2\alpha},
\end{align}

and

\begin{align}
I_4 &= u_2^3 F^{22} u_{2\alpha\beta} (a_{\alpha\beta})_2 \\
&= u_2 u_{1\alpha\beta} (2u_k u_{k2} \delta_{\alpha\beta} + (p - 2)u_{2\alpha\beta} + (p - 2)u_{\alpha\beta}) + 2(p - 2)u_2^3 u_{1\alpha\beta} u_{2\alpha},
\end{align}

Substituting (3.17)–(3.20) into the first term in (3.14), we can see that

\begin{align}
I &= I_1 + I_2 + I_3 + I_4 \\
&= -2pu_2^3 u_{111} u_{1\alpha\beta} - u_2^3 (4p - 6)u_{1\alpha\beta} + 2(p - 1)u_{2\alpha\beta} \quad u_{1\alpha\beta}
\end{align}

For the second term in (3.14):

\begin{align}
II_1 &= 4u_2 F^{12,rs} u_{rs} u_{1\alpha\beta} a_{\alpha\beta} \\
&= -4u_2^3 u_{111} u_{1\alpha\beta} - 4(p - 1)u_2^3 u_{1\alpha\beta}
\end{align}

and

\begin{align}
II_2 &= -2u_2 F^{22,rs} u_{rs} u_{2\alpha\beta} a_{\alpha\beta} \\
&= -2u_2^3 u_{12\alpha\beta} - 2(p - 1)u_2^3 u_{2\alpha\beta}.
\end{align}
Substituting (3.25) and (3.30) into (3.13), it follows that:

\[
I + II := -2(p + 1)u_2^3u_{12}u_{111} - u_2^3[(4p - 2)u_{11} + 4(p - 1)u_{22}]u_{112} - 8(p - 1)u_2^3u_{12}u_{112},
\]

Next we deal with the last term in (3.14):

\[
III_1 := 2F^j u_{ij} u_{i,j} \alpha \beta \\
= 2u_{22}^2 u_{ij} u_{i,j} \alpha \beta - 2u_{12} u_{10} u_{i,j} \alpha \beta \\
= 2u_2^2 u_1^2 u_{12} - 2u_2^2 u_1 u_{12}^2,
\]

\[
III_2 := -10F^j u_{ij} u_{i,j} \alpha \beta \\
= 10u_{12} u_{10} u_{i,j} \alpha \beta - 10u_{12} u_{10} u_{i,j} \alpha \beta \\
= -10(p - 1)u_2^2 u_{11} u_{12}^2 + 10(p - 1)u_2^2 u_{12}^2 u_{22},
\]

and

\[
III_3 := -3F^j u_{ij} u_{i,j} \alpha \beta \\
= -3u_2^3 u_1^4 - 3(p - 1)u_2^2 u_{11} u_{12}^2,
\]

\[
III_4 := 12F^j u_{ij} u_{i,j} \alpha \beta \\
= 12u_2^2 u_{11} u_{12}^2 + 12(p - 1)u_2^2 u_{11} u_{12}^2.
\]

By (3.26)-(3.29) we have

\[
III := III_1 + III_2 + III_3 + III_4
\]

\[
= -3u_2^3 u_{11}^3 + 2u_2^3 u_{12}^2 u_{22} - (3p - 13)u_2^3 u_{11} u_{12}^2 + 2(p - 1)u_2^2 u_{11} u_{12}^2 + 10(p - 1)u_2^2 u_{12}^2 u_{22}.
\]

Substituting (3.26) and (3.30) into (3.13), it follows that:

\[
|Du|^3 a_{\alpha \beta} K_{\alpha \beta} := -[I + II + III]
\]

\[
= 2(p + 1)u_2^3 u_{12} u_{111} + u_2^3[(4p - 2)u_{11} + 4(p - 1)u_{22}]u_{112} + 8(p - 1)u_2^3 u_{12} u_{112} + (2p + 1)u_2^3 u_{11}^2 - 2u_2^3 u_{12} u_{22} + (p - 11)u_2^2 u_{11} u_{12}^2 - 4(p - 1)u_2^2 u_{11} u_{12}^2 - 12(p - 1)u_2^2 u_{12}^2 u_{22}.
\]

To get (3.30) from (3.31), we must deal with the third derivatives of \( u \). Now, by (3.3) we can see

\[
|Du|^3 K_{\alpha} = -F^{i,j} u_1 u_{12} u_{11} u_{22} + F^{i,j} u_1 u_{12} u_{11} u_{22} + 3F^{i,j} u_1 u_{12} u_{11} u_{22}.
\]

By taking \( \alpha = 1, 2 \) in (3.32) we can get respectively:

\[
u_2 u_{111} = 3u_{11} u_{12} - u_2^2 K_1
\]

and

\[
u_2 u_{112} = u_{11} u_{22} + 2u_2^2 - u_2^2 K_2.
\]
On the other hand, differentiating the equation (3.2) shows
\begin{equation}
0 = (a^{ij} u_{ij})_\alpha = u_{ij\alpha} a^{ij} + u_{ij} (a^{ij})_\alpha
\end{equation}
(3.35)
\begin{align*}
&= u_{ij1\alpha} + (p - 1) u_{i2} u_{22\alpha} + 2 u_{22} u_{12\alpha} \\
&\quad + 2(p - 1) u_{22} u_{22\alpha} + 2(p - 2) u_{22} u_{12} u_{1\alpha}.
\end{align*}

Taking $\alpha = 1$ in (3.35), we have, together with (3.33):
\begin{equation}
(p - 1) u_{22} u_{12} = -(2p + 1) u_{11} u_{12} - 2(p - 1) u_{12} u_{22} + u_{2}^2 K_2.
\end{equation}
(3.36)

Substituting (3.33), (3.34) and (3.36) into (3.31) to cancel the third derivative of $u$, we have
\begin{equation}
|Du|^3 a^{\alpha\beta} K_{\alpha\beta} + G(DK) = (2p + 1) u_{2}^3 u_{11}^3 + 4(p - 1) u_{2}^3 u_{11} u_{22}
- (p + 17) u_{2}^4 u_{11} u_{2}^2 - 20(p - 1) u_{2}^2 u_{12} u_{22},
\end{equation}
(3.37)
where $G(DK) = (2p - 3) u_{2}^3 u_{12} K_1 + [(4p - 2) u_{11} + 4(p - 1) u_{22}] u_{2}^2 K_2$.

By equation (3.2) we also have:
\begin{equation}
0 = a^{ij} u_{ij} = u_{ij} [u_{2}^2 \delta_{ij} + (p - 2) u_i u_j]
= u_{2}^2 u_{11} + (p - 1) u_{2}^2 u_{22};
\end{equation}
i.e.
\begin{equation}
(u_{2}^2 u_{11} - (p - 1) u_{22}).
\end{equation}
(3.39)

Combining this with (3.37), we finally get:
\begin{equation}
|Du|^3 a^{\alpha\beta} K_{\alpha\beta} + b^\alpha K_\alpha = -u_{11} [(3 - 2p) u_{11} + (p - 3) u_{12}^2],
\end{equation}
(3.40)
where $b^1 = 2(p - 3) u_{2}^3 u_{12}$, $b^2 = 2(2p - 3) u_{2}^3 u_{11}$.

Since the level lines of $u$ are all convex with respect to the normal $Du$, and $K = -\frac{u_{11} u_{2}^2}{|Du|^2}$ at the fixed point $x$, we know that $u_{11} \leq 0$. Hence, when $\frac{3}{2} \leq p \leq 3$, (3.40) implies (3.3), and the proof of Theorem 1.2 is complete. \hfill \Box

4. Proof of Theorem 1.3

We follow the same idea as in the proof of Theorem 1.2 in this section; i.e., we deduce a similar $p$-Laplacian inequality. The only difference between two and three dimensions is in the third derivative terms. Of course, this time the terms with third derivatives of $u$ are more complicated than in the two dimensional case, where only linear terms containing third derivatives of $u$ appear. Now in the three dimensional case, we have to treat the whole expression as a quadratic polynomial in the third derivatives of $u$. Since, in the three dimensional case, we have ten third derivative terms, using the equation and the first derivatives of the Gaussian curvature we can get six conditions on the third derivative terms. So at the end, we shall leave four third derivative terms $\{u_{1111}, u_{1112}, u_{1113}, u_{1123}\}$ in the last formulas (4.76) in this section. In the three dimensional case, these third derivative terms as well as the second derivative terms in the formulas (4.76) carry “good” signs. From this we obtain the key inequality (1.4).

Let $u$ be a $p$-harmonic function as in Theorem 1.3; in particular, its level sets are strictly convex with respect to the normal $Du$. By (2.21), the Gaussian curvature of the level sets of $u$ is
\begin{equation}
K = F^{ij} u_{i} u_{j} |Du|^{-4},
\end{equation}
(4.1)
where we have used the notation as in the last section, in addition that
\begin{equation}
F_{ij,rs,pq} := \frac{\partial^3 F}{\partial u_{ij} \partial u_{rs} \partial u_{pq}}.
\end{equation}

However, in this section, the repeated indices are summed from 1 to 3, unless stated otherwise. Now our equation can also be written as:
\begin{equation}
a_{ij} u_{ij} = 0 \quad \text{in} \quad \Omega.
\end{equation}

At any fixed point \( x \in \Omega \), we will deduce the following elliptic inequality:
\begin{equation}
a_{ij} F_{ij} = b^\alpha K_{\alpha \beta} + b^\beta K_{\alpha \beta} \leq 0,
\end{equation}
with \( b^\alpha \) locally bounded. Then by the strong maximum principle [10], we can get our result immediately.

To simplify the calculations, we first rewrite (4.11) as:
\begin{equation}
|Du|^4 K = F_{ij} u_{ij}.
\end{equation}

Now we begin the proof of Theorem 1.3.

Differentiating both sides of (4.15), we get respectively:
\begin{equation}
(|Du|^4 K)_{ij} = |Du|^4 K_{ij} + (|Du|^4)_\alpha K_{ij} + (|Du|^4)_{ij} \alpha K_{\alpha ij}
\end{equation}
and
\begin{equation}
(F_{ij} u_{ij})_{ij} = F_{ij,rs} u_{rs} u_{ij} + 4F_{ij} u_{ij} u_{ij}.
\end{equation}

Differentiating respectively once again,
\begin{equation}
(|Du|^4 K)_{ij} = |Du|^4 K_{ij} + (|Du|^4)_{ij} \alpha K_{\alpha ij} + (|Du|^4)_\alpha \beta K_{ij} + (|Du|^4)_{ij} \beta \alpha K
\end{equation}
and
\begin{equation}
(F_{ij} u_{ij})_{ij} = F_{ij,rs} u_{rs} u_{ij} + F_{ij,rs} u_{rs} u_{ij} + 4F_{ij} u_{ij} u_{ij} + 4F_{ij} u_{ij} u_{ij}.
\end{equation}

These mean:
\begin{equation}
|Du|^4 K_{ij} = F_{ij,rs} u_{rs} u_{ij} + 4F_{ij} u_{ij} u_{ij} + 4F_{ij} u_{ij} u_{ij}.
\end{equation}

Clearly
\begin{equation}
(|Du|^4)_{ij} = (4|Du|^2 u_{ij} u_{ij})_{ij} + 4|Du|^2 u_{ij} u_{ij} + 4|Du|^2 u_{ij} u_{ij}.
\end{equation}

Substitute (4.11) into (4.10) and multiply both sides by \( a_{ij} \) to derive:
\begin{equation}
|Du|^4 a_{ij} K_{ij} = F_{ij,rs} u_{rs} u_{ij} a_{ij} + 4F_{ij} u_{ij} u_{ij} a_{ij} + 4F_{ij} u_{ij} u_{ij} a_{ij} + 2F_{ij} u_{ij} u_{ij} a_{ij} + 4F_{ij} u_{ij} u_{ij} a_{ij} + 4F_{ij} u_{ij} u_{ij} a_{ij}.
\end{equation}

In order to prove (4.14) at an arbitrary point \( x \in \Omega \), as in Caffarelli-Friedman, we choose the normal coordinate at \( x \). By rotating the coordinate system suitably by \( T_x \), we may assume that \( u_i(x) = 0 \), \( 1 \leq i \leq 2 \) and \( u_3(x) = |\nabla u| > 0 \).

We can further assume that the matrix \( (u_{ij}(x)) \) \((1 \leq i, j \leq 2)\) is diagonal and
$u_{ii}(x) < 0, 1 \leq i \leq 2$. We also choose $T_x$ to vary smoothly with $x$. If we can establish (4.4) at $x$ under the above assumptions, then going back to the original coordinate, we find that (4.4) remains valid with new locally bounded coefficients on $\nabla K$ in (4.3), depending smoothly on the independent variables. Thus it suffices to establish (4.4) under the above assumptions.

From now on, all the calculations will be done at the fixed point $x$; we have $K = F^{33}u_{33}|Du|^{-4} = u_{11}u_{22}|Du|^{-2} > 0$. Now (4.12) can be rewritten as:

\[
|Du|^4 a^{\alpha \beta} K_{\alpha \beta} + G_1(DK) = u_3^2 F^{33, rs, pq}_u p_{q \beta} u_{r \alpha \beta} - 2 u_3^2 F^{33, rs, u \alpha \beta} (\alpha \beta)_s - 2 u_3^2 F^{33, rs, u \alpha \beta} (\alpha \beta)_r
\]

(4.13)

where $G_1(DK) = 2(|Du|^4)_{\beta} a^{\alpha \beta} K_{\alpha}$. Inserting (3.8)-(3.9) into (4.13), it follows that

\[
|Du|^4 a^{\alpha \beta} K_{\alpha \beta} + G_1(DK) = u_3^2 F^{33, rs, pq}_u p_{q \beta} u_{r \alpha \beta} - 2 u_3^2 F^{33, rs, u \alpha \beta} (\alpha \beta)_s - 2 u_3^2 F^{33, rs, u \alpha \beta} (\alpha \beta)_r
\]

(4.14)

The following calculations are easy:

(4.15) \( (a^{\alpha \beta})_r = 2 u_k u_{kr} \delta_{\alpha \beta} + (p - 2) u_{ra} u_{\beta} + (p - 2) u_{\alpha} u_{r \beta} \)

and

(4.16) \( (a^{\alpha \beta})_s = 2 u_k u_{ks} \delta_{\alpha \beta} + 2 u_{kr} u_{ks} \delta_{\alpha \beta} + (p - 2) u_{rs \alpha} u_{\beta} + (p - 2) u_{\alpha} u_{r s \beta} \)

Substituting (4.16) into (4.14), we have:

\[
|Du|^4 a^{\alpha \beta} K_{\alpha \beta} + G_1(Dk) = u_3^2 F^{33, rs, pq}_u p_{q \beta} u_{r \alpha \beta} - 2 u_3^2 F^{33, rs, u \alpha \beta} (\alpha \beta)_s - 2 u_3^2 F^{33, rs, u \alpha \beta} (\alpha \beta)_r
\]

(4.17)

where

(4.18) \( I := F^{33, rs, pq}_u p_{q \beta} u_{r \alpha \beta} \)

(4.19) \( II := -2 F^{33, rs}_u u_{\alpha \beta} (\alpha \beta)_s - 2 u_3 F^{33, rs}_u u_{33} \Delta u - 2 (p - 2) u_3 F^{33, rs}_u u_{\alpha \beta} u_{\alpha \beta} + 4 u_3 F^{33, rs}_u u_{33} u_{\alpha \beta} u_{\alpha \beta} \)
and
\[
III := -2(p - 2)F^{33,rs}u_{rs}u_{\alpha\beta}u_{\alpha\beta} - 2F^{33,rs}u_{kr}u_{ks}\Delta u - \frac{2}{u_3}F^{33}u_{\alpha\beta}(a^\alpha)^i_j + \frac{4}{u_3}F^{33}u_{\alpha\beta}(a^\alpha)_3 \\
+ \frac{2}{u_3^2}F^{ij}u_{ia}u_{j\beta}a^\alpha - \frac{8}{u_3}F^{33}u_{3\alpha}a^\alpha - \frac{4}{u_3}F^{33}u_{ka}u_{k\beta}a^\alpha.
\]

(4.20)

Here we consider the expression as a quadratic polynomial in the third derivatives of \(u\) and we group all terms according to the degrees of the third derivatives of \(u\).

Next, we calculate all the terms on the right of (4.17) in more detail.

To deal with the third derivatives of \(u\), we need some preparations to find the relationship between them.

By (4.16) and (4.17) we have:
\[
|Du|^4K_\alpha = -([Du]^4)_\alpha K + F^{ij,rs}u_{rs}u_{ij} + 2F^{ij}u_{ia}u_j \\
= -4|Du|^2u_{kr}u_{ks}K + F^{ij,rs}u_{rs}u_{ij} + 2F^{ij}u_{ia}u_j \\
= -4u_3F^{33}u_{3\alpha} + u_3^2F^{33,rs}u_{rs} + 2u_3F^3u_{ia} \\
= u_3^2u_{2111\alpha} + u_3^2u_{111\alpha} \\
- 2u_3u_{1122\alpha} - 2u_3u_{1132u_{23}} - 2u_3u_{2231u_{10}};
\]
i.e.
\[
u_3^2u_{111\alpha} = -u_3^2u_{2111\alpha} + 2u_3u_{1122\alpha} + 2u_3u_{1132u_{23}} + 2u_3u_{2231u_{10}} + |Du|^4K_\alpha.
\]

(4.22)

Taking \(\alpha = 1, 2, 3\) in (4.22) respectively, we can get:
\[
\begin{align*}
u_3u_{122} &= -\frac{u_3^2}{u_3^2}u_{3111} + 4u_{1122} + \frac{\alpha}{u_3^2}K_1, \\
u_3u_{222} &= -\frac{u_3^2}{u_3^2}u_{3112} + 4u_{2222} + \frac{\alpha}{u_3^2}K_2, \\
u_3u_{232} &= -\frac{u_3^2}{u_3^2}u_{3113} + 2\frac{u_3}{u_3^2}u_{32} + 2u_{2232} + 2u_{33} + \frac{\alpha}{u_3^2}K_3.
\end{align*}
\]

(4.23)

We have, moreover, by differentiating equation (4.3):
\[
0 = (a^{ij}u_{ij})_\alpha = \frac{\alpha}{u_3^2}u_{3111} + u_3^2u_{222} + (p - 1)u_3^2u_{333} \\
+ 2u_3u_{3\alpha}\Delta u + 2(p - 2)u_3u_{33u_{ia}};
\]
i.e.
\[
(1 - p)u_3u_{333} = u_3u_{1111} + u_3^2u_{222} + 2u_3\Delta u + 2(p - 2)u_3u_{ia}.
\]

(4.24)

Taking \(\alpha = 1, 2\) in (4.23), respectively, and combining (4.23), we can get:
\[
(1 - p)u_3u_{133} = u_3u_{1111} + u_3^2u_{221} + 2u_{31}\Delta u + 2(p - 2)u_3u_{113} \\
= (1 - \frac{u_3^2}{u_3^2})u_3u_{1111} + 2(p - 1)u_{1111} + 6u_{1132} \\
+ 2(p - 1)u_3u_{33} + \frac{\alpha}{u_3^2}K_1,
\]
and
\[
(1 - p)u_3u_{233} = u_3u_{1112} + u_3^2u_{222} + 2u_{32}\Delta u + 2(p - 2)u_3u_{23} \\
= (1 - \frac{u_3^2}{u_3^2})u_3u_{1112} + 2u_{11u_2} \\
+ 2(p - 1)u_3u_{23} + 2(p - 1)u_{23} + \frac{\alpha}{u_3^2}K_2.
\]

(4.26)

(4.27)

Now we are at the position to calculate (4.17) in more detail. We have:
\[
I := F^{33,rs,sp}u_{pq}u_{rs}u_{sp}a^\alpha \\
= 2F^{33,2211}u_{1113}u_{222}a^\alpha + 2F^{33,1221}u_{123}\Delta u_{21a}a^\alpha \\
= 2u_3^2u_{1111}u_{112} + 2u_3^2u_{1112}u_{22} + 2(p - 1)u_3^2u_{113}u_{23} \\
- u_3^2u_{12} - 2u_3^2u_{22} - 2(p - 1)u_3^2u_{23}.
\]

(4.28)
Using (4.23) we get:

\[(4.29)\]
\[2u_3^3u_{111}u_{122} - 2u_3^3u_{12}^2 = -2\frac{u_{22}}{u_{11}}(1 + \frac{u_{22}}{u_{11}})u_3^3u_{111}^2 + 8(1 + 2\frac{u_{22}}{u_{11}})u_{113}u_{22}u_3u_{111} - 32u_3^3u_{111}^2 \]
\[+ (2u_3^3\frac{u_{11} + 2u_{22}}{u_{11}})u_{111}^2 - 16u_3^3\frac{u_{11}u_{22}}{u_{11}})K_1 - 2(u_3^3u_{111})^2, \]

\[(4.30)\]
\[2u_3^3u_{112}u_{222} - 2u_3^3u_{12}^2 = -2(1 + \frac{u_{22}}{u_{11}})u_3^3u_{112}^2 + 8u_{22}u_{23}u_3u_{112} + 2u_3^3\frac{u_{111}}{u_{11}}K_2, \]
and
\[(4.31)\]
\[2(p - 1)u_3^3u_{113}u_{223} = -2(p - 1)\frac{u_{22}}{u_{11}}u_3^3u_{113}^2 \]
\[+ 4(p - 1)u_3u_{113}(\frac{u_{22}}{u_{11}}u_3^3 + u_{22}u_{33} + u_3^2) + 2(p - 1)u_3^3\frac{u_{111}}{u_{11}}K_3, \]

Substituting (4.29)–(4.31) into (4.28), it follows that

\[(4.32)\]
\[I := F^{33, r s} p_{q r} p_{s a} a^{\alpha \beta} = -2\frac{u_{22}}{u_{11}}(1 + \frac{u_{22}}{u_{11}})u_3^3u_{111}^2 - 2(1 + \frac{u_{22}}{u_{11}})u_3^3u_{112}^2 \]
\[-2(p - 1)\frac{u_{22}}{u_{11}}u_3^3u_{113}^2 - 2(p - 1)u_3^3u_{12}^2 \]
\[+ 8(1 + 2\frac{u_{22}}{u_{11}})u_{113}u_{22}u_3u_{111} + 8u_{22}u_{23}u_3u_{111} \]
\[+ 4(p - 1)u_3u_{113}(\frac{u_{22}}{u_{11}}u_3^3 + u_{22}u_{33} + u_3^2) - 32u_3^3u_{113}^2 + G_2(D K) \]
with
\[(4.33)\]
\[G_2(D K) = -2u_3^3u_{111}(\frac{u_{111}}{u_{11}}K_1)^2 + 2u_3^3\frac{u_{111}^2}{u_{11}}K_2 + 2(p - 1)u_3^3\frac{u_{111}^2}{u_{11}}K_3. \]

Next we calculate (4.19):

\[(4.34)\]
\[I_{11} := -2F^{33, r s} u_{r q} p_{s a} a^{\alpha \beta}, \]
\[= -2F^{33, 11}u_{1 q} p_{a} a^{\alpha \beta} \]
\[= -4u_3u_{113}u_{22}u_{111} - 4u_3u_{113}u_{22}u_{112} - 4(p - 2)u_3u_{22}u_3u_{111} \]
\[- 4u_3u_{113}u_{22}u_{112} - 4u_3u_{113}u_{22}u_{222} - 4(p - 2)u_3u_{111}u_{223} \]
\[- 4(p - 1)u_3u_{113}u_{22}u_{113} - 4(p - 1)u_3u_{111}u_{223}, \]

For the terms in the last step of (4.34), we have, by using (4.28):

\[(4.35)\]
\[I_{11} := -4u_3u_{113}u_{22}u_{111} - 4u_3u_{113}u_{22}u_{112} \]
\[= -4(1 - \frac{u_{22}}{u_{11}})u_{113}u_{22}u_3u_{111} - 16u_3^3u_{111}u_{22}^2 - 4u_3^3\frac{u_{111}u_{22}}{u_{11}}, \]
\[(4.36)\]
\[I_{12} := -4u_3u_{111}u_{223}u_{112} - 4u_3u_{112}u_{223} \]
\[= -4(1 - \frac{u_{22}}{u_{11}})u_{111}u_{22}u_3u_{111} - 16u_3^3u_{111}u_{22}^2 - 4u_3^3u_{223}K_2, \]
and

\[(4.37)\]
\[I_{13} := -4(p - 2)u_3u_{111}u_{22}u_{113} - 4(p - 2)u_3u_{111}u_{22}u_{223} \]
\[= -4(p - 2)(u_{111}u_{22} - u_{22}^2)u_3u_{113} \]
\[- 8(p - 2)(u_{111}u_{22} - u_{22}^2) + u_{111}u_{22}u_{223} + u_3^3u_{22}^2 - 4(p - 2)^3u_{22}K_3. \]

By (4.28) we also have:

\[(4.38)\]
\[I_{14} := -4(p - 1)u_3u_{113}u_{22}u_{113} \]
\[= 4(1 - \frac{u_{22}}{u_{11}})u_{113}u_{22}u_3u_{111} + 8(p - 1)u_{111}u_{22}u_{223} \]
\[+ 24u_3^3u_{22}^2 + 8(p - 1)u_3^3u_{22}u_{33} + 4u_3^3\frac{u_{111}u_{22}}{u_{11}}K_1. \]
Similarly we have, by (1.27):

\[ II_{15} := -4(p - 1)u_3u_{11}u_{22}u_{23} \]
\[ = 4(1 - \frac{2a}{u_3})u_{11}u_{22}u_{23}u_{112} + 8u_1^2u_2^2 \]
\[ + 8(p + 1)u_{11}u_{22}u_{23}^2 + 8(p - 1)u_{11}u_{23}^2u_{33} + 4u_3^3u_{23}K_2. \]

Substituting (4.35)-(4.39) into (4.34) we have

\[ II_1 := -2F^{33,rs}_{u_{rs\alpha\beta}}(a^\alpha a^\beta)_s \]
\[ := II_{11} + II_{12} + II_{13} + II_{14} + II_{15} \]
\[ = -4(p - 2)(u_{11}u_{22} - u_2^2)u_3u_{113} \]
\[ + 8u_1^2u_3^2 + 8(p - 1)u_{11}u_{22}u_{23} - 8(p - 2)u_{11}u_{23}^2u_{33} \]
\[ + 8u_{11}u_{22}u_{23}^2 + 8(p - 1)u_{11}u_{23}u_{33} - 8(p - 3)u_1^2u_2^2 \]
\[ + 8(p - 1)u_2^2u_3u_{22}u_{33} - 4(p - 2)u_3^3u_{23}K_3. \]

For the second term on the right-hand side of (4.19), again using (1.23) we have:

\[ II_2 := -2u_3F^{33,rs}_{u_{rs\alpha\beta}}\Delta u \]
\[ = -2u_3u_{22}u_{311}\Delta u - 2u_3u_{11}u_{322}\Delta u \]
\[ = -4u_1^2u_2u_{33} - 4u_1^2u_2u_{33} - 4u_{11}u_{12}u_{23} \]
\[ - 4u_1^2u_2u_{33} - 4u_{11}u_{12}u_{23} - 4u_3^3u_{23}u_{33} - 2u_3^3u_{23}K_3. \]

For the third term on the right-hand side of (4.19), using (1.22) we similarly deduce:

\[ II_3 := -2(p - 2)u_3F^{33,rs}_{u_{rs\alpha\beta}}u_{3\alpha \beta} \]
\[ = -2(p - 2)u_3u_{322}u_{111}u_{222}u_{13} - 2(p - 2)u_{11}u_{22}u_{23}u_{3\alpha} \]
\[ = -8(p - 2)u_{11}u_{23}u_{12}u_{22} - 8(p - 2)u_{11}u_{22}u_{23}^2 \]
\[ - 4(p - 2)u_3^2u_{22}u_{33} - 4(p - 2)u_{11}u_{22}u_{33} - 4(p - 2)u_{11}u_{23}^2u_{33} \]
\[ - 2(p - 2)u_3^3u_{3\alpha}K_\alpha. \]

The fourth term on the right-hand side of (4.19) is:

\[ II_4 := \frac{4}{u_3}F^{33,rs}_{u_{rs\alpha\beta}}u_{ij\alpha\beta} \]
\[ = \frac{4}{u_3}F^{13,rs}_{u_{rs\alpha\beta}}u_{ij\alpha\beta} + \frac{4}{u_3}F^{23,rs}_{u_{rs\alpha\beta}}u_{ij\alpha\beta} \]
\[ + \frac{4}{u_3}F^{33,rs}_{u_{rs\alpha\beta}}u_{ij\alpha\beta}. \]

We will calculate the three terms on the right-hand side of (4.43) respectively:

\[ II_{41} := \frac{4}{u_3}F^{13,rs}_{u_{rs\alpha\beta}}u_{ij\alpha\beta} \]
\[ = \frac{4}{u_3}F^{13,rs}_{u_{rs\alpha\beta}}u_{ij\alpha\beta} + \frac{4}{u_3}F^{13,22}_{u_{rs\alpha\beta}}u_{ij\alpha\beta} \]
\[ + \frac{4}{u_3}F^{13,21}_{u_{rs\alpha\beta}}u_{ij\alpha\beta} \]
\[ = 4u_{12}u_{32}u_{12}u_{11} - 4u_{11}u_{12}u_{22}u_{13} - 4u_{11}u_{12}u_{33}u_{13} \]
\[ - 4(p - 1)u_{12}u_{33}u_{22} - 4(p - 1)u_{11}u_{23}u_{33} \]
\[ + 4(p - 1)u_{11}u_{23}u_{123}. \]

By (1.22) we have:

\[ -4u_1u_3u_{12} = 4u_3u_{22}u_{11} - 16u_1u_2^2u_{22} - 4u_3u_{13}K_1, \]
and

\[-4u_{11}u_{22}u_{3}u_{113} - 4(p - 1)u_{3}^{2}u_{223} \]
\[= \left[ -4u_{11}u_{22} + 4(p - 1)\frac{u_{22}u_{3}^{2}}{u_{11}} \right]u_{3}u_{113} \]
\[= -8(p - 1)\left(\frac{u_{22}u_{3}^{2}}{u_{11}} + u_{3}^{2}u_{22}u_{33} + u_{3}^{2}u_{23}^{2}\right) \]
\[= 4(p - 1)u_{3}^{3}\frac{u_{3}^{2}}{u_{11}}K_{3}. \]

By (1.26) we see:

\[= -4(p - 1)u_{13}u_{22}u_{3}u_{113} \]
\[= 4(1 - \frac{u_{22}u_{3}}{u_{11}})u_{13}u_{22}u_{3}u_{111} \]
\[+ 8(p - 1)u_{11}u_{3}u_{22} + 24u_{2}^{2}u_{22} + 8(p - 1)u_{3}^{2}u_{22}u_{33} + 4u_{3}^{3}\frac{u_{3}u_{22}K_{1}}{u_{11}}. \]

Substituting (4.45) into (4.44), it follows that

\[II_{41} := \frac{1}{u_{1}}F^{1,3,rs}u_{r,s\alpha}u_{\beta\alpha} + 4(2 - \frac{u_{22}}{u_{11}})u_{13}u_{22}u_{3}u_{111} + 4u_{11}u_{23}u_{3}u_{112} \]
\[= -4u_{22}^{2}[u_{11}^{2} - (p - 1)u_{3}^{2}]u_{3}u_{113} \]
\[+ 8(p - 1)u_{11}u_{3}u_{22} + 24u_{2}^{2}u_{22} + 8(p - 1)u_{3}^{2}u_{22}u_{33} + 4u_{3}^{3}\frac{u_{3}u_{22}K_{1}}{u_{11}}. \]

For the second term on the right-hand side of (4.43):

\[II_{42} := \frac{1}{u_{3}}F^{2,3,rs}u_{r,s\alpha}u_{2\beta\alpha} \]
\[= -4u_{11}u_{22}u_{3}u_{23} - 4(p - 1)u_{11}u_{23}u_{3}u_{233} \]
\[= -4u_{23}^{2}[u_{11}^{2} - (p - 1)u_{3}^{2}]u_{3}u_{113} \]
\[+ 4u_{3}^{3}\frac{u_{3}u_{22}K_{1}}{u_{11}}. \]

Also using (1.23) yields:

\[4u_{13}u_{22}u_{3}u_{122} = -4\frac{u_{22}}{u_{11}}u_{13}u_{22}u_{3}u_{111} + 16u_{3}^{2}u_{22} + 4u_{3}^{3}\frac{u_{3}u_{22}K_{1}}{u_{11}}. \]

and

\[-4(p - 1)u_{23}^{2}u_{3}u_{113} - 4u_{11}u_{22}u_{3}u_{23} \]
\[= [4u_{22}^{2} - 4(p - 1)u_{3}^{2}]u_{3}u_{113} \]
\[-8u_{3}^{2}u_{22} - 8u_{11}u_{3}^{2}u_{23} - 8u_{11}u_{22}u_{3}^{2} - 4u_{3}^{2}u_{22}K_{3}. \]

By (1.27):

\[-4u_{22}u_{23}u_{3}u_{112} - 4(p - 1)u_{11}u_{23}u_{3}u_{233} \]
\[= 4(1 - \frac{u_{22}}{u_{11}})u_{11}u_{23}u_{3}u_{112} \]
\[+ 8u_{3}^{2}u_{23} + 8(p + 1)u_{11}u_{22}u_{3}^{2} + 8(p - 1)u_{11}u_{23}^{2}u_{33} + 4u_{3}^{3}u_{23}K_{2}. \]
Substituting (4.50)-(4.52) into (4.49) yields:

\[
II_{42} := \frac{4}{u_3} F^{23,rs} u_{rs} u_{2\beta} a^{\alpha \beta} \\
= -4 \frac{u_{22}}{u_1} u_{13} u_{22} u_3 u_{111} + 4(1 - \frac{u_{22}}{u_1}) u_{11} u_{23} u_3 u_{112} + [4 u_{13}^2 - 4(p - 1) u_{23}^2] u_3 u_{113} + 4(p - 1) u_{13} u_{23} u_3 u_{123} + 8 u_{11} u_{22} u_3^2 u_{133} + 8 p u_{11} u_{22} u_3 + 8(p - 1) u_{11} u_{23} u_3 + 8 u_3^2 u_{22}^2 + 4 u_3^2 \frac{u_{13} u_{22}}{u_1} K_1 + 4 u_3^2 u_{23} K_2 - 4 u_3^2 u_{22} K_3.
\]

(4.53)

For the third term on the right-hand side of (4.43), using (4.22) we have:

\[
II_{43} := \frac{4}{u_3} F^{33,rs} u_{rs} u_{3\beta} a^{\alpha \beta} \\
= \frac{4}{u_3} u_{22} u_{11} u_{3\beta} a^{\alpha \beta} + \frac{4}{u_3} u_{11} u_{22} u_{3\beta} a^{\alpha \beta} \\
= 16 u_{11} u_{22} \frac{u_3}{u_3^2} + 16 u_{11} u_{22} \frac{u_3}{u_3} \\
+ 8(p - 1) (u_{11} u_{22} u_3^2 + u_{11} u_{23} u_{33} + u_3^2 u_{22} u_3 + 4 u_3 a^{\alpha \beta} u_{3\beta} K_3).
\]

(4.54)

Substituting (4.48) and (4.53)-(4.54) into (4.49) yields:

\[
II_i = 8(1 - \frac{u_{22}}{u_1}) u_{13} u_{22} u_3 u_{111} + 8(1 - \frac{u_{22}}{u_1}) u_{11} u_{23} u_3 u_{112} + 8(p - 1) u_{13} u_{23} u_3 u_{123} \\
+ [4 u_{22} - 4 u_{11} u_{22} - 4(p - 1) u_{23}^2 + 4(p - 1) \frac{u_{22}}{u_1} \frac{u_3}{u_3^2}] u_3 u_{113} \\
+ 8 u_{11} u_{22} u_3^2 + 8(p - 1) u_{11} u_{23} u_3 + 8 p u_{11} u_{22} u_3 + 8(p - 1) u_{11} u_{22} u_3 \\
+ 8(p - 1) u_{11} u_{23} u_3 + 16(p - 1) u_{11} u_{23} u_3 - 8(p - 1) \frac{u_{22}}{u_1} \frac{u_3}{u_3} \\
+ 32 u_3 u_{22}^2 + 8(p - 1) u_{11} u_{22} u_3 - 8(p - 1) u_3^2 u_{22} u_3 \\
+ 8 u_3 (u_{13} u_{22} K_1 + 8 u_3 u_{22} K_2 - 4 u_3 u_{23} K_3 - 4(p - 1) u_3^2 \frac{u_{13}}{u_1} - u_{33} K_3).
\]

(4.55)

Substituting (4.40)-(4.42) and (4.55) into (4.19), it follows that

\[
II := -2 F^{33,rs} u_{rs} a^{\alpha \beta} u_3 \Delta u \quad - 2(p - 2) u_3 F^{33,rs} u_{rs} a^{\alpha \beta} u_3 \\
:= II_1 + II_3 + II_4 \\
= 8(1 - \frac{u_{22}}{u_1}) u_{13} u_{22} u_3 u_{111} + 8(1 - \frac{u_{22}}{u_1}) u_{11} u_{23} u_3 u_{112} + 8(p - 1) u_{13} u_{23} u_3 u_{123} \\
+ [4(p - 1) u_{22}^2 - 4(p - 1) u_{11} u_{22} - 4(p - 1) u_{23}^2 + 4(p - 1) \frac{u_{22}}{u_1} \frac{u_3}{u_3^2}] u_3 u_{113} \\
- 4 u_{11} u_{22} u_3 + 12 u_{11} u_{23} u_3 + (8p - 4) u_{11} u_{23} u_3 - (8p - 4) u_{11} u_{22} u_3 \\
+ 36 u_{11} u_{22} u_3 + 4(p - 1) u_{11} u_{22} u_3 + 20(p - 1) u_{11} u_{23} u_3 \\
- (8p - 52) u_{13} u_{22} + 12(p - 1) u_{13} u_{22} - 8(p - 1) u_{13} u_{23} \\
- 8(p - 1) \frac{u_{22}}{u_1} u_{13} \frac{u_3}{u_3} + G_3(DK).
\]

(4.56)
with

\[ G^3(DK) = \left( 8 \frac{u_{22}}{u_{11}} - 2p + 4 \right) u^3_{13} K_1 - 2(p - 6) u^3_{23} K_2 + (6p - 8) u^3_{33} K_3 \]
\[ - 4(p - 1) u^3_j u_{11} u_{22} + u^2_{13} K_3, \]

where we have used \( \Delta u = -(p - 2) u_{33} \) by equation (4.3).

Next we calculate the third term (4.20):

\[
III := -2(p - 2) F^{33,rs}_{u_{r\alpha} u_{s\beta} u_{\alpha\beta}} - 2 F^{33,rs}_{u_{kr} u_{ks}} \Delta u
\]
\[ - \frac{2}{u_3} F^{13}_{u_{\alpha\beta} (a^{\alpha\beta})_1} - \frac{2}{u_3} F^{23}_{u_{\alpha\beta} (a^{\alpha\beta})_2} + \frac{2}{u_3} F^{33}_{u_{\alpha\beta} (a^{\alpha\beta})_3} + \frac{2}{u_3} F^{33}_{u_{\alpha\beta} (a^{\alpha\beta})_4}
\]
\[ := III_1 + III_2 + III_3. \]

We shall deal with \( III_1, III_2 \) and \( III_3 \) respectively as follows:

\[
III_1 := -2(p - 2) F^{33,rs}_{u_{r\alpha} u_{s\beta} u_{\alpha\beta}} - 2 F^{33,rs}_{u_{kr} u_{ks}} \Delta u
\]
\[ = -2(p - 2) u_{11} u_{22} u_{33} - 2(p - 2) u_{22} u_{11} u_{33} + 2u_{11} u_{22} K_2 - 2u_{22} u_{11} K_2 \]
\[ = -2(p - 1) u_{11} u_{22} - 4u^2_{11} u^2_{22} - 2u^2_{11} u_{22} u_{33} - 2u^2_{11} u^2_{22} \]
\[ + (6 - 4p) (u_{11} u_{33} u_{22} + u_{11} u_{22} u_{33} ) - 2(p - 1) u_{11} u^2_{22} - 2u_{11} u_{22} u_{33} \]
\[ - 2(p - 1) u_{11} u^2_{22} u_{33} - 2u^2_{11} u^2_{22} - 2(p - 1) u_{11} u_{22} u_{33}, \]

\[
III_2 := - \frac{2}{u_3} F^{13}_{u_{\alpha\beta} (a^{\alpha\beta})_1} - \frac{2}{u_3} F^{23}_{u_{\alpha\beta} (a^{\alpha\beta})_2} + \frac{2}{u_3} F^{33}_{u_{\alpha\beta} (a^{\alpha\beta})_3}
\]
\[ = 4u^2_{11} u_{22} u_{33} + (6 - 12) u_{11} u^2_{11} u_{22} + 4u^2_{11} u_{22} \]
\[ + 4u_{11} u^2_{22} u_{33} + (6 - 12) u_{11} u_{22} u_{33} + 4(p - 1) u_{11} u^2_{22} \]
\[ + 4(p - 1) u_{11} u^2_{22} u_{33} + 4(p - 1) u_{11} u_{22} u_{33} + 4u^2_{11} u^2_{22}, \]

\[
III_3 := \frac{2}{u_3} F^{ij}_{u_{\alpha\beta} a^{\alpha\beta}} - \frac{8}{u_3} F^{33}_{u_{3\alpha} u_{3\beta} a^{\alpha\beta}} - \frac{4}{u_3} F^{33}_{u_{\alpha\beta} u_{k\beta} a^{\alpha\beta}}
\]
\[ = \frac{2}{u_3} F^{ij}_{u_{\alpha\beta} a^{\alpha\beta}}
\]
\[ - \frac{12}{u_3} F^{33}_{u_{3\alpha} u_{3\beta} a^{\alpha\beta}} - \frac{4}{u_3} F^{33}_{u_{1\alpha} u_{1\beta} a^{\alpha\beta}} - \frac{4}{u_3} F^{33}_{u_{2\alpha} u_{2\beta} a^{\alpha\beta}}
\]
\[ := III_{31} + III_{32} + III_{33}, \]

where

\[
III_{31} := \frac{2}{u_3} F^{ij}_{u_{\alpha\beta} a^{\alpha\beta}}
\]
\[ = \frac{2}{u_3} F^{11}_{u_{1\alpha} u_{1\beta} a^{\alpha\beta}} + \frac{2}{u_3} F^{22}_{u_{2\alpha} u_{2\beta} a^{\alpha\beta}} + \frac{2}{u_3} F^{33}_{u_{3\alpha} u_{3\beta} a^{\alpha\beta}}
\]
\[ + \frac{4}{u_3} F^{12}_{u_{1\alpha} u_{2\beta} a^{\alpha\beta}} + \frac{4}{u_3} F^{13}_{u_{1\alpha} u_{3\beta} a^{\alpha\beta}} + \frac{4}{u_3} F^{23}_{u_{2\alpha} u_{3\beta} a^{\alpha\beta}}. \]
The six terms in (4.61) are precisely:

\begin{align*}
(4.62) & \quad \frac{2}{u^3} F^{11} u_{1\alpha} u_{1\beta} a^{\alpha\beta} = \frac{2}{u^3} (u_{22} u_{33} - u_{23} u_{32}) u_{1\alpha} u_{1\beta} [u_3^2 \delta_{\alpha\beta} + (p - 2) u_{\alpha} u_{\beta}] = 2 u_{1\alpha} u_{22} u_{33} - 2 u_{1\beta} u_{23} + 2(p - 1)(u_{1\alpha} u_{22} u_{33} - u_{1\beta} u_{23}) , \\
(4.63) & \quad \frac{2}{u^3} F^{22} u_{2\alpha} u_{2\beta} a^{\alpha\beta} = \frac{2}{u^3} (u_{11} u_{33} - u_{13}^2) u_{2\alpha} u_{2\beta} [u_3^2 \delta_{\alpha\beta} + (p - 2) u_{\alpha} u_{\beta}] = 2 u_{11} u_{23}^2 u_{33} + 2(p - 1)(u_{11} u_{23}^2 u_{33} - u_{13}^2 u_{23}^2) - 2 u_{13}^2 u_{23}^2 , \\
(4.64) & \quad \frac{2}{u^3} F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} = \frac{2}{u^3} u_{11} u_{22} u_{33} [u_3^3 \delta_{\alpha\beta} + (p - 2) u_{\alpha} u_{\beta}] = 2 u_{11} u_{23}^2 u_{33} + 2 u_{11} u_{22} u_{33}^2 + 2(p - 1) u_{11} u_{22} u_{33}^2 , \\
(4.65) & \quad \frac{4}{u^5} F^{12} u_{1\alpha} u_{2\beta} a^{\alpha\beta} = \frac{4}{u^5} (u_{11} u_{23} u_{1\alpha} u_{2\beta} [u_3^2 \delta_{\alpha\beta} + (p - 2) u_{\alpha} u_{\beta}] = 4(p - 1) u_{1\alpha} u_{2\beta} u_{23} , \\
(4.66) & \quad \frac{4}{u^5} F^{13} u_{1\alpha} u_{3\beta} a^{\alpha\beta} = \frac{4}{u^5} (u_{11} u_{23} u_{1\alpha} u_{3\beta} [u_3^3 \delta_{\alpha\beta} + (p - 2) u_{\alpha} u_{\beta}] = -4 u_{11} u_{23}^2 u_{22} - 4(p - 1) u_{1\alpha} u_{2\beta} u_{23} , \\
(4.67) & \quad \frac{4}{u^5} F^{23} u_{2\alpha} u_{3\beta} a^{\alpha\beta} = \frac{4}{u^5} (-u_{11} u_{73} u_{2\alpha} u_{3\beta} [u_3^3 \delta_{\alpha\beta} + (p - 2) u_{\alpha} u_{\beta}] = -4 u_{11} u_{23}^2 u_{23} - 4(p - 1) u_{1\alpha} u_{2\beta} u_{23} . \\
\end{align*}

Substituting (4.62)-(4.70) into (4.61), it follows that

\begin{align*}
III_{31} & := \frac{2}{u^3} F^{11} u_{1\alpha} u_{1\beta} a^{\alpha\beta} = 2 u_{1\alpha} u_{22} u_{33} - 2 u_{1\beta} u_{23} + 2(p - 1)(u_{1\alpha} u_{22} u_{33} - u_{1\beta} u_{23}) . \\
(4.68) & \quad = 2 u_{1\alpha} u_{22} u_{33} - 2 u_{1\beta} u_{23} + 2(p - 1) u_{1\alpha} u_{22} u_{33} - 2 u_{1\beta} u_{23} + 2(p - 1) u_{1\alpha} u_{22} u_{33} - 2 u_{1\beta} u_{23} . \\
\end{align*}

For the second term in (4.66):

\begin{align*}
III_{32} & := -\frac{12}{u^3} F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} = -12 u_{11} u_{23} u_{22} - 12 u_{11} u_{22} u_{23} - 12(p - 1) u_{11} u_{22} u_{23} . \\
(4.69) & \quad = -12 u_{11} u_{23} u_{22} - 12 u_{11} u_{22} u_{23} - 12(p - 1) u_{11} u_{22} u_{23} . \\
\end{align*}

For the last term in (4.66):

\begin{align*}
III_{33} & := -\frac{4}{u^5} F^{33} u_{1\alpha} u_{1\beta} a^{\alpha\beta} - \frac{4}{u^5} F^{33} u_{2\alpha} u_{2\beta} a^{\alpha\beta} = -4 u_{1\alpha} u_{22} - 4(p - 1) u_{11} u_{23} u_{22} - 4 u_{11} u_{23} u_{22} - 4(p - 1) u_{11} u_{22} u_{23} . \\
(4.70) & \quad = -4 u_{1\alpha} u_{22} - 4(p - 1) u_{11} u_{23} u_{22} - 4 u_{11} u_{23} u_{22} - 4(p - 1) u_{11} u_{22} u_{23} . \\
\end{align*}

Combining (4.68) - (4.70) with (4.60) yields:

\begin{align*}
III & = -4 u_{1\alpha} u_{22} + 2 u_{1\beta} u_{23} - 2 u_{1\alpha} u_{23} - (4p + 10) u_{11} u_{23} u_{22} - 4 u_{1\alpha} u_{23} - 2 u_{1\beta} u_{23} - (4p + 10) u_{11} u_{23} u_{22} - 4 u_{1\alpha} u_{23} - 2 u_{1\beta} u_{23} - (4p + 10) u_{11} u_{23} u_{22} . \\
(4.71) & \quad = -10(p - 1) u_{11} u_{22} u_{23} - 2(p - 1) u_{11} u_{23} u_{22} - 2(p - 1) u_{11} u_{23} u_{22} . \\
\end{align*}

Substituting (4.58)-(4.59) and (4.71) into (4.57), we have

\begin{align*}
(4.72) & \quad III := -2(p - 2) F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} \\
& \quad = -2(p - 2) F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} - 2 F^{33} u_{3\alpha} u_{3\beta} a^{\alpha\beta} \\
& \quad = -2(p + 1) u_{11} u_{23} u_{22} - 4 u_{1\alpha} u_{23} u_{22} + 4 u_{1\beta} u_{23} u_{22} - 16 u_{11} u_{23} u_{22} - 6 u_{1\alpha} u_{23} u_{22} - 6(p - 1) u_{11} u_{23} u_{22} . \\
\end{align*}
Finally, substituting (1.32), (4.56) and (4.72) into (4.17), we get:

\[
|Du|^2 g^{\alpha \beta} K_{\alpha \beta} + G(DK) \\
:= I + II + III \\
= -2 \frac{w_{u11}}{u11} (1 + \frac{w_{u11}}{u11}) u_{11}^3 u_{111}^2 - 2(1 + \frac{w_{u11}}{u11}) u_{11}^3 u_{111}^2 \\
- 2(p - 1) \frac{w_{u11}}{u11} u_{11}^3 u_{113} - 2(p - 1) u_{13}^2 u_{112} \\
+ 8(2 + \frac{w_{u11}}{u11}) u_{13} u_{112} u_{111} + 8u_{11} u_{113} u_{3} u_{112} \\
+ 4(p - 1) u_{3} u_{113} (2 \frac{w_{u11}}{u11} u_{113}^2 - u_{11} u_{22} + u_{22} u_{33}) \\
+ 8(p - 1) u_{13} u_{23} u_{3} u_{123} \\
- 2(p + 1) u_{11} u_{112} - 4u_{11} u_{22} + 12u_{11} u_{23} + (8p - 20) u_{11} u_{13} u_{22} \\
- 2(p - 1) u_{11} u_{122} u_{3} u_{23} + 20u_{11} u_{122} u_{3} u_{23} \\
- 2(p - 1) u_{11} u_{22} u_{3} u_{13} - 8(p - 1) \frac{w_{u11}}{u11} u_{113}^3 \\
- (8p - 20) u_{11} u_{22} u_{3} u_{13} + 12(p - 1) u_{13} u_{22} u_{3} u_{23} - 8(p - 1) u_{13}^2 u_{23}
\]

with

\[
G(DK) = \frac{1}{3} G_1(DK) - G_2(DK) - G_3(DK) \\
= 2(\frac{u_{11}}{u_{11}} K_1)^2 - 2u_{11}^3 (u_{11} + 2u_{22} u_{111} - 4u_{11} u_{22} + (p - 6) u_{113}) K_1 \\
- 2u_{11}^3 u_{113} u_{11} - (p - 2) u_{23}) K_2 \\
- 2u_{11}^3 (pu_{11} u_{113} - 2(p - 1) u_{11} u_{13} (2u_{11} u_{22} + u_{13}^2 - pu_{33})) K_3.
\]

Now, at the point \( x \), by equation (4.3) we have:

\[
u_{33} = \frac{u_{11} + u_{22}}{p - 1}.
\]

Inserting this into (4.73), we deduce:

\[
|Du|^2 g^{\alpha \beta} K_{\alpha \beta} + G(DK) \\
= -2 \frac{w_{u11}}{u11} (1 + \frac{w_{u11}}{u11}) u_{3} u_{111} - 2u_{11} u_{22} u_{111} - 2u_{11} u_{22} u_{111} \\
- 2(p + 1) u_{11} u_{112} - 4u_{11} u_{22} + 12u_{11} u_{23} + (8p - 20) u_{11} u_{13} u_{22} \\
- 2(p - 1) u_{11} u_{122} u_{3} u_{23} + 20u_{11} u_{122} u_{3} u_{23} \\
- 2(p - 1) u_{11} u_{22} u_{3} u_{13} - 8(p - 1) \frac{w_{u11}}{u11} u_{113}^3 \\
- (8p - 20) u_{11} u_{22} u_{3} u_{13} + 12(p - 1) u_{13} u_{22} u_{3} u_{23} - 8(p - 1) u_{13}^2 u_{23}
\]

Since the level sets of \( u \) are strictly convex with respect to the normal \( Du \), we have \( K > 0 \). But now \( K = F^{33} u_{3} u_{11} |Du|^{-4} = u_{11} u_{22} |Du|^{-2} \), hence \( u_{11} u_{22} > 0 \). So (4.76) yields (4.4) for \( 2 \leq p < +\infty \). This completes the proof of Theorem 1.3. \( \square \)
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