GLOBAL BIFURCATION AND EXACT MULTIPLICITY OF POSITIVE SOLUTIONS FOR A POSITONE PROBLEM WITH CUBIC NONLINEARITY AND THEIR APPLICATIONS

KUO-CHIH HUNG AND SHIN-HWA WANG

Abstract. We study the global bifurcation and exact multiplicity of positive solutions of
\[ \begin{cases} u''(x) + \lambda f_\varepsilon(u) = 0, & -1 < x < 1, \\ f_\varepsilon(u) = -\varepsilon u^3 + \sigma u^2 + \tau u + \rho, & \end{cases} \]
where \(\lambda, \varepsilon > 0\) are two bifurcation parameters, and \(\sigma, \rho > 0, \tau \geq 0\) are constants. By developing some new time-map techniques, we prove the global bifurcation of bifurcation curves for varying \(\varepsilon > 0\). More precisely, we prove that, for any \(\sigma, \rho > 0, \tau \geq 0\), there exists \(\varepsilon^* > 0\) such that, on the \((\lambda, ||u||_\infty)\)-plane, the bifurcation curve is S-shaped for \(0 < \varepsilon < \varepsilon^*\) and is monotone increasing for \(\varepsilon \geq \varepsilon^*\). (We also prove the global bifurcation of bifurcation curves for varying \(\lambda > 0\).) Thus we are able to determine the exact number of positive solutions by the values of \(\varepsilon\) and \(\lambda\). We give an application to prove a long-standing conjecture for global bifurcation of positive solutions for the problem
\[ \begin{cases} u''(x) + \lambda(-\varepsilon u^3 + u^2 + u + 1) = 0, & -1 < x < 1, \\ u(-1) = u(1) = 0, & \end{cases} \]
which was studied by Crandall and Rabinowitz (Arch. Rational Mech. Anal. 52 (1973), p. 177). In addition, we give an application to prove a conjecture of Smoller and Wasserman (J. Differential Equations 39 (1981), p. 283, lines 2–3) on the maximum number of positive solutions of a positone problem.

1. Introduction

In this paper we mainly study the global bifurcation and exact multiplicity of positive solutions of the positone problem with cubic nonlinearity
\[ \begin{cases} u''(x) + \lambda f_\varepsilon(u) = 0, & -1 < x < 1, \\ f_\varepsilon(u) = -\varepsilon u^3 + \sigma u^2 + \tau u + \rho, & \end{cases} \]
where \(\lambda, \varepsilon > 0\) are two bifurcation parameters, and
\[ \sigma, \rho > 0, \quad \tau \geq 0 \]
are constants.

For any \(\varepsilon > 0\), it is easy to see that there exist a positive number \(\beta_\varepsilon\), which is the unique positive zero of \(f_\varepsilon(u)\), and a positive number \(\gamma_\varepsilon = \sigma/(3\varepsilon) < \beta_\varepsilon\), which

Received by the editors July 9, 2010 and, in revised form, February 19, 2011 and June 23, 2011.

2010 Mathematics Subject Classification. Primary 34B18, 74G35.
Key words and phrases. Global bifurcation, exact multiplicity, positive solution, positone problem, S-shaped bifurcation curve, time map.

This work was partially supported by the National Science Council of the Republic of China under grant No. 98-2115-M-007-008-MY3.

©2012 American Mathematical Society
Reverts to public domain 28 years from publication
Figure 1. Three possible graphs of $f_\varepsilon(u)$ satisfying (1.2). (i) $f_\varepsilon(u)$ has exactly three real zeros; (ii) $f_\varepsilon(u)$ has exactly two real zeros; (iii) $f_\varepsilon(u)$ has exactly one real zero.

is the unique (positive) inflection point of $f_\varepsilon(u)$, such that the cubic polynomial $f_\varepsilon(u)$ satisfies

(i) $f_\varepsilon(0) = \rho > 0$ (positone), $f'_\varepsilon(0) = \tau \geq 0$, $f_\varepsilon(u) > 0$ on $(0, \beta_\varepsilon)$ and $f_\varepsilon(\beta_\varepsilon) = 0$,

(ii) $f_\varepsilon(u)$ is strictly convex on $(0, \gamma_\varepsilon)$ and is strictly concave on $(\gamma_\varepsilon, \infty)$. (So $f_\varepsilon$ is convex-concave on $(0, \beta_\varepsilon)$.)

Note that it is easy to see that $\beta_\varepsilon$ is a continuous, strictly decreasing function of $\varepsilon > 0$. In addition, $\lim_{\varepsilon \to 0+} \beta_\varepsilon = \infty$ and $\lim_{\varepsilon \to \infty} \beta_\varepsilon = 0$. Three possible graphs of $f_\varepsilon(u)$ satisfying (1.2) are depicted in Figure 1.

For any $\varepsilon > 0$, on the $(\lambda, \|u\|_\infty)$-plane, we study the shape and structure of bifurcation curves $S_\varepsilon$ of positive solutions of (1.1), (1.2), defined by

$$S_\varepsilon \equiv \{(\lambda, \|u_\lambda\|_\infty) : \lambda > 0 \text{ and } u_\lambda \text{ is a positive solution of (1.1), (1.2)}\}.$$  

We say that, on the $(\lambda, \|u\|_\infty)$-plane, the bifurcation curve $S_\varepsilon$ is S-shaped if $S_\varepsilon$ is a continuous curve and there exist two positive numbers $\lambda_* < \lambda^*$ such that $S_\varepsilon$ has exactly two turning points at some points $(\lambda^*, \|u_{\lambda^*}\|_\infty)$ and $(\lambda_*, \|u_{\lambda_*}\|_\infty)$, and

(i) $\lambda_* < \lambda^*$ and $\|u_{\lambda_*}\|_\infty < \|u_{\lambda^*}\|_\infty$,

(ii) at $(\lambda^*, \|u_{\lambda^*}\|_\infty)$ the bifurcation curve $S_\varepsilon$ turns to the left,

(iii) at $(\lambda_*, \|u_{\lambda_*}\|_\infty)$ the bifurcation curve $S_\varepsilon$ turns to the right.

See Figure 2(i) for example.

In Theorem 2.1 stated below for (1.1), (1.2) with varying $\varepsilon > 0$, we prove the global bifurcation of bifurcation curves $S_\varepsilon$ and determine the exact multiplicity of positive solutions by the values of $\varepsilon$ and $\lambda$; see Figure 2. In addition, we give lower and upper bounds of the critical bifurcation value $\tilde{\varepsilon}$.

When

$$\sigma = \tau = \rho = 1,$$

problem (1.1), (1.2) reduces to

(1.3) \[ \begin{cases} u'''(x) + \lambda(-\varepsilon u^3 + u^2 + u + 1) = 0, & -1 < x < 1, \\ u(-1) = u(1) = 0, & \lambda, \varepsilon > 0. \end{cases} \]

Crandall and Rabinowitz [3, p. 177] first considered shapes of bifurcation curves of positive solutions for the $n$-dimensional problem of (1.3),

(1.4) \[ \begin{cases} \Delta u(x) + \lambda(-\varepsilon u^3 + u^2 + u + 1) = 0 & \text{in } \Omega, \\ u = 0 & \text{on } \partial\Omega, \lambda, \varepsilon > 0, \end{cases} \]
where $\Omega$ is a general bounded domain in $\mathbb{R}^n$ ($n \geq 1$) with smooth boundary $\partial \Omega$. They proved that, by using the Implicit Function Theorem and perturbation arguments, when $\varepsilon > 0$ is sufficiently small, the bifurcation curve of positive solutions of (1.4) is S-like shaped on the $(\lambda, \|u\|_\infty)$-plane; that is, problem (1.4) has at least three positive solutions for a range of positive $\lambda$. Shi [18, Theorem 4.1] proved that the bifurcation curve of positive solutions of (1.4) is S-shaped when $\varepsilon > 0$ is small and $\Omega$ is a ball $B^n$ in $\mathbb{R}^n$ with $1 \leq n \leq 6$. For (1.3), Brown et al. [2, p. 482] showed that the bifurcation curve $S_\varepsilon$ is monotone increasing for $\varepsilon \geq 1/\sqrt{27} \approx 0.192$ and is S-like shaped for $0 < \varepsilon < 4/27 \approx 0.148$. Wang [21, Theorem 4] used the quadrature method (time-map method) to prove that the bifurcation curve $S_\varepsilon$ is S-shaped for $0 < \varepsilon < 1/\sqrt{54} \approx 0.136$.

For (1.3), it was conjectured and strongly supported by numerical evidence that, when $\varepsilon$ increases across some critical value $\bar{\varepsilon} > 0$, there exists a cusp bifurcation from an S-shaped curve to a monotone increasing curve on the $(\lambda, \|u\|_\infty)$-plane. More precisely, the following assertions (i)–(iii) hold:

(i) For $0 < \varepsilon < \bar{\varepsilon}$, the bifurcation curve $S_\varepsilon$ of (1.3) is S-shaped. Moreover, there exist two positive numbers $\lambda_\ast < \lambda^*$ such that (1.3) has exactly one degenerate positive solution $u_{\lambda_\ast}$ and $u_{\lambda^*}$ for $\lambda = \lambda_\ast$ and $\lambda = \lambda^*$, respectively (see Figure 2(i)).

(ii) For $\varepsilon = \bar{\varepsilon}$, the bifurcation curve $S_{\bar{\varepsilon}}$ of (1.3) is monotone increasing. Moreover, problem (1.3) has exactly one (cusp type) degenerate positive solution $u_{\lambda}$ (see Figure 2(ii)).

(iii) For $\varepsilon > \bar{\varepsilon}$, the bifurcation curve $S_\varepsilon$ of (1.3) is monotone increasing. Moreover, all positive solutions $u_{\lambda}$ of (1.3) are nondegenerate (see Figure 2(iii)).

See [2, 18, 21]. Of particular interest are the values $\varepsilon = \bar{\varepsilon}$ and $\lambda = \bar{\lambda}$, at which two nondegenerate turning points coalesce into a single degenerate turning point. This point is often called a double turning point (cf. Tanaka, Murasighe and Oishi [20]). Note that the definitions of degenerate and nondegenerate positive solution are given in Section 3 below.

In Corollary 2.2 stated below for (1.3), which follows from Theorem 2.1, we prove this conjecture and that $(0.170 \approx 5/\sqrt{564} < \bar{\varepsilon} < 1/\sqrt{27} (\approx 0.192)$, which improves the lower bound of $\bar{\varepsilon}$. Numerical simulation shows that $\bar{\varepsilon} \approx 0.178$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{bifurcation_curves.png}
\caption{Global bifurcation of bifurcation curves $S_\varepsilon$ of (1.1), (1.2) with varying $\varepsilon > 0$.}
\end{figure}
For (1.1), when \( \varepsilon = 1 \)

and \( f_{\varepsilon = 1}(u) \) has three real zeros \( a < b < c \), in a celebrated paper [19] Section 2], Smoller and Wasserman first systematically studied bifurcation diagrams of positive solutions. In this case, problem (1.1) can be written as

\[
\begin{aligned}
  u''(x) + \lambda (u - a)(u - b)(c - u) &= 0, \quad -1 < x < 1, \\
  u(-1) = u(1) &= 0, \quad a < b < c.
\end{aligned}
\]

In particular, when

\[
a < b < 0 < c \quad \text{and} \quad \gamma_\varepsilon = (a + b + c)/3 > 0
\]

(see Figure 1(i)), Smoller and Wasserman [19] p. 277, lines 18–19] stated that “This case is rather difficult, and requires some new estimates.” For (1.5), (1.6), they [19, pp. 277–282] proved that, on the \((\lambda, \|u\|_\infty)-plane,

(i) the bifurcation curve \( S_{\varepsilon = 1} \) is monotone increasing if \( abc \geq (a + b + c)^3/3 \),

(ii) the bifurcation curve \( S_{\varepsilon = 1} \) is S-shaped if \( abc \leq 1627 (a + b + c)^3/3 \).

For the remaining case,

\[
1627 (a + b + c)^3/3 < abc < (a + b + c)^3/3
\]

Smoller and Wasserman left it as an open problem and conjectured that (1.5), (1.6) has at most three positive solutions for each \( \lambda > 0 \); see [19, p. 283, lines 2–3]. In Theorem 2.5 stated below, we prove this conjecture.

Finally, in this section, we note that similar global bifurcation and exact multiplicity results of positive solutions have been studied by Lu [15, 16] for the positone problem

\[
\begin{aligned}
  u''(x) + \frac{1}{k\lambda^2[(1-u)^2+2\varepsilon(1-u)+4k\varepsilon^2]} - u &= 0, \quad -1 < x < 1, \\
  u(-1) = u(1) &= 0, \quad k, \lambda, \varepsilon > 0,
\end{aligned}
\]

which arises from a mono-enzyme membrane model established in 1975 [10]; see [16, Theorems 1-3] for the complete detailed results. To (1.8), Lu applied changes of variables and analysis techniques to give a rigorous proof. However, we have used different tools, the time-map techniques, to prove our main results.

The paper is organized as follows. Section 2 contains statements of main results. Section 3 contains several lemmas needed to prove the main results. Section 4 contains the proofs of the main results. Finally, in Section 5, we conclude this paper by giving a remark on the time-map techniques developed in this paper, and state three open problems with observed similar global bifurcation results in Theorem 2.1.

2. Main results

The main results in this paper are Theorems 2.1 and 2.3–2.5 and Corollary 2.2. Note that Theorem 2.1 proves [23, Conjecture 1.3] with \( f_{\varepsilon}(u) = 1 + u^2 - \varepsilon u^3 \). Corollary 2.2 follows immediately from Theorem 2.1, and consequently we omit its proof.
Theorem 2.1. Consider (1.1), (1.2) with varying $\varepsilon > 0$. There exists a positive number $\tilde{\varepsilon} = \tilde{\varepsilon}(\sigma, \rho, \tau)$ satisfying

\[
\left(\frac{25}{32} \left(\frac{\sigma^3}{27\rho}\right)^{1/2}\right) \quad < \quad \varepsilon \quad < \quad \left(\frac{\sigma^3}{27\rho}\right)^{1/2}
\]

such that

(i) (See Figure 2(i).) For $0 < \varepsilon < \tilde{\varepsilon}$, the bifurcation curve $S_\varepsilon$ is S-shaped on the $(\lambda, \|u\|_\infty)$-plane. Moreover, there exist two positive numbers $\lambda_* < \lambda^*$ such that (1.1), (1.2) has exactly one degenerate positive solution $u_{\lambda_*}$ and $u_{\lambda^*}$ for $\lambda = \lambda_*$ and $\lambda = \lambda^*$, respectively. More precisely, (1.1), (1.2) has:

(a) exactly three positive solutions $u_\lambda, v_\lambda, w_\lambda$ with $w_\lambda < u_\lambda < v_\lambda$ for $\lambda_* < \lambda < \lambda^*$,

(b) exactly two positive solutions $w_\lambda, u_\lambda$ with $w_\lambda < u_\lambda$ for $\lambda = \lambda_*$, and exactly two positive solutions $u_\lambda, v_\lambda$ with $u_\lambda < v_\lambda$ for $\lambda = \lambda^*$,

(c) exactly one positive solution $w_\lambda$ for $0 < \lambda < \lambda_*$, and exactly one positive solution $v_\lambda$ for $\lambda > \lambda^*$.

Furthermore,

(d) $\lim_{\lambda \to 0^+} \|w_\lambda\|_\infty = 0$ and $\lim_{\lambda \to \infty} \|v_\lambda\|_\infty = \beta\varepsilon$.

(ii) (See Figure 2(ii).) For $\varepsilon = \tilde{\varepsilon}$, the bifurcation curve $S_\tilde{\varepsilon}$ is monotone increasing on the $(\lambda, \|u\|_\infty)$-plane. Moreover, (1.1), (1.2) has exactly one (cusp type) degenerate positive solution $u_\lambda$. More precisely, for all $\lambda > 0$, (1.1), (1.2) has exactly one positive solution $u_\lambda$ satisfying $\lim_{\lambda \to 0^+} \|u_\lambda\|_\infty = 0$ and $\lim_{\lambda \to \infty} \|u_\lambda\|_\infty = \beta\varepsilon$.

(iii) (See Figure 2(iii).) For $\varepsilon > \tilde{\varepsilon}$, the bifurcation curve $S_\varepsilon$ is monotone increasing on the $(\lambda, \|u\|_\infty)$-plane. Moreover, all positive solutions $u_\lambda$ of (1.1), (1.2) are nondegenerate. More precisely, for all $\lambda > 0$, (1.1), (1.2) has exactly one positive solution $u_\lambda$ satisfying $\lim_{\lambda \to 0^+} \|u_\lambda\|_\infty = 0$ and $\lim_{\lambda \to \infty} \|u_\lambda\|_\infty = \beta\varepsilon$.

Corollary 2.2. Consider (1.3) with varying $\varepsilon > 0$. There exists a positive number $\tilde{\varepsilon}$ satisfying

\[
(0.170 \approx) \quad \frac{5}{\sqrt{864}} < \tilde{\varepsilon} \quad < \quad \frac{1}{\sqrt{27}} \quad (\approx 0.192)
\]

such that

(i) (See Figure 2(i).) For $0 < \varepsilon < \tilde{\varepsilon}$, the bifurcation curve $S_\varepsilon$ is S-shaped on the $(\lambda, \|u\|_\infty)$-plane. Moreover, there exist two positive numbers $\lambda_* < \lambda^*$ such that (1.3) has exactly one degenerate positive solution $u_{\lambda_*}$ and $u_{\lambda^*}$ for $\lambda = \lambda_*$ and $\lambda = \lambda^*$, respectively. More precisely, problem (1.3) has:

(a) exactly three positive solutions $u_\lambda, v_\lambda, w_\lambda$ with $w_\lambda < u_\lambda < v_\lambda$ for $\lambda_* < \lambda < \lambda^*$,

(b) exactly two positive solutions $w_\lambda, u_\lambda$ with $w_\lambda < u_\lambda$ for $\lambda = \lambda_*$, and exactly two positive solutions $u_\lambda, v_\lambda$ with $u_\lambda < v_\lambda$ for $\lambda = \lambda^*$,

(c) exactly one positive solution $w_\lambda$ for $0 < \lambda < \lambda_*$, and exactly one positive solution $v_\lambda$ for $\lambda > \lambda^*$.

Furthermore,

(d) $\lim_{\lambda \to 0^+} \|w_\lambda\|_\infty = 0$ and $\lim_{\lambda \to \infty} \|v_\lambda\|_\infty = \beta\varepsilon$.

(ii) (See Figure 2(ii).) For $\varepsilon = \tilde{\varepsilon}$, the bifurcation curve $S_\tilde{\varepsilon}$ is monotone increasing on the $(\lambda, \|u\|_\infty)$-plane. Moreover, problem (1.3) has exactly one (cusp type) degenerate positive solution $u_\lambda$. More precisely, for all $\lambda > 0$, problem
Consider Theorem 2.3. solutions by the values of $\varepsilon$. structure of bifurcation curves $\Sigma$. We say that, on the ($\lambda, ||u||_\infty$)-plane. Moreover, all positive solutions $u_\lambda$ of (1.3) are nondegenerate. More precisely, for all $\lambda > 0$, problem (1.3) has exactly one positive solution $u_\lambda$ satisfying $\lim_{\lambda \to 0^+} ||u_\lambda||_\infty = 0$ and $\lim_{\lambda \to \infty} ||u_\lambda||_\infty = \beta_\varepsilon$.

For any $\lambda > 0$, on the ($\varepsilon, ||u||_\infty$)-plane, it is interesting to study the shape and structure of bifurcation curves $\Sigma_\lambda$ of positive solutions of (1.1), (1.2), defined by

$$\Sigma_\lambda \equiv \{(\varepsilon, ||u_\varepsilon||_\infty) : \varepsilon > 0 \text{ and } u_\varepsilon \text{ is a positive solution of (1.1), (1.2)}\}.$$ (Note that we allow that the bifurcation curve $\Sigma_\lambda$ consists of two (or more) connected components.) We say that, on the ($\varepsilon, ||u||_\infty$)-plane, the bifurcation curve $\Sigma_\lambda$ is reversed S-shaped if $\Sigma_\lambda$ is a continuous curve and there exist two numbers $\varepsilon_* < \varepsilon^*$ such that $\Sigma_\lambda$ has exactly two turning points at some points $(\varepsilon_*, ||u_{\varepsilon_*}||_\infty)$ and $(\varepsilon^*, ||u_{\varepsilon^*}||_\infty)$, and

(i) $\varepsilon_* < \varepsilon^*$ and $||u_{\varepsilon_*}||_\infty < ||u_{\varepsilon^*}||_\infty$,
(ii) at $(\varepsilon_*, ||u_{\varepsilon_*}||_\infty)$ the bifurcation curve $\Sigma_\lambda$ turns to the right,
(iii) at $(\varepsilon^*, ||u_{\varepsilon^*}||_\infty)$ the bifurcation curve $\Sigma_\lambda$ turns to the left.

See Figure 3(iii) for example.

In the next theorem for (1.1), (1.2) with varying $\lambda > 0$, we prove the global bifurcation of bifurcation curves $\Sigma_\lambda$ and determine the exact multiplicity of positive solutions by the values of $\lambda$ and $\varepsilon$; see Figure 3. See also Figure 4 depicted below.

**Theorem 2.3.** Consider (1.1), (1.2) with varying $\lambda > 0$. There exist two positive numbers $\lambda_0 (= \lambda_0(\sigma, \rho, \tau)) < \lambda (= \lambda(\sigma, \rho, \tau))$ such that

(i) (See Figure 3(i).) For $0 < \lambda < \lambda_0$, on the ($\varepsilon, ||u||_\infty$)-plane, the bifurcation curve $\Sigma_\lambda$ has two disjoint connected components, the upper branch is $C$-shaped with exactly one turning point, and the lower branch is a monotone decreasing curve. Moreover, there exists a positive number $\varepsilon^*$ such that (1.1), (1.2) has exactly one degenerate positive solution $u_{\varepsilon^*}$ for $\varepsilon = \varepsilon^*$.

More precisely, problem (1.1), (1.2) has:
(a) exactly three positive solutions $u_\varepsilon$, $v_\varepsilon$, $w_\varepsilon$ with $w_\varepsilon < u_\varepsilon < v_\varepsilon$ for $0 < \varepsilon < \varepsilon^*$,
(b) exactly two positive solutions $w_\varepsilon$, $u_\varepsilon$ with $w_\varepsilon < u_\varepsilon$ for $\varepsilon = \varepsilon^*$,
(c) exactly one positive solution $w_\varepsilon$ for $\varepsilon > \varepsilon^*$.

Furthermore,
(d) $0 = \lim_{\varepsilon \to \infty} ||w_\varepsilon||_\infty < \lim_{\varepsilon \to 0^+} ||w_\varepsilon||_\infty < \lim_{\varepsilon \to 0^+} ||u_\varepsilon||_\infty = 0$.

(ii) (See Figure 3(ii).) For $\lambda = \lambda_0$, on the ($\varepsilon, ||u||_\infty$)-plane, the bifurcation curve $\Sigma_{\lambda_0}$ has two disjoint connected components: the upper branch is $C$-shaped with exactly one turning point, and the lower branch is a monotone decreasing curve. Moreover, there exists a positive number $\varepsilon^*$ such that (1.1), (1.2) has exactly one degenerate positive solution $u_{\varepsilon^*}$ for $\varepsilon = \varepsilon^*$.

More precisely, problem (1.1), (1.2) has:
(a) exactly three positive solutions $u_\varepsilon$, $v_\varepsilon$, $w_\varepsilon$ with $w_\varepsilon < u_\varepsilon < v_\varepsilon$ for $0 < \varepsilon < \varepsilon^*$,
(b) exactly two positive solutions $w_\varepsilon$, $u_\varepsilon$ with $w_\varepsilon < u_\varepsilon$ for $\varepsilon = \varepsilon^*$,
Figure 3. Global bifurcation of bifurcation curves $\Sigma_\lambda$ of (1.1), (1.2) with varying $\lambda > 0$.

(c) exactly one positive solution $w_\varepsilon$ for $\varepsilon > \varepsilon^*$. Furthermore,
\[ 0 = \lim_{\varepsilon \to \infty} \| w_\varepsilon \| \infty < \lim_{\varepsilon \to 0^+} \| w_\varepsilon \| \infty = \lim_{\varepsilon \to 0^+} \| u_\varepsilon \| \infty < \lim_{\varepsilon \to 0^+} \| v_\varepsilon \| \infty = \infty. \]

(iii) (See Figure 3(iii).) For $\lambda_0 < \lambda < \tilde{\lambda}$, the bifurcation curve $\Sigma_\lambda$ is reversed S-shaped on the $(\varepsilon, \| u \infty)$-plane. Moreover, there exist two positive numbers $\varepsilon_* < \varepsilon^*$ such that (1.1), (1.2) has exactly one degenerate positive solution $u_{\varepsilon_*}$ and $u_{\varepsilon_*}$ for $\varepsilon = \varepsilon_*$ and $\varepsilon = \varepsilon^*$, respectively. More precisely, problem (1.1), (1.2) has:
(a) exactly three positive solutions $u_\varepsilon$, $v_\varepsilon$, $w_\varepsilon$ with $w_\varepsilon < u_\varepsilon < v_\varepsilon$ for $\varepsilon_* < \varepsilon < \varepsilon^*$,
(b) exactly two positive solutions $u_\varepsilon$, $v_\varepsilon$ with $u_\varepsilon < v_\varepsilon$ for $\varepsilon = \varepsilon_*$, and exactly two positive solutions $w_\varepsilon$, $u_\varepsilon$ with $w_\varepsilon < u_\varepsilon$ for $\varepsilon = \varepsilon^*$,
(c) exactly one positive solution $v_\varepsilon$ for $0 < \varepsilon < \varepsilon_*$, and exactly one positive solution $w_\varepsilon$ for $\varepsilon > \varepsilon^*$.

Furthermore,
\[ \lim_{\varepsilon \to 0^+} \| v_\varepsilon \| \infty = \infty \text{ and } \lim_{\varepsilon \to \infty} \| w_\varepsilon \| \infty = 0. \]

(iv) (See Figure 3(iv).) For $\lambda = \tilde{\lambda}$, the bifurcation curve $\Sigma_{\tilde{\lambda}}$ is monotone decreasing on the $(\varepsilon, \| u \infty)$-plane. Moreover, problem (1.1), (1.2) has exactly one (cusp type) degenerate positive solution $u_{\varepsilon}$. More precisely, for all
Theorem 2.3. Considering (1.1), (1.2) with $\varepsilon > 0$ generalized to $\varepsilon \in \mathbb{R}$ and with varying $\lambda \in (0, \tilde{\lambda})$.

For $\lambda > \tilde{\lambda}$, the bifurcation curve $\tilde{\Sigma} \lambda$ is reversed S-shaped on the $(\varepsilon, \|u\|_{\infty})$-plane. Moreover, all positive solutions $u_{\varepsilon}$ of (1.1), (1.2) has exactly one positive solution $u_{\varepsilon}$ satisfying $\lim_{\varepsilon \to 0^+} \|u_{\varepsilon}\|_{\infty} = \infty$ and $\lim_{\varepsilon \to \infty} \|u_{\varepsilon}\|_{\infty} = 0$.

We give the next remark to Theorem 2.3.

Remark 2.1 (Cf. [23, Theorem 2.3]). Considering (1.1), (1.2) with $\varepsilon > 0$ generalized to $\varepsilon \in \mathbb{R}$, we define the bifurcation curve

$$\tilde{\Sigma} \lambda \equiv \{(\varepsilon, \|u\|_{\infty}) : \varepsilon \in \mathbb{R} \text{ and } u_{\varepsilon} \text{ is a positive solution of (1.1), (1.2)}\}.$$

Actually, it can be easily proved that:

(i) For $0 < \lambda < \lambda_0$, the bifurcation curve $\tilde{\Sigma} \lambda$ is reversed S-shaped on the $(\varepsilon, \|u\|_{\infty})$-plane. Moreover, there exists $\varepsilon_* < 0$ such that (1.1), (1.2) has exactly two positive solutions $w_{\varepsilon}, u_{\varepsilon}$ with $w_{\varepsilon} < u_{\varepsilon}$ for $\varepsilon < \varepsilon_*$ and exactly one positive solution $u_{\varepsilon}$ for $\varepsilon = \varepsilon_*$, and no positive solution for $\varepsilon < \varepsilon_*$. See Figure 4(i).

(ii) For $\lambda = \lambda_0$, the bifurcation curve $\tilde{\Sigma} \lambda_0$ is reversed S-shaped on the $(\varepsilon, \|u\|_{\infty})$-plane. Moreover, problem (1.1), (1.2) has exactly one positive solution $u_{\varepsilon}$ for $\varepsilon = 0$, and no positive solution for $\varepsilon < 0$. See Figure 4(ii).

Notice that, by Theorem 2.1, on the $(\lambda, \|u\|_{\infty})$-plane, the bifurcation curve $S_{\varepsilon}$ is S-shaped for $0 < \varepsilon < \tilde{\varepsilon}$; see Figure 2. While by Theorem 2.3 and Remark 2.1, on the $(\varepsilon, \|u\|_{\infty})$-plane, the bifurcation curve $\tilde{\Sigma} \lambda$ is reversed S-shaped for $0 < \lambda < \tilde{\lambda}$; see Figure 4.

We study, in the $(\varepsilon, \lambda, \|u\|_{\infty})$-space, the shape and structure of the bifurcation surface $\Gamma$ of positive solutions of (1.1), (1.2), defined by

$$\Gamma \equiv \{(\varepsilon, \lambda, \|u_{\varepsilon,\lambda}\|_{\infty}) : \varepsilon, \lambda > 0 \text{ and } u_{\varepsilon,\lambda} \text{ is a positive solution of (1.1), (1.2)}\},$$

See Figure 4.
Figure 5. The bifurcation surface $\Gamma$ of (1.1), (1.2) with the fold curve $C_\Gamma = C_1 \cup C_2$, and the projection of $\Gamma$ onto $F_q$. $B_\Gamma = B_1 \cup B_2$ is the bifurcation set and $(\bar{\epsilon}, \bar{\lambda})$ is the cusp point on $F_q$.

Figure 6. The projection of the bifurcation surface $\Gamma$ onto $F_q$. $B_\Gamma = B_1 \cup B_2$ is the bifurcation set and $(\bar{\epsilon}, \bar{\lambda})$ is the cusp point on $F_q$.
which has the appearance of a folded surface with the fold curve
\[ C_\Gamma \equiv \{ (\varepsilon, \lambda, \| u_{\varepsilon, \lambda} \|_\infty) : \varepsilon, \lambda > 0 \text{ and } u_{\varepsilon, \lambda} \text{ is a degenerate positive solution of (1.1), (1.2)} \}. \]

Let \( F_q \) denote the first quadrant of the \((\varepsilon, \lambda)\)-parameter plane. We also study, on \( F_q \), the bifurcation set
\[ B_\Gamma \equiv \{ (\varepsilon, \lambda) : \varepsilon, \lambda > 0 \text{ and } u_{\varepsilon, \lambda} \text{ is a degenerate positive solution of (1.1), (1.2)} \}, \]
which is the projection of the fold curve \( C_\Gamma \) onto \( F_q \). Let \( M \) denote the bounded, open connected subset of \( F_q \), which is ‘inside’ \( B_\Gamma \). See Figures 5 and 6.

Let \( \bar{\varepsilon} = \hat{\varepsilon}(\sigma, \rho, \tau) \), \( \lambda_0 = \lambda_0(\sigma, \rho, \tau) \), \( \hat{\lambda} = \hat{\lambda}(\sigma, \rho, \tau) \), \( \lambda_* = \lambda_*(\varepsilon) \), \( \lambda^* = \lambda^*(\varepsilon) \), \( \varepsilon_* = \varepsilon_*(\lambda) \) and \( \varepsilon^* = \varepsilon^*(\lambda) \) be the values in Theorems 2.1 and 2.3 for (1.1), (1.2) with \( \varepsilon > 0 \). We let curves
\[ B_1 \equiv \{ (\varepsilon, \lambda_*(\varepsilon)) : 0 < \varepsilon < \bar{\varepsilon} \} \text{ and } B_2 \equiv \{ (\varepsilon, \lambda^*(\varepsilon)) : 0 < \varepsilon \leq \bar{\varepsilon} \}, \]
and study the structure of the bifurcation set \( B_\Gamma \) in the next theorem.

**Theorem 2.4** (See Figure 6). Consider (1.1), (1.2) with \((\varepsilon, \lambda) \in F_q\). Then the bifurcation set \( B_\Gamma = B_1 \cup B_2 \). Moreover, problem (1.1), (1.2) has exactly two positive solutions for \((\varepsilon, \lambda) \in B_\Gamma \setminus \{ (\bar{\varepsilon}, \hat{\lambda}) \} \), exactly three positive solutions for \((\varepsilon, \lambda) \in M \), and exactly one positive solution for \((\varepsilon, \lambda) \in (F_q \setminus (B_\Gamma \cup M)) \cup \{ (\bar{\varepsilon}, \hat{\lambda}) \} \). More precisely,

(i) Functions \( \lambda_*(\varepsilon) \) and \( \lambda^*(\varepsilon) \) are both continuous, strictly increasing on \((0, \bar{\varepsilon}]\) and satisfy \( 0 = \lim_{\varepsilon \to 0^+} \lambda_*(\varepsilon) < \lim_{\varepsilon \to 0^+} \lambda^*(\varepsilon) = \lambda_0 = \lambda_*(\bar{\varepsilon}) = \lambda^*(\varepsilon)\).

(ii) Function \( \varepsilon^*(\lambda) \) is continuous, strictly increasing on \((0, \hat{\lambda}]\) and satisfies \( \lim_{\lambda \to 0^+} \varepsilon^*(\lambda) = 0 \) and \( \varepsilon^*(\hat{\lambda}) = \bar{\varepsilon} \). Function \( \varepsilon_*(\lambda) \) is continuous, strictly increasing on \((\lambda_0, \hat{\lambda}]\) and satisfies \( \lim_{\lambda \to \lambda_0^+} \varepsilon_*(\lambda) = 0 \) and \( \varepsilon_*(\hat{\lambda}) = \bar{\varepsilon} \).

In the next remark, we give a precise characterization of the fold curve \( C_\Gamma \) in the \((\varepsilon, \lambda, \| u \|_\infty)\)-space.

**Remark 2.2** (See Figure 5). Consider (1.1), (1.2). Then, by Theorem 2.4(i), the fold curve \( C_\Gamma = C_1 \cup C_2 \), where
\[ C_1 \equiv \{ (\varepsilon, \lambda_*(\varepsilon), \| u_{\varepsilon, \lambda_*(\varepsilon)} \|_\infty) : 0 < \varepsilon \leq \bar{\varepsilon} \} \]
and
\[ C_2 \equiv \{ (\varepsilon, \lambda^*(\varepsilon), \| u_{\varepsilon, \lambda^*(\varepsilon)} \|_\infty) : 0 < \varepsilon \leq \bar{\varepsilon} \}. \]

Moreover, by applying (4.4)–(4.7) stated below, we can prove that:

(i) \( \| u_{\varepsilon, \lambda_*(\varepsilon)} \|_\infty > \| u_{\varepsilon, \lambda^*(\varepsilon)} \|_\infty \) for \( 0 < \varepsilon < \bar{\varepsilon} \) and \( \| u_{\varepsilon, \lambda_*(\varepsilon)} \|_\infty = \| u_{\varepsilon, \lambda^*(\varepsilon)} \|_\infty = \| u_{\bar{\varepsilon}, \lambda} \|_\infty \).

(ii) \( \| u_{\varepsilon, \lambda_*(\varepsilon)} \|_\infty \) is a continuous, strictly decreasing function of \( \varepsilon \in (0, \bar{\varepsilon}] \) and \( \| u_{\varepsilon, \lambda^*(\varepsilon)} \|_\infty \) is a continuous, strictly increasing function of \( \varepsilon \in (0, \bar{\varepsilon}] \).

(iii) \( C_\Gamma \) is a continuous curve in the \((\varepsilon, \lambda, \| u \|_\infty)\)-space.

In particular, for (1.3) with \( \sigma = \tau = \rho = 1 \), the numerical simulation shows that \( (\bar{\varepsilon}, \hat{\lambda}, \| u_{\bar{\varepsilon}, \hat{\lambda}} \|_\infty) \approx (0.178, 0.881, 2.113) \).

Observe that \( \lambda^*(\varepsilon) \) and \( \lambda_*(\varepsilon) \) both have continuous inverse functions on \((0, \bar{\varepsilon}]\). Indeed, \( \varepsilon_*(\lambda) \) is the inverse function of \( \lambda^*(\varepsilon) \) on \((\lambda_0, \hat{\lambda}]\), and \( \varepsilon^*(\lambda) \) is the inverse function of \( \lambda_*(\varepsilon) \) on \((0, \hat{\lambda}]\), respectively.
Theorem 2.5. Consider \((1.5), (1.6)\). Suppose that \((1.7)\) holds. Then:

(i) (See Figure 2(i).) For

\[
(2.1) \quad \frac{16}{27}(a + b + c)^3 < abc \leq \frac{25}{32}(a + b + c)^3,
\]

the bifurcation curve \(S_{\varepsilon=1}\) is S-shaped on the \((\lambda, \|u\|_\infty)\)-plane. Moreover, there exist two positive numbers \(\lambda_* < \lambda^*\) such that \((1.5), (1.6)\) has exactly two degenerate positive solutions \(u_{\lambda_*}\) and \(u_{\lambda^*}\) for \(\lambda = \lambda_*\) and \(\lambda = \lambda^*\), respectively. More precisely, problem \((1.5), (1.6)\) has:

(a) exactly three positive solutions \(u_{\lambda_*}, v_{\lambda_*}, w_{\lambda_*}\) with \(w_{\lambda_*} < u_{\lambda_*} < v_{\lambda_*}\) for \(\lambda_* < \lambda < \lambda^*\),

(b) exactly two positive solutions \(w_{\lambda_*}, u_{\lambda_*}\) with \(w_{\lambda_*} < u_{\lambda_*}\) for \(\lambda = \lambda_*\), and

(c) exactly one positive solution \(u_{\lambda^*}\) for \(0 < \lambda < \lambda_*\), and exactly one positive solution \(v_{\lambda^*}\) for \(\lambda > \lambda^*\).

Furthermore,

(d) \(\lim_{\lambda \to 0^+} \|w_{\lambda}\|_\infty = 0\) and \(\lim_{\lambda \to \infty} \|v_{\lambda}\|_\infty = c\).

(ii) (See Figure 2(ii)–(iii) and Theorem 2.1(i)–(iii).) For

\[
(2.2) \quad \frac{25}{32}(a + b + c)^3 < abc < \frac{16}{27}(a + b + c)^3,
\]

the bifurcation curve \(S_{\varepsilon=1}\) is either S-shaped or monotone increasing on the \((\lambda, \|u\|_\infty)\)-plane. Moreover, problem \((1.5), (1.6)\) has at most three positive solutions for each \(\lambda > 0\).

3. Lemmas

In this section, in the next Lemmas 3.1–3.9, we develop new time-map techniques to prove Theorem 2.1 for \((1.1), (1.2)\). In particular, Lemma 3.3 is a key lemma in the proof of Theorem 2.1, in which, for any fixed \(\varepsilon > 0\), we prove that the bifurcation curve \(S_{\varepsilon}\) is either monotone increasing or S-shaped on the \((\lambda, \|u\|_\infty)\)-plane. To apply the time-map techniques for \((1.1), (1.2)\), in the following, we consider \(\varepsilon \geq 0\).

The time-map formula which we apply to study \((1.1), (1.2)\) takes the form:

\[
(3.1) \quad \sqrt{\lambda} = \frac{1}{\sqrt{2}} \int_0^\alpha \left[ F_\varepsilon(\alpha) - F_\varepsilon(u) \right]^{-1/2} du \equiv T_\varepsilon(\alpha) \quad \text{for} \quad 0 < \alpha < \beta_\varepsilon \quad \text{if} \quad \varepsilon \geq 0,
\]

where \(F_\varepsilon(u) \equiv \int_0^u f_\varepsilon(t)dt\) and \(\beta_\varepsilon\) is the unique positive zero of the cubic polynomial \(f_\varepsilon(u)\) for \(\varepsilon > 0\), and \(\beta_{\varepsilon=0} \equiv \infty\); see Laetsch [13]. So positive solutions \(u_{\varepsilon,\lambda}\) for \((1.1), (1.2)\) correspond to \(\|u_{\varepsilon,\lambda}\|_\infty = \alpha\) and \(T_\varepsilon(\alpha) = \sqrt{\lambda}\). Thus, studying the exact number of positive solutions of \((1.1), (1.2)\) for fixed \(\varepsilon \geq 0\) is equivalent to studying the shape of the time-map \(T_\varepsilon(\alpha)\) on \((0, \beta_\varepsilon)\); studying the exact number of positive solutions of \((1.1), (1.2)\) for fixed \(\lambda > 0\) is equivalent to studying the number of roots of the equation \(T_\varepsilon(\alpha) = \sqrt{\lambda}\) on \((0, \beta_\varepsilon)\) for varying \(\varepsilon > 0\). Note that it can be proved that \(T_\varepsilon(\alpha)\) is a thrice differentiable function of \(\alpha \in (0, \beta_\varepsilon)\) for \(\varepsilon \geq 0\). The proof is easy but tedious and we omit it.

We say that a positive solution \(u_{\varepsilon,\lambda}\) of \((1.1), (1.2)\) is degenerate if \(T_\varepsilon'(\|u_{\varepsilon,\lambda}\|_\infty) = 0\) and is nondegenerate if \(T_\varepsilon'(\|u_{\varepsilon,\lambda}\|_\infty) \neq 0\). So to find the degenerate positive solutions of \((1.1), (1.2)\), we only need to find the critical points of \(T_\varepsilon(\alpha)\) on \((0, \beta_\varepsilon)\). It is known that a degenerate positive solution \(u_{\varepsilon,\lambda}\) of \((1.1), (1.2)\) is of cusp type if \(T''_\varepsilon(\|u_{\varepsilon,\lambda}\|_\infty) = 0\) and \(T''_\varepsilon(\|u_{\varepsilon,\lambda}\|_\infty) \neq 0\); see Shi [18, p. 214] and [17, p. 497].
The main difficulty to obtain our result is to obtain the exact number of critical points of the time-map $T_\varepsilon(\alpha)$ on $(0, \beta_\varepsilon)$ for all $\varepsilon > 0$. This question is partially answered in Lemmas 3.1 and 3.2. Lemma 3.1 follows from [13, Theorems 2.6, 2.9 and 3.2], and Lemma 3.2 mainly follows by applying [11, Theorem 2.1] or from [21, Theorem 3]. We omit the proofs.

**Lemma 3.1.** Consider (1.1), (1.2). For any fixed $\varepsilon > 0$,

(i) $\lim_{\alpha \to 0^+} T_\varepsilon(\alpha) = 0$ and $\lim_{\alpha \to \beta_\varepsilon^-} T_\varepsilon(\alpha) = \infty$.

(ii) If $T_\varepsilon(\alpha)$ is not strictly increasing on $(0, \gamma_\varepsilon)$, then $T_\varepsilon(\alpha)$ is strictly increasing on $(0, \tilde{\gamma}_\varepsilon)$ and strictly decreasing on $(\tilde{\gamma}_\varepsilon, \gamma_\varepsilon)$ for some $\gamma_\varepsilon \in (0, \gamma_\varepsilon)$.

**Lemma 3.2.** Consider (1.1), (1.2). Then:

(i) For any fixed $\varepsilon \geq (\frac{\sigma^3}{27p})^{1/2}$, $T_\varepsilon(\alpha)$ is a strictly increasing function on $(0, \beta_\varepsilon)$.

(ii) For any fixed positive $\varepsilon \leq (\frac{1}{2}(\frac{\sigma^2}{27p}))^{1/2}$, $T_\varepsilon(\alpha)$ has exactly one local maximum and one local minimum on $(0, \beta_\varepsilon)$.

However, there is a gap, what about the case where $\varepsilon$ is between $(\frac{1}{2}(\frac{\sigma^2}{27p}))^{1/2}$ and $(\frac{\sigma^3}{27p})^{1/2}$? First, in Lemma 3.3, we prove

**Lemma 3.3.** Consider (1.1), (1.2). For any fixed $\varepsilon > 0$, $T_\varepsilon(\alpha)$ is either a strictly increasing function or has exactly two critical points, a local maximum and a local minimum, on $(0, \beta_\varepsilon)$.

To prove Lemma 3.3, we develop some new time-map techniques. First, for the time-map function $T_\varepsilon(\alpha)$ with $\alpha \in (0, \beta_\varepsilon)$ in (3.1), letting $u = \alpha v$, we have

$$T_\varepsilon(\alpha) = \frac{\alpha}{\sqrt{2}} \int_0^1 \frac{1}{[F_\varepsilon(\alpha) - F_\varepsilon(\alpha v)]^{1/2}} dv.$$  

For any fixed $\varepsilon > 0$, we define the auxiliary function

$$H_\varepsilon(\alpha) = 12\sqrt{2}T'_\varepsilon(\alpha) + 8\sqrt{2}\alpha T''_\varepsilon(\alpha)$$

$$= 12 \int_0^1 \frac{1}{[F_\varepsilon(\alpha) - F_\varepsilon(\alpha v)]^{1/2}} dv - 14 \int_0^1 \frac{f_\varepsilon(\alpha) - f_\varepsilon(\alpha v) v}{[F_\varepsilon(\alpha) - F_\varepsilon(\alpha v)]^{3/2}} dv$$

$$- 4\alpha^2 \int_0^1 \frac{f'_\varepsilon(\alpha) - f'_\varepsilon(\alpha v) v}{F_\varepsilon(\alpha) - F_\varepsilon(\alpha v)^{3/2}} dv + 6\alpha^2 \int_0^1 \frac{f_\varepsilon(\alpha) - f_\varepsilon(\alpha v) v}{[F_\varepsilon(\alpha) - F_\varepsilon(\alpha v)]^{5/2}} dv,$$

and compute that

$$H'_\varepsilon(\alpha) = \frac{1}{\alpha^2} \int_0^\alpha \frac{K_\varepsilon(\alpha, u)}{[\triangle F_\varepsilon]^{7/2}} du,$$

where

$$K_\varepsilon(\alpha, u) = -20(\triangle F_\varepsilon)^2(\triangle f_\varepsilon) - 22(\triangle F_\varepsilon)^2(\triangle \hat{f}_\varepsilon) - 4(\triangle F_\varepsilon)^2(\triangle \hat{f}_\varepsilon)$$

$$+ 33(\triangle F_\varepsilon)(\triangle f_\varepsilon)^2 + 18(\triangle F_\varepsilon)(\triangle f_\varepsilon)(\triangle \hat{f}_\varepsilon) - 15(\triangle f_\varepsilon)^3,$$

and

$$\triangle F_\varepsilon = F_\varepsilon(\alpha) - F_\varepsilon(u),$$

$$\triangle f_\varepsilon = f_\varepsilon(\alpha) - u f_\varepsilon(u),$$

$$\triangle \hat{f}_\varepsilon = \alpha^2 f'_\varepsilon(\alpha) - u^2 f'_\varepsilon(u),$$

$$\triangle \hat{f}_\varepsilon = \alpha^3 f''_\varepsilon(\alpha) - u^3 f''_\varepsilon(u).$$
Lemma 3.4. If \(0 < \varepsilon < \left(\frac{\sigma^3}{27\rho}\right)^{1/2}\), then for any \(\alpha \in [\gamma_\varepsilon, \beta_\varepsilon]\) and \(0 < u < \alpha\), \(3A - B > 0\), \(B - 3D > 0\) and \(A - D > 0\).

Proof of Lemma 3.4. For \(0 < \varepsilon < \left(\frac{\sigma^3}{27\rho}\right)^{1/2}\), since \(\sigma/(3\varepsilon) = \gamma_\varepsilon \leq \alpha\) and \(0 < u < \alpha\), we have
\[
3A > 3\varepsilon(\alpha - u)\alpha(\alpha^2 + \alpha u + u^2) \geq 3\varepsilon(\frac{\sigma}{3\varepsilon})(\alpha - u)(\alpha^2 + \alpha u + u^2) = B
\]
and
\[
B > \sigma(\alpha - u)(\frac{\sigma}{3\varepsilon})^2 = 3(\alpha - u)(\frac{\sigma^3}{27\varepsilon^2}) > 3D.
\]
Hence \(3A - B > 0\), \(B - 3D > 0\) and \(A - D > 0\). The proof of Lemma 3.4 is complete.

Lemma 3.5. For any fixed positive \(\varepsilon < \left(\frac{\sigma^3}{27\rho}\right)^{1/2}\), \(H'_\varepsilon(\alpha) > 0\) for all \(\alpha \in [\gamma_\varepsilon, \beta_\varepsilon]\).

Proof of Lemma 3.5. For any fixed positive \(\varepsilon < \left(\frac{\sigma^3}{27\rho}\right)^{1/2}\), and for \(\alpha \in [\gamma_\varepsilon, \beta_\varepsilon]\) and \(0 < u < \alpha\), since \(A, B, D > 0\) and \(C \geq 0\), and by (3.3), (3.9)–(3.12) and Lemma 3.4, we compute that
\[
K_\varepsilon(\alpha, u) = -20(\Delta F_\varepsilon)^2(\Delta f_\varepsilon) - 22(\Delta F_\varepsilon)^2(\Delta f_\varepsilon) - 4(\Delta F_\varepsilon)^2(\Delta \tilde{f}_\varepsilon)
+ 33(\Delta F_\varepsilon)(\Delta f_\varepsilon)^2 + 18(\Delta F_\varepsilon)(\Delta f_\varepsilon)(\Delta \tilde{f}_\varepsilon) - 15(\Delta f_\varepsilon)^3
= \frac{1}{72}(I_1 + I_2 + I_3 + I_4 + I_5),
\]
where
\[
I_1 = 9A^3 + 12A^2B - 2AB^2 > 2AB(3A - B) > 0,
I_2 = 504ACD - 468CD^2 + 90AC^2 + 168BCD + 72C^2D \geq 468CD(A - D) \geq 0,
I_3 = 138B^2D + 2646AD^2 - 1248BD^2 - 144D^3
= 138BD(B - 3D) + 144D^2(A - D) + 834D^2(3A - B) > 0,
I_4 = (207A^2 - 168AB + 60B^2)C \geq 0,
I_5 = (1134A^2 - 1356AB + 422B^2)D > 0.
\]
So for any fixed positive \(\varepsilon < \left(\frac{\sigma^3}{27\rho}\right)^{1/2}\), and for \(\alpha \in [\gamma_\varepsilon, \beta_\varepsilon]\) and \(0 < u < \alpha\), we have \(K_\varepsilon(\alpha, u) > 0\). Hence \(H'_\varepsilon(\alpha) = \frac{1}{\varepsilon^2} \int_0^\alpha \frac{K_\varepsilon(\alpha, u)}{[\Delta F_\varepsilon]^{72}} du > 0\) on \([\gamma_\varepsilon, \beta_\varepsilon]\) by (3.3). This completes the proof of Lemma 3.5. \(\square\)
Lemma 3.6. For any fixed $\alpha > 0$, $T_\varepsilon^\prime(\alpha)$ is a continuously differentiable, strictly increasing function of $\varepsilon \in I_\alpha \cup \{0\}$.

Proof of Lemma 3.6. First, for any fixed $\alpha > 0$, it can be proved that $T_\varepsilon^\prime(\alpha)$ is a continuously differentiable function of $\varepsilon \in I_\alpha \cup \{0\}$. The proof is easy but tedious and we omit it.

Secondly, by (3.2), (3.5), (3.6), (3.9) and (3.10), we compute that

$$T_\varepsilon^\prime(\alpha) = \frac{1}{2\sqrt{2}} \int_0^1 \frac{1}{[F_\varepsilon(\alpha) - F_\varepsilon(\alpha v)]^{1/2}} \, dv - \frac{\alpha}{2\sqrt{2}} \int_0^1 \frac{f_\varepsilon(\alpha) - f_\varepsilon(\alpha v)}{[F_\varepsilon(\alpha) - F_\varepsilon(\alpha v)]^{3/2}} \, dv$$

$$= \frac{1}{2\sqrt{2}\alpha} \int_0^\alpha \frac{\varepsilon \Delta_4}{2} - \frac{\sigma \Delta_3}{3} + \rho \Delta_1}{\left[ -\varepsilon \frac{\Delta_4}{2} + \frac{\sigma \Delta_3}{3} + \frac{\tau \Delta_2}{2} + \rho \Delta_1 \right]^{3/2}} \, du$$

and

$$\frac{\partial}{\partial \varepsilon} T_\varepsilon^\prime(\alpha) = \frac{1}{2\sqrt{2}\alpha} \int_0^\alpha \frac{\Delta_4 [3\varepsilon \Delta_4 + 2\sigma \Delta_3 + 12\tau \Delta_2 + 42\rho \Delta_1]}{48 [\Delta F_\varepsilon]^{5/2}} \, du > 0.$$

So, for any fixed $\alpha > 0$, $T_\varepsilon^\prime(\alpha)$ is a strictly increasing function of $\varepsilon \in I_\alpha \cup \{0\}$. This completes the proof of Lemma 3.6.

We are now in a position to prove Lemma 3.3.

Proof of Lemma 3.3. First, we prove that for any fixed $\varepsilon > 0$, $T_\varepsilon(\alpha)$ is either a strictly increasing function or has a local maximum and a local minimum on $(0, \beta_\varepsilon)$.

For fixed $\varepsilon \geq (\frac{\alpha}{27\rho})^{1/2}$, we obtain that $T_\varepsilon(\alpha)$ is a strictly increasing function on $(0, \beta_\varepsilon)$ by Lemma 3.2(i). So we only need to consider the case $0 < \varepsilon < (\frac{\alpha}{27\rho})^{1/2}$.

For any fixed positive $\varepsilon < (\frac{\alpha}{27\rho})^{1/2}$, by Lemma 3.1(ii) (resp. Lemma 3.5), we know that all (possible) critical points of $T_\varepsilon(\alpha)$ on $(0, \gamma_\varepsilon]$ (resp. on $[\gamma_\varepsilon, \beta_\varepsilon]$) are discrete. Moreover, since $\lim_{\alpha \to 0^+} T_\varepsilon(\alpha) = 0$ and $\lim_{\alpha \to \beta_\varepsilon} T_\varepsilon(\alpha) = \infty$ from Lemma 3.1(i), we obtain that $T_\varepsilon(\alpha)$ changes sign an even number of times or infinitely many times. Assume that $T_\varepsilon(\alpha)$ is neither a strictly increasing function nor does it have exactly one local maximum and one local minimum on $(0, \beta_\varepsilon)$. Then there exist numbers $\alpha_1, \alpha_2, \alpha_3 \in (0, \beta_\varepsilon)$ such that $\alpha_1 < \alpha_2 < \alpha_3$ are critical points of $T_\varepsilon(\alpha)$, $\alpha_1, \alpha_3$ are local maxima, and $\alpha_2$ is a local minimum. Thus $T_\varepsilon''(\alpha_1), T_\varepsilon''(\alpha_3) \leq 0$ and $T_\varepsilon''(\alpha_2) \geq 0$.

By Lemma 3.5, for any fixed positive $\varepsilon < (\frac{\alpha}{27\rho})^{1/2}$,

$$H_\varepsilon(\alpha) = 8\sqrt{2} \alpha \left[ T_\varepsilon''(\alpha) + \frac{3}{2\alpha} T_\varepsilon'(\alpha) \right]$$

is a strictly increasing function on $[\gamma_\varepsilon, \beta_\varepsilon]$. Since $\alpha_2 \geq \gamma_\varepsilon$ by Lemma 3.1(ii), we obtain that

$$8\sqrt{2} \alpha_3 T_\varepsilon''(\alpha_3) = H_\varepsilon(\alpha_3) > H_\varepsilon(\alpha_2) = 8\sqrt{2} \alpha_2 T_\varepsilon''(\alpha_2) \geq 0.$$
Therefore $T''_\varepsilon(\alpha_3) > 0$. This contradicts that $T''_\varepsilon(\alpha_3) \leq 0$. So $T_\varepsilon(\alpha)$ is either a strictly increasing function or has exactly one local maximum and one local minimum on $(0, \beta_\varepsilon)$.

Next, suppose that $T_\varepsilon(\alpha)$ has exactly one local maximum $\alpha_M$ and one local minimum $\alpha_m$ for some fixed $\varepsilon > 0$. Then $0 < \alpha_M < \alpha_m < \beta_\varepsilon$ by Lemma 3.1(i).

We next show that $T_\varepsilon(\alpha)$ has exactly two critical points $\alpha_M, \alpha_m$ on $(0, \beta_\varepsilon)$.

Assume that $\alpha$ is a critical point of $T_\varepsilon(\alpha)$ on $(0, \beta_\varepsilon)$, distinct from $\alpha_M, \alpha_m$. Then $T_\varepsilon(\alpha) = 0$. If $\alpha_s \in (0, \alpha_M)$, there exist $0 < \alpha_1 < \alpha_s < \alpha_2 < \alpha_M$ such that

$$T'_\varepsilon(\alpha_1), T'_\varepsilon(\alpha_2) > 0$$

since all (possible) critical points of $T_\varepsilon(\alpha)$ on $(0, \beta_\varepsilon)$ are discrete. By Lemma 3.6, we obtain that $T'_\varepsilon(\alpha)$ is a continuous, strictly increasing function of $\varepsilon \in I_\alpha$. Hence there exists a positive $\hat{\varepsilon} < \varepsilon$ such that

$$T'_\varepsilon(\alpha_1) > 0, T'_\varepsilon(\alpha_s) < 0, T'_\varepsilon(\alpha_2) > 0, T'_\varepsilon(\alpha_M) < 0.$$ 

Thus $T_\varepsilon(\alpha)$ has at least two local maxima on $(0, \beta_\varepsilon)$, which contradicts the fact that $T_\varepsilon(\alpha)$ has at most one local maximum on $(0, \beta_\varepsilon)$. If $\alpha_s \in (\alpha_m, \beta_\varepsilon)$, the proof is similar, and consequently we omit it. If $\alpha_s \in (\alpha_M, \alpha_m)$, there exist $\alpha_M < \alpha_3 < \alpha_s < \alpha_4 < \alpha_m$ such that

$$T'_\varepsilon(\alpha_3), T'_\varepsilon(\alpha_4) < 0$$

since all (possible) critical points of $T_\varepsilon(\alpha)$ on $(0, \beta_\varepsilon)$ are discrete. By Lemma 3.6 again, there exists $\bar{\varepsilon} > \varepsilon$ such that $\bar{\varepsilon} \in I_{\alpha_m}$, and

$$T'_\varepsilon(\alpha_3) < 0, T'_\varepsilon(\alpha_s) > 0, T'_\varepsilon(\alpha_4) < 0, T'_\varepsilon(\alpha_m) > 0.$$ 

Thus $T_\varepsilon(\alpha)$ has at least two local minima on $(0, \beta_\varepsilon)$, which contradicts the fact that $T_\varepsilon(\alpha)$ has at most one local minimum on $(0, \beta_\varepsilon)$.

So $T_\varepsilon(\alpha)$ has exactly two critical points $\alpha_M, \alpha_m$ on $(0, \beta_\varepsilon)$. This completes the proof of Lemma 3.3. \hfill \Box

Let

$$E = \left\{ \varepsilon > 0 : T_\varepsilon(\alpha) \text{ has exactly two critical points,} \right. \\
\left. \text{a local maximum and a local minimum, on } (0, \beta_\varepsilon) \right\}.$$

We then prove, in the next lemma, that the set $E$ is open and connected, and hence $E$ is an open interval.

**Lemma 3.7.** The set $E$ is open and connected.

**Proof of Lemma 3.7.** We first show that $E$ is open. By Lemma 3.3, for any $\varepsilon > 0$, $T_\varepsilon(\alpha)$ is either a strictly increasing function or has exactly two critical points, a local maximum and a local minimum, on $(0, \beta_\varepsilon)$. Thus

$$E = \left\{ \varepsilon > 0 : T_\varepsilon(\alpha) \text{ has exactly two critical points,} \right. \\
\left. \text{a local maximum and a local minimum, on } (0, \beta_\varepsilon) \right\}$$

(3.13)

If $\varepsilon_0 \in E$, then $T'_{\varepsilon_0}(\hat{\alpha}) < 0$ for some $\hat{\alpha} \in (0, \beta_{\varepsilon_0})$. By Lemma 3.6, $T'_\varepsilon(\hat{\alpha})$ is a continuous function of $\varepsilon \in I_{\hat{\alpha}}$. Thus $T'_\varepsilon(\hat{\alpha}) < 0$ for $\varepsilon$ belonging to some open neighborhood of $\varepsilon_0$. So $E$ is open by (3.13).

We then show that $E$ is connected. Suppose that $E$ is not connected. Then there exist positive numbers $\varepsilon_1 < \varepsilon_2 < \varepsilon_3$ such that $\varepsilon_1, \varepsilon_3 \in E$, but $\varepsilon_2 \notin E$. Hence
Lemma 3.7. $T'_{\varepsilon_2}(\alpha) \geq 0$ on $(0, \beta_{\varepsilon_2})$ by (3.13). On the other hand, $T'_{\varepsilon}(\alpha)$ is a strictly increasing function of $\varepsilon \in I_\alpha$ by Lemma 3.6. Thus

$$T'_{\varepsilon_2}(\alpha) > T'_{\varepsilon_2}(\alpha) \geq 0$$

for all $\alpha \in (0, \beta_{\varepsilon_2})$. This contradicts that $\varepsilon_3 \in E$. So $E$ is connected. This completes the proof of Lemma 3.7.

Lemma 3.8. $(0, (\frac{25}{32}(\frac{\sigma^3}{27\rho}))^{1/2}) \subset E$.

Proof of Lemma 3.8. First, we define an auxiliary function

$$(3.14) \quad G_\varepsilon(u) = 3 \int_0^u t f_\varepsilon(t) dt - u^2 f_\varepsilon(u) = \frac{2}{5}\varepsilon u^5 - \frac{1}{4}\sigma u^4 + \frac{1}{2}\rho u^2.$$ 

By applying [9, Lemmas 3.2 and 3.3], we obtain $T'_{\varepsilon}(\alpha) < 0$ if $G_\varepsilon(\alpha) \leq 0$ for some $\alpha \in (\gamma_\varepsilon, \beta_\varepsilon)$. By (3.13), this lemma holds if we can prove $G_\varepsilon(\alpha) \leq 0$ for some $\alpha \in (\gamma_\varepsilon, \beta_\varepsilon)$ for all $0 < \varepsilon \leq (\frac{25}{32}(\frac{\sigma^3}{27\rho}))^{1/2}$.

So for $0 < \varepsilon \leq (\frac{25}{32}(\frac{\sigma^3}{27\rho}))^{1/2}$, by (3.14), we obtain that $G_\varepsilon(0) = G'_\varepsilon(0) = 0$, $G'_\varepsilon(\beta_\varepsilon) = -\beta^2 f'_\varepsilon(\beta_\varepsilon) > 0$, and

$$(3.15) \quad G'_\varepsilon(\alpha) \begin{cases} > 0 & \text{on } (0, p_1) \cup (p_2, \infty), \\ < 0 & \text{on } (p_1, p_2), \end{cases}$$

where $p_1$ and $p_2$ are two positive zeros of $G'_\varepsilon(u)$ satisfying $0 < p_1 < \gamma_\varepsilon < p_2 < \beta_\varepsilon$. So

$$(3.16) \quad G_\varepsilon(u) \geq G_\varepsilon(p_2) \text{ on } (\gamma_\varepsilon, \beta_\varepsilon) \ (=(\frac{\sigma}{3\varepsilon}, \beta_\varepsilon)).$$

Let $g_\varepsilon(s) \equiv G_\varepsilon(s\gamma_\varepsilon) = G_\varepsilon(s(\frac{\sigma}{3\varepsilon}))$ for all $s \in [1, \infty)$. Then by (3.14), we compute that

$$g_\varepsilon(s) = G_\varepsilon(s(\frac{\sigma}{3\varepsilon})) = s^2\sigma^2 \left[ 4s^3\sigma^3 - s^2\sigma^3 \frac{1}{18\varepsilon^2} + \rho \right] = \frac{s^2\sigma^2}{18\varepsilon^2} \left[ \rho + \frac{\sigma^3}{27\varepsilon^2} g(s) \right],$$

where $g(s) = \frac{5}{4}s^3 - \frac{3}{2} s^2$. It is easy to see that $g(s)$ attains its minimum value $-\frac{25}{32}$ at $s = \frac{3}{7}$, and (3.16) implies that

$$(3.17) \quad G_\varepsilon(p_2) \leq G_\varepsilon(\left(\frac{5\sigma}{4(3\varepsilon)}\right)) = g_\varepsilon(\frac{5\sigma}{4(3\varepsilon)}) = \frac{25\sigma^2}{288\varepsilon^2} \left[ \rho - \frac{25\sigma^3}{32(27\varepsilon^2)} \right] \leq 0$$

since $0 < \varepsilon \leq (\frac{25}{32}(\frac{\sigma^3}{27\rho}))^{1/2}$. So by [9] Lemmas 3.2 and 3.3, $T'_\varepsilon(p_2) < 0$ since $G_\varepsilon(p_2) \leq 0$ for all $\varepsilon \in (0, (\frac{25}{32}(\frac{\sigma^3}{27\rho}))^{1/2})$. So $(0, (\frac{25}{32}(\frac{\sigma^3}{27\rho}))^{1/2}) \subset E$ by (3.13). This completes the proof of Lemma 3.8.

The following Lemma 3.9(i) determines the shape of $T_{\varepsilon=0}(\alpha)$ on $(0, \infty)$, and Lemma 3.9(ii) is a basic comparison theorem for the time-map formula. Lemma 3.9(i) follows from [13, Theorem 3.2] and Lemma 3.9(ii) by modifying [13, Theorems 2.3 and 2.4]. We omit the proofs.

Lemma 3.9. Consider (1.1), (1.2).

(i) $T_{\varepsilon=0}(\alpha)$ has exactly one critical point at some $\alpha_0$, a maximum, on $(0, \infty)$. Moreover, $\lim_{\alpha \to 0^+} T_{\varepsilon=0}(\alpha) = \lim_{\alpha \to \infty} T_{\varepsilon=0}(\alpha) = 0$.

(ii) For any fixed $\alpha > 0$, $T_{\varepsilon}(\alpha)$ is a continuous, strictly increasing function of $\varepsilon \in I_\alpha \cup \{0\}$. 
4. Proofs of the main results

We first recall that a positive solution \( u_{\varepsilon, \lambda} \) of (1.1), (1.2) is degenerate if \( T'_{\varepsilon}(\|u_{\varepsilon, \lambda}\|_{\infty}) = 0 \) and is nondegenerate if \( T'_{\varepsilon}(\|u_{\varepsilon, \lambda}\|_{\infty}) \neq 0 \). Also, a degenerate positive solution \( u_{\varepsilon, \lambda} \) of (1.1), (1.2) is of cusp type if \( T''_{\varepsilon}(\|u_{\varepsilon, \lambda}\|_{\infty}) = 0 \) and \( T'''_{\varepsilon}(\|u_{\varepsilon, \lambda}\|_{\infty}) \neq 0 \); see [18, p. 214] and [17, p. 497].

We then prove our main results by applying the lemmas in Section 3.

**Proof of Theorem 2.1.** By (3.1) and Lemma 3.1(i), to prove Theorem 2.1, it suffices to prove that there exists a positive number \( \tilde{\varepsilon} = \tilde{\varepsilon}(\sigma, \rho, \tau) \) such that the following parts (I)–(III) hold:

(I) For \( 0 < \varepsilon < \tilde{\varepsilon} \), on \((0, \beta_\varepsilon)\), \( T_{\varepsilon}(\alpha) \) has exactly two critical points, a local maximum at some \( \alpha_\varepsilon^- \) and a local minimum at some \( \alpha_\varepsilon^+ (> \alpha_\varepsilon^-) \), satisfying \( \lambda^* = (T_{\varepsilon}(\alpha_\varepsilon^-))^2 \) and \( \lambda_\varepsilon = (T_{\varepsilon}(\alpha_\varepsilon^+))^2 \).

(II) For \( \varepsilon = \tilde{\varepsilon} \), \( T_{\varepsilon}(\alpha) \) is a strictly increasing function and has exactly one critical point, at some \( \tilde{\alpha} \), on \((0, \beta_\varepsilon)\). Moreover, \( T'_{\varepsilon}(\tilde{\alpha}) = 0 \), \( T'_{\varepsilon}(\alpha) > 0 \) for \( \alpha \in (0, \beta_\varepsilon) \setminus \{\tilde{\alpha}\} \), and \( T''_{\varepsilon}(\tilde{\alpha}) = 0 \) and \( T'''_{\varepsilon}(\tilde{\alpha}) \neq 0 \). (So (1.1), (1.2) has exactly one (cusp type) degenerate positive solution \( u_{\lambda} \) with \( \lambda \equiv (T_{\varepsilon}(\tilde{\alpha}))^2 \) and \( \tilde{\alpha} = \|u_{\lambda}\|_{\infty} \).

(III) For \( \varepsilon > \tilde{\varepsilon} \), \( T_{\varepsilon}(\alpha) \) is a strictly increasing function and has no critical point on \((0, \beta_\varepsilon)\). Moreover, \( T'_{\varepsilon}(\alpha) > 0 \) for \( \alpha \in (0, \beta_\varepsilon) \).

Note that the above parts (I)–(III) immediately imply the exact multiplicity result of positive solutions of (1.1), (1.2) for \( 0 < \varepsilon < \tilde{\varepsilon} \) and the uniqueness result of positive solutions of (1.1), (1.2) for \( \varepsilon \geq \tilde{\varepsilon} \). Moreover, ordering properties and asymptotic behaviors of positive solutions of (1.1), (1.2) in parts (I)–(III) can be obtained easily. We then prove parts (I)–(III) as follows.

By Lemma 3.2, we obtain that the set \( E \) is nonempty and bounded above by \( (\frac{3}{2\rho})^{1/2} \). By Lemmas 3.7 and 3.8, \( E = (0, \tilde{\varepsilon}) \), where \( \tilde{\varepsilon} = \sup E \) satisfies \( (\frac{25}{32}(\frac{3}{2\rho}))^{1/2} < \tilde{\varepsilon} < (\frac{3}{2\rho})^{1/2} \). So, for \( 0 < \varepsilon < \tilde{\varepsilon} \), on \((0, \beta_\varepsilon)\), \( T_{\varepsilon}(\alpha) \) has exactly two critical points, a local maximum at some \( \alpha_{\varepsilon}^- \) and a local minimum at some \( \alpha_{\varepsilon}^+ (> \alpha_{\varepsilon}^-) \), satisfying \( \lambda^* = (T_{\varepsilon}(\alpha_{\varepsilon}^-))^2 \) and \( \lambda_\varepsilon = (T_{\varepsilon}(\alpha_{\varepsilon}^+))^2 \). So part (I) holds.

For \( \varepsilon > \tilde{\varepsilon} \), by Lemma 3.6 and (3.13), we obtain that

\[
T_{\varepsilon}(\alpha) > T_{\varepsilon}(\alpha) \geq 0 \text{ for } \alpha \in (0, \beta_\varepsilon) \subset (0, \beta_\varepsilon),
\]

and hence \( T_{\varepsilon}(\alpha) \) has no critical point on \((0, \beta_\varepsilon)\). So part (III) holds.

We prove the remaining part (II). For \( \varepsilon = \tilde{\varepsilon} \), we know that

\[
T'_{\varepsilon}(\alpha) \geq 0 \text{ on } (0, \beta_\varepsilon).
\]

We first prove the existence of a critical point of \( T_{\varepsilon}(\alpha) \) on \((0, \beta_\varepsilon)\). Choose a sequence \( \{\varepsilon_n\} \subset E = (0, \tilde{\varepsilon}) \) such that \( \varepsilon_n \nearrow \tilde{\varepsilon} \) as \( n \to \infty \). Let \( \alpha^-_{\varepsilon_n} < \alpha^+_{\varepsilon_n} \) be two critical points of \( T_{\varepsilon_n}(\alpha) \) on \((0, \beta_{\varepsilon_n})\) for each \( n \in \mathbb{N} \) (see Figure 7). Then by Lemma 3.6 again, we obtain that

\[
T'_{\varepsilon_n}(\alpha^-_{\varepsilon_{n+1}}) < T'_{\varepsilon_{n+1}}(\alpha^-_{\varepsilon_{n+1}}) = 0 \text{ and } T'_{\varepsilon_n}(\alpha^+_{\varepsilon_{n+1}}) < T'_{\varepsilon_{n+1}}(\alpha^+_{\varepsilon_{n+1}}) = 0.
\]

Hence \( \alpha^-_{\varepsilon_n} < \alpha^+_{\varepsilon_{n+1}} < \alpha^-_{\varepsilon_{n+1}} < \alpha^+_{\varepsilon_n} \) and

\[
\alpha^-_{\varepsilon_n} < \alpha^+_{\varepsilon_n} = \lim_{n \to \infty} \alpha^-_{\varepsilon_n} \leq \alpha^+_{\varepsilon_n} = \lim_{n \to \infty} \alpha^+_{\varepsilon_n} < \alpha^+_{\varepsilon_n} \text{ for all } n \in \mathbb{N}.
\]

These imply that

\[
T'_{\varepsilon_n}(\alpha^-), T'_{\varepsilon_n}(\alpha^+) < 0 \text{ for all } n \in \mathbb{N}.
\]
By Lemma 3.6, we obtain that $T'_\tilde{\varepsilon}(\alpha)$ is a continuous function of $\varepsilon \in I_\alpha$. Thus

\begin{equation}
T'_\tilde{\varepsilon}(\tilde{\alpha}^-) = \lim_{n \to \infty} T'_\varepsilon_n(\tilde{\alpha}^-) \leq 0 \quad \text{and} \quad T'_\tilde{\varepsilon}(\tilde{\alpha}^+) = \lim_{n \to \infty} T'_\varepsilon_n(\tilde{\alpha}^+) \leq 0.
\end{equation}

So $T'_\tilde{\varepsilon}(\tilde{\alpha}^-) = T'_\tilde{\varepsilon}(\tilde{\alpha}^+) = 0$ by (4.1) and (4.2), and hence $T_\tilde{\varepsilon}(\alpha)$ has critical points at $\tilde{\alpha}^-, \tilde{\alpha}^+$ on $(0, \beta_\tilde{\varepsilon})$.

We then prove the uniqueness of the critical point of $T_\tilde{\varepsilon}(\alpha)$ on $(0, \beta_\tilde{\varepsilon})$. That is, we prove that $\tilde{\alpha} \equiv \tilde{\alpha}^- = \tilde{\alpha}^+$ is the unique critical point of $T_\tilde{\varepsilon}(\alpha)$ on $(0, \beta_\tilde{\varepsilon})$. Suppose that $\hat{\alpha} < \bar{\alpha}$ are two critical points of $T_\tilde{\varepsilon}(\alpha)$ on $(0, \beta_\tilde{\varepsilon})$. We know that all (possible) critical points of $T_\varepsilon(\alpha)$ on $(0, \beta_\varepsilon)$ are discrete as in the proof of Lemma 3.3. Hence there exist positive $\hat{\varepsilon} < \tilde{\varepsilon}$ such that

\begin{align*}
T''_\hat{\varepsilon}(\alpha_1), T''_\hat{\varepsilon}(\alpha_2) &> 0.
\end{align*}

By Lemma 3.6, we obtain that $T''_\hat{\varepsilon}(\alpha)$ is a continuous, strictly increasing function of $\varepsilon \in I_\alpha$. Hence there exists a positive $\hat{\varepsilon} < \tilde{\varepsilon}$ such that

\begin{align*}
T''_\hat{\varepsilon}(\alpha_1), T''_\hat{\varepsilon}(\alpha_2) &> 0, 
T_\hat{\varepsilon}(\hat{\alpha}) &< 0, 
T_\hat{\varepsilon}(\bar{\alpha}) &> 0.
\end{align*}

Thus $T_\hat{\varepsilon}(\alpha)$ has at least two local maxima on $(0, \beta_\hat{\varepsilon})$, which contradicts the fact that $\hat{\varepsilon} \in E$ and $T_\hat{\varepsilon}(\alpha)$ has exactly one local maximum on $(0, \beta_\hat{\varepsilon})$. So $T_\tilde{\varepsilon}(\alpha)$ has at most one critical point on $(0, \beta_\tilde{\varepsilon})$. By the above analysis,

\begin{equation}
T''_\tilde{\varepsilon}(\tilde{\alpha}) = 0 \quad \text{and} \quad T''_\tilde{\varepsilon}(\alpha) > 0 \quad \text{for} \quad \alpha \in (0, \beta_\tilde{\varepsilon}) \setminus \{\tilde{\alpha}\}.
\end{equation}

Next, if $T'''_\tilde{\varepsilon}(\tilde{\alpha}) > 0$ (resp. $T'''_\tilde{\varepsilon}(\tilde{\alpha}) < 0$), then $T_\tilde{\varepsilon}(\alpha)$ has a local minimum (resp. a local maximum) at $\tilde{\alpha}$, which contradicts (4.3). So $T'''_\tilde{\varepsilon}(\tilde{\alpha}) = 0$. By Lemma 3.1(ii), we have

\begin{equation*}
\alpha^+_{\varepsilon_n} \geq \gamma_{\varepsilon_n} > \gamma_\varepsilon \quad \text{for} \quad n \in \mathbb{N},
\end{equation*}
and hence $\tilde{\alpha} = \lim_{n \to \infty} \alpha_{\epsilon_n}^+ \geq \gamma_\tilde{\epsilon}$. By Lemma 3.5, $H'_\tilde{\epsilon}(\alpha) > 0$ for all $\alpha \in [\gamma_\tilde{\epsilon}, \beta_\tilde{\epsilon}]$.

So

$$H'_\tilde{\epsilon}(\tilde{\alpha}) = 20\sqrt{2}T''_{\tilde{\epsilon}}(\tilde{\alpha}) + 8\sqrt{2}\tilde{\alpha}T'''_{\tilde{\epsilon}}(\tilde{\alpha}) > 0.$$ 

Therefore $T'''_{\tilde{\epsilon}}(\tilde{\alpha}) > 0$ since $T''_{\tilde{\epsilon}}(\tilde{\alpha}) = 0$. This completes the proof of part (II).

The proof of Theorem 2.1 is complete. $\square$

**Proof of Theorem 2.3.** Recall (3.1) with $\epsilon \geq 0$,

$$\sqrt{\lambda} = \frac{1}{\sqrt{2}} \int_0^\alpha [F_{\epsilon}(\alpha) - F_{\epsilon}(\alpha)]^{-1/2} \, du \equiv T_{\epsilon}(\alpha) \quad \text{for} \quad 0 < \alpha < \beta_{\epsilon},$$

where $\beta_{\epsilon}$ is the unique positive zero of the cubic polynomial $f_{\epsilon}(u)$ for $\epsilon > 0$ and $\beta_{\epsilon=0} = \infty$. Thus, studying the exact number of positive solutions of (1.1), (1.2) for fixed $\lambda > 0$ is equivalent to studying the number of roots of the equation

$$T_{\epsilon}(\alpha) = \sqrt{\lambda} \quad \text{on} \quad (0, \beta_{\epsilon})$$

for varying $\epsilon > 0$. Since we have studied the behaviors of $T_{\epsilon}(\alpha)$ for all varying $\epsilon \geq 0$ (see the proofs of Theorem 2.1 and Lemma 3.9(i) and Figure 7), there exist two positive numbers $\lambda_0 (= \lambda_0(\sigma, \rho, \tau)) < \tilde{\lambda} (= \tilde{\lambda}(\sigma, \rho, \tau))$ such that the following parts (I)–(III) hold:

(I) For $0 < \lambda \leq \lambda_0$, there exists a positive number $\epsilon^* = \epsilon^*(\lambda)$ such that the equation $T_{\epsilon}(\alpha) = \sqrt{\lambda}$ has exactly three roots on $(0, \beta_{\epsilon})$ for $0 < \epsilon < \epsilon^*$, exactly two roots on $(0, \beta_{\epsilon})$ for $\epsilon = \epsilon^*$, and exactly one root on $(0, \beta_{\epsilon})$ for $\epsilon > \epsilon^*$.

(II) For $\lambda_0 < \lambda < \tilde{\lambda}$, there exist two positive numbers $\epsilon_* (= \epsilon_*(\lambda)) < \epsilon^*$ ($= \epsilon^*(\lambda)$) such that the equation $T_{\epsilon}(\alpha) = \sqrt{\lambda}$ has exactly three roots on $(0, \beta_{\epsilon})$ for $\epsilon_* < \epsilon < \epsilon^*$, exactly two roots on $(0, \beta_{\epsilon})$ for $\epsilon = \epsilon_*$ and $\epsilon = \epsilon^*$, and exactly one root on $(0, \beta_{\epsilon})$ for $0 < \epsilon < \epsilon_*$ and $\epsilon > \epsilon^*$.

(III) For $\lambda \geq \tilde{\lambda}$, the equation $T_{\epsilon}(\alpha) = \sqrt{\lambda}$ has exactly one root on $(0, \beta_{\epsilon})$ for all $\epsilon > 0$.

Notice that $\lambda_0 = (T_{\epsilon=0}(\alpha_0))^2$ and $\tilde{\lambda} = (T_{\epsilon}(\tilde{\alpha}))^2$, where $\alpha_0$ is the unique critical point of $T_{\epsilon=0}(\alpha)$ and $\tilde{\alpha}$ is the unique critical point of $T_{\epsilon}(\alpha)$. Hence the above parts (I)–(III) immediately imply the exact multiplicity result of positive solutions of (1.1), (1.2) for $\lambda \in (0, \tilde{\lambda})$ and the uniqueness result of positive solutions of (1.1), (1.2) for $\lambda \geq \tilde{\lambda}$. Moreover, ordering properties and asymptotic behaviors of positive solutions of (1.1), (1.2) in parts (I)–(III) can be obtained easily.

The proof of Theorem 2.3 is complete. $\square$

**Proof of Theorem 2.4.** By Theorem 2.1, for any $\epsilon \geq \tilde{\epsilon}$, we obtain that (1.1), (1.2) has exactly one positive solution for all $\lambda > 0$. In addition, for any $\epsilon \in (0, \tilde{\epsilon})$, there exist two positive numbers $\lambda_\epsilon(\epsilon) < \lambda^*(\epsilon)$ such that (1.1), (1.2) has exactly three positive solutions for $\lambda_\epsilon(\epsilon) < \lambda < \lambda^*(\epsilon)$, exactly two positive solutions for $\lambda = \lambda_\epsilon(\epsilon)$ and $\lambda^*(\epsilon)$, and exactly one positive solution for $0 < \lambda < \lambda_\epsilon(\epsilon)$ and $\lambda > \lambda^*(\epsilon)$, where $\lambda_\epsilon(\epsilon) = (T_{\epsilon}(\alpha_\epsilon^+))^2$ and $\lambda^*(\epsilon) = (T_{\epsilon}(\alpha_\epsilon^-))^2$ in which $\alpha_\epsilon^- < \alpha_\epsilon^+$ are two critical points of $T_{\epsilon}(\alpha)$ on $(0, \beta_{\epsilon})$.

First, letting $\alpha_{\epsilon^-} = \alpha_\epsilon^+ \equiv \tilde{\alpha}$, we prove that $\alpha_{\epsilon^-}$ (resp. $\alpha_\epsilon^+$) is a continuous, strictly increasing (resp. strictly decreasing) function on $(0, \tilde{\epsilon}]$ and $\lim_{\epsilon \to 0^+} \alpha_{\epsilon^-} = \alpha_0$ (resp. $\lim_{\epsilon \to 0^+} \alpha_\epsilon^+ = \infty$) as follows. By similar arguments in the proof of Theorem 2.1, we obtain that $\alpha_{\epsilon^-}$ (resp. $\alpha_\epsilon^+$) is a strictly increasing (resp. strictly decreasing) function on $(0, \tilde{\epsilon}]$. For any fixed $\alpha \in (\alpha_0, \tilde{\alpha})$, by Theorem 2.1(ii) and Lemma 3.9(i), we obtain that

$$T'_{\epsilon=0}(\alpha) < 0 \quad \text{and} \quad T'_{\tilde{\epsilon}}(\alpha) > 0.$$
Then by Lemma 3.6, \( T'_\varepsilon(\alpha) \) is a continuously differentiable, strictly increasing function of \( \varepsilon \in [0, \bar{\varepsilon}] \). This implies that there exists a unique \( \varepsilon \in (0, \bar{\varepsilon}) \) such that \( T'_\varepsilon(\alpha) = 0 \). So
\[
\alpha^-_\varepsilon : (0, \bar{\varepsilon}] \to (\alpha_0, \bar{\alpha})
\]
is a strictly increasing, surjective function,
and hence \( \alpha^-_\varepsilon \) is a continuous function on \((0, \bar{\varepsilon}]\) and \( \lim_{\varepsilon \to 0^+} \alpha^-_\varepsilon = \alpha_0 \). Similarly, we can prove that
\[
\alpha^+_\varepsilon : (0, \bar{\varepsilon}] \to [\bar{\alpha}, \infty) \]
is a strictly decreasing, surjective function,
and hence \( \alpha^+_\varepsilon \) is also a continuous function on \((0, \bar{\varepsilon}]\) and \( \lim_{\varepsilon \to 0^+} \alpha^+_\varepsilon = \infty \).

Secondly, let
\[
\lambda_*(0) \equiv 0, \quad \lambda^*(0) \equiv \lambda_0 = (T_{\varepsilon=0}(\alpha_0))^2, \quad \lambda_*(\bar{\varepsilon}) = \lambda^*(\bar{\varepsilon}) \equiv \tilde{\lambda} = (T_{\varepsilon}(\bar{\alpha}))^2.
\]
By (4.4), (4.5), Lemma 3.6 and Lemma 3.9(ii), it can be proved that \( \lambda^* = (T_\varepsilon(\alpha^-_\varepsilon))^2 \) and \( \lambda_* = (T_\varepsilon(\alpha^+_\varepsilon))^2 \) satisfy
\[
\lambda^*(\varepsilon) : [0, \bar{\varepsilon}] \to [\lambda_0, \tilde{\lambda}] \quad \text{is a continuous, strictly increasing function}
\]
and
\[
\lambda_*(\varepsilon) : [0, \bar{\varepsilon}] \to [0, \tilde{\lambda}] \quad \text{is a continuous, strictly increasing function}.
\]
The proofs are easy but tedious, and hence we omit them. Moreover,
\[
\lim_{\varepsilon \to 0^+} \lambda^*(\varepsilon) = \lambda_0, \quad \lim_{\varepsilon \to 0^+} \lambda_*(\varepsilon) = 0, \quad \text{and} \quad \lambda_*(\bar{\varepsilon}) = \lambda^*(\bar{\varepsilon}) = \tilde{\lambda}.
\]
The proof is easy but tedious, and hence we omit it.

Finally, by (4.6)–(4.8), \( \lambda^*(\varepsilon) \) and \( \lambda_*(\varepsilon) \) both have continuous inverse functions on \((0, \bar{\varepsilon}]\). Indeed, by Theorem 2.3 and (3.1), \( \varepsilon_*(\lambda) = (\lambda^*)^{-1}(\varepsilon) \) on \((\lambda_0, \tilde{\lambda}]\) and \( \varepsilon^*(\lambda) = (\lambda_*)^{-1}(\varepsilon) \) on \((0, \tilde{\lambda}]\), where \( \varepsilon_*(\tilde{\lambda}) = \varepsilon^*(\tilde{\lambda}) = \bar{\varepsilon} \). So we obtain that
\[
\varepsilon^*(\lambda) : (0, \tilde{\lambda}] \to (0, \bar{\varepsilon}] \quad \text{is a continuous, strictly increasing function}
\]
and
\[
\varepsilon_*(\lambda) : (\lambda_0, \tilde{\lambda}] \to (0, \bar{\varepsilon}] \quad \text{is a continuous, strictly increasing function}.
\]
Moreover,
\[
\lim_{\lambda \to 0^+} \varepsilon^*(\lambda) = \lim_{\lambda \to \lambda_0^+} \varepsilon_*(\lambda) = 0.
\]

The proof of Theorem 2.4 is complete. \(\square\)

We prove Theorem 2.5 by applying Lemmas 3.3 and 3.8.

**Proof of Theorem 2.5.** Consider (1.5), (1.6). Suppose that (1.7),
\[
\frac{16}{27}(a + b + c)^3 < abc < \frac{(a + b + c)^3}{3},
\]
holds. By Lemma 3.3, \( T_{\varepsilon=1}(\alpha) \) is either a strictly increasing function or has exactly two critical points, a local maximum and a local minimum, on \((0, \beta_{\varepsilon=1})\). Hence the bifurcation curve \( S_{\varepsilon=1} \) is either monotone increasing or S-shaped on the \((\lambda, \|u\|_\infty)\)-plane by (3.1). Thus, Theorem 2.5(ii) follows immediately. In the following, we then prove Theorem 2.5(i). To do this, suppose that (2.1),
\[
\frac{16}{27}(a + b + c)^3 < abc \leq \frac{25}{32}(a + b + c)^3,
\]
holds. Notice that \( G_{\varepsilon=1}(u) \) satisfy (3.14)–(3.17), and all analyses in the proof of Lemma 3.8 hold with \( \sigma = a + b + c > 0 \), \( \tau = ab + bc + ca = f'(0) > 0 \), \( \rho = abc > 0 \). By (3.17),
\[
G_{\varepsilon=1}(p_2) \leq \frac{25\sigma^2}{288} \left[ \rho - \frac{25}{32} \left( \frac{\sigma^3}{27} \right) \right] = \frac{25(a + b + c)^2}{288} \left[ abc - \frac{25}{32} \left( \frac{a + b + c}{3} \right)^3 \right] \leq 0
\]
if \( abc \leq \frac{25}{32} (a + b + c)^3 \). By [9] Lemmas 3.2 and 3.3, \( T_{\varepsilon=1}(p_2) < 0 \) if \( abc \leq \frac{25}{32} (a + b + c)^3 \). Thus, by (2.1) and (3.13), \( T_{\varepsilon=1}(\alpha) \) has exactly two critical points, a local maximum and a local minimum, on \((0, \beta_\varepsilon=1)\). So the bifurcation curve \( S_\varepsilon=1 \) is S-shaped on the \((\lambda, \|u\|_\infty)\)-plane. The remaining parts of the results in Theorem 2.5(i), including the exact multiplicity result of positive solutions, follow immediately by (3.1). This completes the proof of Theorem 2.5(i).

The proof of Theorem 2.5 is complete. \( \square \)

5. Conclusions

5.1. A remark on the time-map techniques developed in this paper. To apply time-map techniques to study the shape of the bifurcation curve and the exact number of positive solutions of the Dirichlet problem
\[
\begin{cases}
    u''(x) + \lambda f(u) = 0, & -1 < x < 1, \\
    u(-1) = u(1) = 0,
\end{cases}
\]
the key points are to count the exact number of critical points and to determine whether they are either local minima or local maxima or inflection points of the time-map function
\[
T(\alpha) \equiv \frac{1}{\sqrt{2}} \int_0^\alpha [F(\alpha) - F(u)]^{-1/2} du \quad \text{for} \ \alpha = \|u\|_\infty \in I_f,
\]
where \( F(u) \equiv \int_0^u f(t)dt \) and \( I_f \) is the interval of definition of \( T(\alpha) \). To these problems, some feasible ideas originate from Smoller and Wasserman [19 Section 2] in which they applied estimates of the form
\[
T''(\alpha) + kT'(\alpha) > 0, \quad \text{or} \quad 0
\]
for some (nonzero) functions \( k = k(\alpha) \). In particular, for the cubic polynomial \( f(u) = (u - a)(u - b)(c - u) \) satisfying \( 0 \leq a < b < c \) and \( c + a > 2b \), to show that \( T(\alpha) \) has exactly one critical point, a minimum, for \( \alpha \in \bar{I}_f \) for some interval \( \bar{I}_f \subset I_f \), Smoller and Wasserman chose the functions
\[
k = k(\alpha) = \frac{3}{\alpha} \quad \text{and} \quad k = k(\alpha) = \frac{2}{\alpha}
\]
for the case \( a = 0 \) and \( a > 0 \), respectively (see [19] p. 273 and p. 275)). Afterward, the estimate \( T''(\alpha) + kT'(\alpha) > 0 \) with \( k(\alpha) \) chosen in (5.1), and the estimate \( T''(\alpha) + kT'(\alpha) < 0 \) with \( k(\alpha) \) chosen in [19] (2.12)] were studied and extended to various forms for different problems by many researchers; see e.g. [4, 5, 7, 14, 21, 22]. However, these estimates are inapplicable in studying the global bifurcation and exact multiplicity of positive solutions for our problem (1.1), (1.2). Even for (1.3) with \( \sigma = \tau = \rho = 1 \), these estimates are inapplicable in solving the long-standing conjecture for global bifurcation of bifurcation curves \( S_\varepsilon \) for all \( \varepsilon > 0 \) since the paper of Crandall and Rabinowitz [3] published in 1973.
In this paper, we developed new time-map techniques to prove the global bifurcation results. In the proof of our key Lemma 3.3, the novelty used there is to define the auxiliary function

$$H_\varepsilon(\alpha) = 8\sqrt{2\alpha} \left[ T''_\varepsilon(\alpha) + \frac{3}{2\alpha} T'_\varepsilon(\alpha) \right]$$

and then to study its variations. More precisely, we proved that for any fixed positive $\varepsilon < \left( \frac{x^2}{2\pi} \right)^{1/2}$, $H_\varepsilon(\alpha)$ is a strictly increasing function on $[\gamma_\varepsilon, \beta_\varepsilon]$. Thus we were able to prove that the terms of the sequence $\{T''_n(\alpha_n)\}$ change sign at most once as the $\{\alpha_n\}$ increase, where the $\{\alpha_n\}$ are all (possible) critical points of $T'_\varepsilon(\alpha)$. So for any fixed $\varepsilon > 0$, $T_\varepsilon(\alpha)$ is either a strictly increasing function or has exactly two critical points, a local maximum and a local minimum, on $(0, \beta_\varepsilon)$. To the best of our knowledge, there is no paper in the literature where one can find a study of this problem.

5.2. Three open problems with observed similar global bifurcation results in Theorem 2.1. In this subsection we state three open problems in one space variable with observed similar global bifurcation results in Theorem 2.1; see Figures 2 and 3. Further investigations are needed to determine the exact shape of the bifurcation curves of these three open problems.

(i) The problem (1.5), (1.6) satisfying (2.2). In Theorem 2.3(ii) for (1.5), (1.6) satisfying (2.2), it was proved that the bifurcation curve $S_{\varepsilon=1}$ is either S-shaped or monotone increasing on the $(\lambda, \|u\|_\infty)$-plane, and the problem has at most three positive solutions for each $\lambda > 0$. However, the exact shape of the bifurcation curve $S_{\varepsilon=1}$ still remains undetermined. We conjecture that, for fixed numbers $a < b < 0$, there exists $\tilde{c} = \tilde{c}(a, b) > -a + b > 0$ such that, on the $(\lambda, \|u\|_\infty)$-plane, the bifurcation curve $S_{\varepsilon=1}$ of (1.5), (1.6) is S-shaped for $-a + b < c < \tilde{c}$ and is monotone increasing for $c \geq \tilde{c}$.

(ii) The cubic autocatalytic problem

$$\begin{align*}
&u''(x) + \lambda[u(u+k)^2 - (u+k)^3] \\
&= u''(x) + \lambda[k^2 - k^3 + (2k - 3k^2)u + (1 - 3k)u^2 - u^3] = 0, \quad -1 < x < 1, \\
&u(-1) = u(1) = 0, \quad \lambda > 0, \quad k \in (0, 1).
\end{align*}$$

This problem arises from an autocatalytic chemical reaction. We refer to [8, 24] for more background of this problem and its generalizations. It is easy to see that, for $k \in (0, 1)$, there exists a positive number $\beta_k < 1$ which is the unique positive zero of the cubic polynomial $f_k(u) = \lambda[k^2 - k^3 + (2k - 3k^2)u + (1 - 3k)u^2 - u^3]$ such that $f_k$ satisfies $f_k(0) = k^2 - k^3 > 0, f_k(u) > 0$ on $(0, \beta_k)$ and $f_k(\beta_k) = 0$. For $1/9 < k < 1$, it is easy to show that the bifurcation curve of positive solutions of (5.2) is monotone increasing; see [24, Section 5, Remark 1]. While $0 < k < 1/9$, by applying Theorem 2.1, the bifurcation curve of positive solutions of (5.2) is either S-shaped or monotone increasing on the $(\lambda, \|u\|_\infty)$-plane, and hence (5.2) has at most three positive solutions for each $\lambda > 0$. Recently, Zhao, Wang and Shi [24, Section 5, Remark 1] conjectured that there exists $k \in (0, 1/9)$ such that, on the $(\lambda, \|u\|_\infty)$-plane, the bifurcation curve of (5.2) is S-shaped for $0 < k < \tilde{k}$ and is monotone increasing for $k \geq \tilde{k}$.
(iii) The perturbed Gelfand problem

\begin{equation}
\begin{aligned}
\begin{aligned}
u''(x) + \lambda \exp\left(\frac{u}{1+\varepsilon u}\right) &= 0, \quad -1 < x < 1, \\
u(-1) &= u(1) = 0, \quad \lambda, \varepsilon > 0,
\end{aligned}
\end{aligned}
\end{equation}

where $\lambda > 0$ is the Frank-Kamenetskii parameter, $\varepsilon$ is the reciprocal activation energy, $u(x)$ is the dimensionless temperature, and the reaction term $\exp\left(\frac{u}{1+\varepsilon u}\right)$ is the temperature dependence obeying the Arrhenius reaction-rate law. This is the one-dimensional case of a problem of some importance in the theory of combustion, which has been extensively investigated by many authors. We refer to [1, 6] for more background of this problem. It is easy to show that, on the $(\lambda, ||u||_{\infty})$-plane, the bifurcation curve of positive solutions of (5.3) is monotone increasing for $\varepsilon \geq 1/4 = 0.25$; see [2, p. 482]. Brown et al. [2, p. 482] showed that the bifurcation curve of positive solutions of (5.3) is S-like shaped for $0 < \varepsilon \leq \bar{\varepsilon} = 1/4.25 \approx 0.235$. Wang [21, Theorem 1] used time-map techniques to prove that the bifurcation curve of positive solutions of (5.3) is S-shaped for $0 < \varepsilon \leq \bar{\varepsilon} \approx 1/4.4967 \approx 0.222$. This upper bound for $\varepsilon$ was improved to $1/4.35 \approx 0.230$ by Korman and Li [11, Theorem 3.1] by applying a bifurcation theorem of Crandall and Rabinowitz [3]. This upper bound for $\varepsilon$ was further improved recently to $1/4.166 \approx 0.240$ by Hung and Wang [2, Theorem 2.2].

For (5.3), it was a long-standing conjecture ([2, 11, 12, 18, 21]) that there exists $\tilde{\varepsilon} > 0$ such that, on the $(\lambda, ||u||_{\infty})$-plane, the bifurcation curve of positive solutions is S-shaped for $0 < \varepsilon < \tilde{\varepsilon}$ and is monotone increasing for $\varepsilon \geq \tilde{\varepsilon}$. For this conjecture, Korman, Li and Ouyang [12] gave a computer-assisted proof. Numerical calculations show that $\tilde{\varepsilon} \approx 1/4.07 \approx 0.248$.
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