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Abstract. Motivated by the existence problem of Fourier frames on fractal measures, we introduce Bessel and frame measures for a given finite measure on \( \mathbb{R}^d \), as extensions of the notions of Bessel and frame spectra that correspond to bases of exponential functions. Not every finite compactly supported Borel measure admits frame measures. We present a general way of constructing Bessel/frame measures for a given measure. The idea is that if a convolution of two measures admits a Bessel measure, then one can use the Fourier transform of one of the measures in the convolution as a weight for the Bessel measure to obtain a Bessel measure for the other measure in the convolution. The same is true for frame measures, but with certain restrictions. We investigate some general properties of frame measures and their Beurling dimensions. In particular, we show that the Beurling dimension is invariant under convolution (with a probability measure) and under a certain type of discretization. Moreover, if a measure admits a frame measure, then it admits an atomic one, and hence a weighted Fourier frame. We also construct some examples of frame measures for self-similar measures.
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1. INTRODUCTION

A fundamental result of Fourier analysis is the Plancherel theorem: for Lebesgue measure \( \lambda \) on \( \mathbb{R} \),

\[
\int_{\mathbb{R}} |\hat{f}(t)|^2 d\lambda(t) = \int_{\mathbb{R}} |f(x)|^2 d\lambda(x).
\]

This equality suggests the idea of \( \lambda \) as a dual measure to itself, in that the norm of the Fourier transform of \( f \) is equal to the norm of \( f \). Similarly, for the measure \( m = \lambda|_{[0,1]} \), \( \lambda \) is a dual measure in the same sense, since if \( f \) is supported on \([0,1]\),
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then equation (1.1) holds. Yet there is another measure that satisfies this norm equivalence, namely the measure \( \nu = \sum_{n \in \mathbb{Z}} \delta_n \), since
\[
\int_{\mathbb{R}} |\hat{f}(t)|^2 d\nu(t) = \sum_{n \in \mathbb{Z}} \left| \int_{\mathbb{R}} f(x)e^{-2\pi inx} dm(x) \right|^2,
\]
which equals \( \int_{\mathbb{R}} |f(x)|^2 dm(x) \) by virtue that the integer exponentials form an orthonormal basis for \( L^2[0,1] \). Moreover, for any sequence \( \{e^{2\pi i \gamma_n x} : n \in \mathbb{Z}\} \) which forms a Fourier frame \[DS52, OCS02\] for the Paley-Weiner space, \( \nu = \sum_{n \in \mathbb{Z}} \delta_{\gamma_n} \) will be a dual measure in the slightly more general sense that \( \|f\|_{L^2(\mu)} \simeq \|\hat{f}\|_{L^2(\nu)} \).

In this paper, we consider questions of existence and structure of dual measures for singular measures, in particular measures which are invariant under iterated function systems.

In general, we consider a Borel measure \( \nu \) on \( \mathbb{R}^d \) to be dual to \( \mu \) if for every \( f \in L^2(\mu) \),
\[
\int_{\mathbb{R}^d} |\hat{f}\mu(x)|^2 d\nu(x) \simeq \int_{\mathbb{R}^d} |f(t)|^2 d\mu(t),
\]
where the Fourier transform is given by
\[
\widehat{f}\mu(t) = \int_{\mathbb{R}^d} f(t)e^{-2\pi it\cdot x} d\mu(x) \quad (t \in \mathbb{R}^d)
\]
for a function \( f \in L^1(\mu) \). As we shall see, this is a generalization of the idea of a Fourier frame.

This idea of dual measures is closely related to other concepts. Jorgensen and Pedersen consider spectral pairs in \[JP99\]. These spectral pairs consist of two measures \( \mu \) and \( \nu \) on \( \mathbb{R}^d \) such that the equivalence in equation (1.2) is an equality together with the requirement that the Fourier transform from \( L^2(\mu) \) to \( L^2(\nu) \) is onto. They consider specifically compactly supported \( \mu \) and purely atomic \( \nu \). Similarly, problems of equivalent norms in Paley-Wiener spaces are considered in \[OCS02, LS02\].

In a slightly different view, the series of papers by Strichartz \[Str90, Str93a, Str93b\] considers a type of Plancherel duality between self-similar measures and a limit of localized Lebesgue measures. As a typical result, Strichartz proves that for a suitable fractal measure \( \mu \) on \( \mathbb{R}^d \) which is “locally \( \alpha \)-dimensional”,
\[
\int_{\mathbb{R}^d} |f(x)|^2 d\mu \simeq \limsup_{R \to \infty} \frac{1}{R^{d-\alpha}} \int_{B_0(R)} |\widehat{f}\mu(t)|^2 d\lambda.
\]

Extensions of these results are contained in \[MZ09\].

Finally, \[GH03\] introduces a concept of continuous frame, that is, a frame which is not a sequence of vectors in a Hilbert space but instead a set of vectors parametrized by a measure space. The dual measure considered in the present paper is a concrete case of Gabardo and Han’s definition, where here the vectors are specifically exponential functions.

In recent years there has been a wide range of interest in expanding the classical Fourier analysis to fractal or more general probability measures \[DHS09, HL08, JP98, DJS09, HLD08, IAP06, JJS07, LW06, L07, S00, S06, Y08\]. One of the central themes of this area of research involves constructive and computational
bases in $L^2(\mu)$, where $\mu$ is a measure which is determined by some self-similarity property. These include classical Fourier bases, as well as wavelet and frame constructions.

We are motivated by questions of Fourier frames for fractal measures [DHSW11, DHW11]. Specifically, we are motivated by the question of whether the Cantor measure has a Fourier frame. For the middle-third Cantor set, there is a canonical measure $\mu_3$ which is supported on the Cantor set—it is known that there is no orthonormal basis of exponentials for $L^2(\mu_3)$ [JP98]. It was shown in [DHW11] that there exists a sequence of exponentials which has (relatively) large Beurling dimension [CKS08] and forms a Bessel sequence. It is still unknown if there is a Fourier frame for $\mu_3$.

In contrast, a Cantor like set with an associated measure $\mu_4$ constructed in [JP98] does possess an orthonormal basis of exponentials. It was shown in [DHW11] that any Fourier frame for $\mu_4$ must have the property that the sequence of frequencies must have Beurling dimension at most $\frac{1}{2}$. However, we show in Corollary 4.7 that the integer lattice can be weighted so that a sequence of weighted exponentials forms a frame for $\mu_4$, but the sequence of integers which have a non-zero weight has Beurling dimension 1. In the context of dual measures, there exists a sequence of weights $\{d_n\}$ such that $\nu = \sum_{n\in\mathbb{Z}} d_n \delta_n$ is a dual measure to $\mu_4$. We will introduce an appropriate notion of Beurling dimension for measures, and this measure $\nu$ will have dimension $\frac{1}{2}$ as predicted by Theorem 3.8.

The rest of this paper is organized as follows: we introduce basic definitions next. In section 2 we investigate some general properties about Bessel and frame measures. We demonstrate in Theorem 2.2 that there cannot be any general statement concerning the existence of frame measures. Moreover, we cannot even say that frame measures exist for invariant measures of iterated function systems, which is our motivating example. However, by using convolutions of measures, we show that if one frame measure exists, then in general many frame measures exist (Proposition 2.3). Moreover, if one frame measure exists, then there exists a frame measure which is absolutely continuous with respect to Lebesgue measure and has a smooth Radon-Nikodym derivative (Corollary 2.5). At the other extreme, again if one frame measure exists, then there exists a frame measure which is atomic (Theorem 2.11). As a consequence, if a measure such as $\mu_3$ has a frame measure, then it has a weighted Fourier frame (Remark 1.4).

Section 3 is devoted to establishing the connections between frame/Bessel measures and Beurling dimension and density. We prove that the Beurling dimension is invariant under convolutions with probability measures, and under discretizations (Theorem 3.4 and Theorem 3.5). Moreover, we obtain that any Bessel measure with positive lower Beurling density is absolutely continuous with respect to the Lebesque measure, and its Radon-Nikodym derivative in $L^2$-integrable. The last section of this paper is focused on frame measures for self-affine measures. In Theorem 4.6 we prove that under certain tiling assumptions one can use the Fourier transform of the complementing measure as a weight for the Lebesque measure and obtain a Plancherel measure for the given fractal measure.

**Definition 1.1.** Denote by $\delta_a$ the Dirac measure at the point $a$. Denote by $e_t$, $t \in \mathbb{R}^d$, the exponential function

$$e_t(x) = e^{2\pi i t \cdot x} \quad (x \in \mathbb{R}^d).$$
Definition 1.2. A sequence \( \{x_n\}_{n=1}^{\infty} \) in a Hilbert space (with inner product \( \langle \cdot, \cdot \rangle \)) is Bessel if there exists a positive constant \( B \) such that
\[
\sum_{n=1}^{\infty} |\langle v, x_n \rangle|^2 \leq B \|v\|^2 \text{ for all } v.
\]

The sequence is a frame if in addition to being a Bessel sequence there exists a positive constant \( A \) such that
\[
A \|v\|^2 \leq \sum_{n=1}^{\infty} |\langle v, x_n \rangle|^2 \leq B \|v\|^2.
\]

In this case, \( A \) and \( B \) are called the lower and upper frame bounds, respectively.

We extend these ideas as follows.

Definition 1.3. We say that a Borel measure \( \nu \) is a Bessel measure for \( \mu \) if there exists a constant \( B > 0 \) such that for every \( f \in L^2(\mu) \), we have
\[
\|\hat{f} d\mu\|_{L^2(\nu)} \leq B \|f\|_{L^2(\mu)}.
\]

We call \( B \) a (Bessel) bound for \( \nu \). We say the measure \( \nu \) is a frame measure for \( \mu \) if there exist constants \( A, B > 0 \) such that for every \( f \in L^2(\mu) \), we have
\[
A \|f\|_{L^2(\mu)}^2 \leq \|\hat{f} d\mu\|_{L^2(\nu)}^2 \leq B \|f\|_{L^2(\mu)}^2.
\]

We call \( A, B \) (frame) bounds for \( \nu \). We call \( \nu \) a Plancherel measure if \( A = B = 1 \). We say that a set \( \Lambda \) in \( \mathbb{R}^d \) is a spectrum for \( \mu \) if the set \( E(\Lambda) = \{e_\lambda : \lambda \in \Lambda\} \) is an orthonormal basis for \( L^2(\mu) \).

Remark 1.4. Note that, as mentioned previously, if \( \{e_{\lambda_n} : n \in \mathbb{Z}\} \) is a frame, then the measure \( \nu = \sum_{n \in \mathbb{Z}} \delta_{\lambda_n} \) is a frame measure. Conversely, if \( \nu \) is purely atomic, i.e. \( \nu = \sum_{n \in \mathbb{Z}} d_n \delta_{\lambda_n} \), and is a frame measure for \( \mu \), then \( \{\sqrt{d_n} e_{\lambda_n}\} \) is a (weighted) Fourier frame for \( L^2(\mu) \). Indeed, we have
\[
A \|f\|_{L^2(\mu)}^2 \leq \|\hat{f} d\mu\|_{L^2(\nu)}^2 = \sum_{n \in \mathbb{Z}} d_n |\langle f, \sqrt{d_n} e_{\lambda_n} \rangle|^2 \leq B \|f\|_{L^2(\mu)}^2.
\]

Here we require that \( \mu \) be a finite Borel measure in order for \( e_{\lambda_n} \in L^2(\mu) \). For the remainder of the paper, we shall assume that \( \mu \) is a Borel probability measure, unless stated explicitly otherwise.

2. Qualitative structure results

In this section we prove some general results concerning Bessel and frame measures \( \nu \) for a given measure \( \mu \). We begin with a proof that any Bessel measure \( \nu \) must be locally finite, i.e. \( \nu(K) < \infty \) for all compact subsets \( K \) of \( \mathbb{R}^d \), and hence is \( \sigma \)-finite. This will allow us the use of the Fubini theorem.

Proposition 2.1. If \( \nu \) is a Bessel measure for the measure \( \mu \), then there exists a constant \( C \) such that \( \nu(K) \leq C \max\{1, \text{diam}(K)^d\} \) for any compact subset \( K \) of \( \mathbb{R}^d \). Consequently, \( \nu \) is \( \sigma \)-finite.
Proof. Since \( \widehat{d\mu}(0) = \mu(R^d) > 0 \) there exits \( \epsilon > 0 \) and \( \delta > 0 \) such that \( |\widehat{d\mu}(x)|^2 \geq \delta \) for \( x \in B(0, \epsilon) \). Then for any \( t \in \mathbb{R}^d \) we have
\[
B = B \|e_t\|_{L^2(\mu)}^2 \geq \int |\hat{e}_t \hat{d\mu}(x)|^2 \, d\nu(x) = \int |\hat{d\mu}(x-t)|^2 \, d\nu(x) \\
\geq \int_{B(t,\epsilon)} |\hat{d\mu}(x-t)|^2 \, d\nu(x) \geq \nu(B(t,\epsilon)) \delta.
\]
Therefore \( \nu(B(t,\epsilon)) \leq B/\delta \). This implies that if a compact set has diameter less than \( \epsilon \), then its measure is bounded by \( B/\delta \). Since any compact set \( K \) can be covered by some universal constant times \( \text{diam}(K)^d \) such balls, the result follows.

\( \square \)

**Theorem 2.2.** There exist finite compactly supported Borel measures that do not admit frame measures.

**Proof.** Let \( \mu = \chi_{[0,1]} \, dx + \delta_2 \). Suppose \( \nu \) is a frame measure for \( \mu \) with frame bounds \( A, B > 0 \). Let \( f := \chi_{(2]} \). Then \( |\hat{f} \hat{d\mu}(t)| = 1 \) and \( |f|_{L^2(\mu)} = 1 \). The Bessel bound implies that \( \nu(\mathbb{R}) \leq B < \infty \). From this we obtain that for any \( \epsilon > 0 \) there exists \( R > 0 \) such that \( \nu(\mathbb{R} \setminus B_0(R)) < \epsilon \).

Now take some \( T \) large, arbitrary and let \( g(x) := e^{-2\pi iTx} \chi_{[0,1]} \). We have
\[
|\hat{g} \hat{d\mu}(t)|^2 = \frac{\sin^2(\pi(T + t))}{\pi^2(T + t)^2} \quad (t \in \mathbb{R}).
\]
Therefore \( |\hat{g} \hat{d\mu}(t)|^2 \leq 1 \) for all \( t \in \mathbb{R} \), and taking \( T \geq 2R \), we have
\[
|\hat{g} \hat{d\mu}(t)|^2 \leq \frac{1}{\pi^2(T - R)^2} \quad \text{for all } t \in (-R, R).
\]

Then, using the lower frame bound,
\[
A = A \|g\|_{L^2(\mu)}^2 \leq \int |\hat{g} \hat{d\mu}(t)|^2 \, d\nu(t) = \int_{B(0,R)} |\hat{g} \hat{d\mu}(t)|^2 \, d\nu(t) + \int_{\mathbb{R} \setminus B(0,R)} |\hat{g} \hat{d\mu}(t)|^2 \, d\nu(t) \\
\leq \frac{1}{\pi^2(T - R)^2} \cdot \nu(\mathbb{R}) + \epsilon.
\]
Letting \( T \to \infty \) and \( \epsilon \to 0 \) we obtain that \( A = 0 \), a contradiction.

\( \square \)

The next proposition shows that once a Bessel/frame measure is present, many others can be constructed.

**Proposition 2.3.** For fixed positive constants \( A \) and \( B \), let \( \mathcal{B}_B(\mu) \) denote the set of all Bessel measures with bound \( B \) and let \( \mathcal{F}_{A,B}(\mu) \) denote the set of all frame measures with bounds \( A, B \). Both sets, while possibly empty, are convex and closed under convolution with Borel probability measures.

**Proof.** To see that these sets are convex requires just a direct computation. We check that \( \mathcal{B}_B(\mu) \) is closed under convolution with Borel probability measures; for the set of frame measures the proof in analogous. Take \( \nu \in \mathcal{B}_B(\mu) \) and let \( \rho \) be a Borel probability measure on \( \mathbb{R}^d \). Take \( f \in L^2(\mu) \). Then
\[
\int |\hat{f} \hat{d\mu}(t)|^2 \, d\nu \ast \rho(t) = \int \int |\hat{f} \hat{d\mu}(t+s)|^2 \, d\nu(t) \, d\rho(s) = \int \int |e^{-sf} \hat{d\mu}(t)|^2 \, d\nu(t) \, d\rho(s) \\
\leq \int B \|e^{-sf}\|_{L^2(\mu)}^2 \, d\rho(s) = B \int \|f\|_{L^2(\mu)}^2 \, d\rho(s) = B \|f\|_{L^2(\mu)}^2.
\]

\( \square \)
Remark 2.4. The set $\mathcal{B}_B(\mu)$ is never empty. One can take $\nu = \sum_{i \in I} c_i \delta_{\lambda_i}$ for some $\lambda_i \in \mathbb{R}^d$ and adjust the constants such that $\sum_{i \in I} c_i \leq B/\mu(\mathbb{R}^d)^2$. Then $\nu \in \mathcal{B}_B(\mu)$.

Corollary 2.5. If $\mu$ has a Bessel/frame measure $\nu$, then it has one which is absolutely continuous with respect to the Lebesgue measure and whose Radon-Nikodym derivative is $C^\infty$.

Proof. Convolving $\nu$ with the Lebesgue measure on $[0,1]$ one obtains a Bessel/frame measure which is absolutely continuous. Then, convoluting with $g \, dt$ where $g \geq 0$ is a compactly supported $C^\infty$-function with $\int g(t) \, dt = 1$, one obtains the desired measure. \hfill \Box

The next theorem shows that the Bessel/frame property is preserved under approximations that use convolution kernels.

Theorem 2.6. Let $\lambda_n$ be an approximate identity, in the sense that $\lambda_n$ is a Borel probability measure with the property that $\sup \{ \|t\| : t \in \text{supp } \lambda_n \} \to 0$ as $n \to \infty$. Suppose $\nu$ is a $\sigma$-finite Borel measure, and suppose $\nu * \lambda_n$ are Bessel/frame measures for $\mu$ with uniform bounds, independent of $n$. Then $\nu$ is a Bessel/frame measure.

Proof. We show first that if $f$ is a continuous function on $\mathbb{R}^d$, then for any $x \in \mathbb{R}^d$,

$$\int f(x + t) \, d\lambda_n(t) \to f(x) \text{ as } n \to \infty. \tag{2.1}$$

Fix $\epsilon > 0$. Since $f$ is continuous at $x$ there exists $\delta > 0$ such that $|f(x + t) - f(x)| < \epsilon$ if $\|t\| < \delta$. There exists $n_\delta$ such that the support of $\lambda_n$ is contained in $B(0, \delta)$ for all $n \geq n_\delta$. Then

$$\left| \int f(x + t) \, d\lambda_n(t) - f(x) \right| \leq \int |f(x + t) - f(x)| \, d\lambda_n(t) = \int_{B(0, \delta)} |f(x + t) - f(x)| \, d\lambda_n(t) \leq \epsilon \, d\lambda_n = \epsilon.$$

We prove first that $\nu$ is a Bessel measure with the same bound $B$ as $\nu * \lambda_n$. Take $f \in L^2(\mu)$. Since $\widehat{\int d\mu}$ is continuous, we have by Fatou’s lemma:

$$\int |\widehat{\int d\mu}(x)|^2 \, d\nu(x) = \int \liminf_n \int |\widehat{\int d\mu}(x + t)|^2 \, d\lambda_n(t) \, d\nu(x) \leq \liminf_n \int |\widehat{\int d\mu}(x + t)|^2 \, d\lambda_n(t) \, d\nu(x) = \liminf_n \int |\widehat{\int d\mu}(y)|^2 \, d(\nu * \lambda_n)(y) \leq B \|f\|_{L^2(\mu)}^2.$$

To obtain the lower bound we have to show that

$$\int |\widehat{\int d\mu}(x)|^2 \, d\nu * \lambda_n \to \int |\widehat{\int d\mu}(x)|^2 \, d\nu. \tag{2.2}$$

For this, note first that given $M > 0$,

$$\int_{\{\|x\| \leq M\}} |\widehat{\int d\mu}(x + t)|^2 \, d\lambda_n(t) \, d\nu(x) \to \int_{\{\|x\| \leq M\}} |\widehat{\int d\mu}(x)|^2 \, d\nu(x).$$
This follows from Lebesgue’s dominated convergence theorem, since $|\widehat{f d\mu}|$ is bounded (more precisely $\|\widehat{f d\mu}\|_\infty \leq \|f\|_{L^1(\mu)}$), and since $\nu(\{\|x\| \leq M\}) < \infty$, by Proposition 2.1.

Secondly, given $\delta > 0$ we will find $M > 0$ such that for $n$ large enough

$$\int_{\{\|x\| \geq M\}} |\widehat{f d\mu}(x + t)|^2 d\lambda_n(t) d\nu(x) < \delta \quad \text{and} \quad \int_{\{\|x\| \geq M\}} |\widehat{f d\mu}(x)|^2 d\nu(x) < \delta.$$  

We have

$$\int_{\{\|x\| \geq M\}} |\widehat{f d\mu}(x + t)|^2 d\nu(x) = \int \chi(\{\|x\| \geq M\}) |e^{-it\cdot} \widehat{f d\mu}(x)|^2 d\nu(x).$$

Since $\mu$ is compactly supported, for $t$ small enough, we have that $e^{-t f}$ is close to $f$ in $L^2(\mu)$. Since $\nu$ is a Bessel measure we obtain that $e^{-t f} \widehat{d\mu}$ is close to $\widehat{d\mu}$ in $L^2(\nu)$. Multiplying by the characteristic function, we get that $\chi(\{\|x\| \geq M\}) e^{-t f} \widehat{d\mu}(x)$ is close to $\chi(\{\|x\| \geq M\}) \widehat{d\mu}$ in $L^2(\nu)$. Since $\widehat{d\mu}$ is in $L^2(\nu)$ we can find $M$ such that

$$\int \chi(\{\|x\| \geq M\}) |\widehat{d\mu}(x)|^2 d\nu(x) < \delta/2.$$ 

Then, for $t$ small enough,

$$\int \chi(\{\|x\| \geq M\}) |\widehat{f d\mu}(x)|^2 d\nu(x) < \delta.$$ 

Pick $n$ large enough so that inequality (2.3) holds for all $t$ in the support of $\lambda_n$. Then integrating inequality (2.4) with respect to $\lambda_n$, we obtain

$$\int \int_{\{\|x\| \geq M\}} |\widehat{f d\mu}(x + t)|^2 d\nu(x) d\lambda_n(t) < \delta.$$ 

Inequality (2.3) follows by an application of Fubini’s theorem.

The limit in (2.2) follows by splitting the integral into two regions where $\|x\| \leq M$ or $\|x\| \geq M$. Then the lower bound follows from (2.2). \hfill $\square$

In the following three propositions we present a general way of constructing Bessel/frame measures for a given measure. The idea is that if a convolution of two measures admits a Bessel measure, then one can use the Fourier transform of one of the measures in the convolution as a weight for the Bessel measure to obtain a Bessel measure for the other measure in the convolution. The same is true for frame measures, but with certain restrictions.

**Proposition 2.7.** Let $\mu$, $\mu'$ be two Borel probability measures. For $f \in L^1(\mu)$, the measure $(f d\mu) * \mu'$ is absolutely continuous w.r.t. $\mu * \mu'$. We denote by $P_{\mu,\mu'} f$ or $P f$ the Radon-Nykodim derivative:

$$P f = \frac{(f d\mu) * \mu'}{d(\mu * \mu')}.$$ 

**Proof.** Take a Borel set $E$ such that $\mu * \mu'(E) = 0$. Then

$$0 = \int \int \chi_E(x + y) d\mu(x) d\mu'(y) = \int \mu(E - y) d\mu'(y).$$ 

This implies that $\mu(E - y) = 0$ for $\mu'$-a.e. $y.$
Then
\[ \int \int \chi_E(x+y) f \, d\mu(x) \, d\mu'(y) = \int \int \chi_E(x+y) f(x) \, d\mu(x) \, d\mu'(y) = \int \int \chi_{E-y}(x) f(x) \, d\mu(x) \, d\mu'(y) = 0. \]

So \( (f \, d\mu) \ast \mu'(E) = 0. \) \( \square \)

**Proposition 2.8.** Let \( \mu \) and \( \mu' \) be probability measures and \( 1 \leq p \leq \infty \). If \( f \in L^p(\mu) \), then the function \( Pf \) is also in \( L^p(\mu \ast \mu') \) and
\[ \|Pf\|_{L^p(\mu \ast \mu')} \leq \|f\|_{L^p(\mu)}. \] (2.5)

**Proof.** For \( p = \infty \), let \( g \in L^1(\mu \ast \mu') \). Then
\[ \left| \int gPf \, d\mu \ast \mu' \right| = \left| \int g \, d((f \, d\mu) \ast \mu') \right| = \left| \int \chi_{E}(x+y) f(x) \, d\mu(x) \, d\mu'(y) \right| \leq \|f\|_{\infty} \int \left| g \right| \, d(\mu \ast \mu'). \]

Suppose \( \|Pf\|_{\infty} > \|f\|_{\infty} \). Then for \( \epsilon > 0 \) small, the set \( A := \{ x : |Pf(x)| \geq \|f\|_{\infty} + \epsilon \} \) has positive \( \mu \ast \mu' \)-measure. Let \( g := \frac{|Pf|}{\|Pf\|_{\infty}} \chi_A \). We have that \( g \in L^1(\mu \ast \mu') \)
and
\[ \left| \int gPf \, d\mu \ast \mu' \right| = \int_A |Pf| \, d\mu \ast \mu' \geq (\|f\|_{\infty} + \epsilon) \mu \ast \mu'(A) = (\|f\|_{\infty} + \epsilon) \int |g| \, d\mu \ast \mu'. \]

This contradicts the previous computation.

For \( p = 1 \), take \( g(x) = |Pf(x)|/Pf(x) \) if \( Pf(x) \neq 0 \) and \( g(x) = 0 \) otherwise. Then
\[ \int |Pf| \, d\mu \ast \mu' = \int gPf \, d\mu \ast \mu' = \int g \, d((f \, d\mu) \ast \mu') \]
\[ = \int \int g(x+y) f(x) \, d\mu(x) \, d\mu(y) \leq \int \int |f(x)| \, d\mu(x) \, d\mu(y) = \|f\|_{L^1(\mu)}. \]

For \( 1 < p < \infty \) the inequality follows from the Riesz-Thorin interpolation theorem. \( \square \)

**Proposition 2.9.** Let \( \mu, \mu' \) be probability measures. Assume that \( \mu \ast \mu' \) has a Bessel measure \( \nu \). Then \( |\mu'|^2 \, d\nu \) is a Bessel measure for \( \mu \) with the same bound.

If in addition \( \nu \) is a frame measure for \( \mu \ast \mu' \) with bounds \( A \) and \( B \), and \( c\|f\|_{L^2(\mu)}^2 \leq \|Pf\|_{L^2(\mu \ast \mu')}^2 \) for all \( f \in L^2(\mu) \), then \( |\mu'|^2 \, d\nu \) is a frame measure for \( \mu \) with bounds \( cA \) and \( B \).

**Proof.** Take \( f \in L^2(\mu) \). Then
\[ \int |(f \, d\mu')|^2 \, d\nu = \int |(f \, d\mu) \ast \mu'|^2 \, d\nu = \int |(Pf \, d\mu) \ast \mu'|^2 \, d\nu \geq A \|Pf\|_{L^2(\mu \ast \mu')}^2 \geq cA \|f\|_{L^2(\mu)}^2. \]

The upper bound follows from Proposition 2.8. \( \square \)

Next we prove some stability results.
Theorem 2.10. Let $\mu$ be a compactly supported Borel probability measure. If $\nu$ is a Bessel measure for $\mu$, then for any $r > 0$ there exists a constant $D > 0$ such that
\begin{equation}
\int \sup_{|y| \leq r} |f \hat{d}\mu(x + y)|^2 d\nu(x) \leq D \|f\|_{L^2(\mu)}^2 \quad \text{for all } f \in L^2(\mu).
\end{equation}

If $\nu$ is a frame measure for $\mu$, then there exist constants $\delta > 0$ and $C > 0$ such that
\begin{equation}
C \|f\|_{L^2(\mu)}^2 \leq \int \inf_{|y| \leq \delta} |f \hat{d}\mu(x + y)|^2 d\nu(x), \quad \text{for all } f \in L^2(\mu).
\end{equation}

Proof. Let $\epsilon : \mathbb{R}^d \to \mathbb{R}^d$ be some Borel measurable function, such that $|\epsilon(x)| \leq r$ for all $x \in \mathbb{R}^d$. Take $f \in L^2(\mu)$ and $x \in \mathbb{R}^d$. Let $u := \epsilon(x)/|\epsilon(x)|$ and
\[ g_x(t) := \hat{f} \hat{d}\mu(x + tu) \quad (t \in \mathbb{R}). \]

The function $g$ is analytic and its derivatives are
\[ g_x^{(k)}(t) = \int e^{-2\pi i(x + tu) \cdot y} (-2\pi iu \cdot y)^k f(y) d\mu(y) = ((-2\pi iu \cdot y)^k f)(x + tu). \]

Writing the Taylor expansion at 0 we have
\[ |g_x(|\epsilon(x)|) - g_x(0)|^2 = \left| \sum_{k=1}^{\infty} \frac{g_x^{(k)}(0)}{k!} |\epsilon(x)|^k \right|^2, \]
and using the Cauchy-Schwartz inequality
\[ \leq \sum_{k=1}^{\infty} \frac{|g_x^{(k)}(0)|^2}{k!} \sum_{k=1}^{\infty} |\epsilon(x)|^{2k} = \sum_{k=1}^{\infty} \frac{|g_x^{(k)}(0)|^2}{k!} \cdot (e^{\epsilon(x)^2} - 1) \leq (e^{\epsilon^2} - 1) \sum_{k=1}^{\infty} \frac{|g_x^{(k)}(0)|^2}{k!}. \]

We use the Bessel bound and obtain
\[ \int |g_x^{(k)}(0)|^2 d\nu(x) = \int |((-2\pi iu \cdot y)^k f)(x + tu)|^2 d\nu(x) \leq B \|(-2\pi iu \cdot y)^k f(y)\|_{L^2(\mu)}^2 \]
\[ \leq (2\pi M)^{2k} B \|f\|_{L^2(\mu)}^2, \]
where the constant $M$ is chosen such that the support of $\mu$ is contained in the ball $|x| \leq M$. Then
\[ \int |\hat{f} \hat{d}\mu(x + \epsilon(x)) - \hat{f} \hat{d}\mu(x)|^2 d\nu(x) \]
\[ = \int |g_x(|\epsilon(x)|) - g_x(0)|^2 d\nu(x) \leq (e^{\epsilon^2} - 1) \int \sum_{k=1}^{\infty} \frac{|g_x^{(k)}(0)|^2}{k!} d\nu(x) \]
\[ = (e^{\epsilon^2} - 1) \sum_{k=1}^{\infty} \frac{1}{k!} \int |g_x^{(k)}(0)|^2 d\nu(x) \leq (e^{\epsilon^2} - 1) \sum_{k=1}^{\infty} \frac{1}{k!} (2\pi M)^{2k} B \|f\|_{L^2(\mu)}^2 \]
\[ = B(e^{\epsilon^2} - 1)(e^{(2\pi M)^2} - 1) \|f\|_{L^2(\mu)}^2. \]

Then, by Minkowski’s inequality,
\[ \left( \int |\hat{f} \hat{d}\mu(x + \epsilon(x))|^2 d\nu(x) \right)^{\frac{1}{2}} \leq \left( \int |\hat{f} \hat{d}\mu(x)|^2 d\nu(x) \right)^{\frac{1}{2}} \]
\[ + \left( \int |\hat{f} \hat{d}\mu(x + \epsilon(x)) - \hat{f} \hat{d}\mu(x)|^2 d\nu(x) \right)^{\frac{1}{2}} \]
\[ \leq (B^{\frac{1}{2}} + (B(e^{\epsilon^2} - 1)(e^{(2\pi M)^2} - 1))^{\frac{1}{2}} \|f\|_{L^2(\mu)}. \]
Taking $\epsilon(x)$ such that $|\int d\mu(x + \epsilon(x))|^2 = \sup_{|y| \leq r} |\int d\mu(x + y)|^2$, we obtain (2.6).

Such a function $\epsilon$ is Borel measurable since the function $\int d\mu$ is continuous, and analytic in each variable.

For (2.7), take $\delta = r > 0$ small enough such that
\[
C := A^{\frac{1}{2}} - (B(e^{-r^2} - 1)(e(2\pi M)^2 - 1))^{\frac{1}{2}} > 0,
\]
where $A$ is the lower frame bound for $\nu$.

Then, by Minkowski’s inequality,
\[
\left( \int |\int d\mu(x + \epsilon(x))|^2 d\nu(x) \right)^{\frac{1}{2}} \geq \left( \int |\int d\mu(x)|^2 d\nu(x) \right)^{\frac{1}{2}} \geq (A^{\frac{1}{2}} - (B(e^{-r^2} - 1)(e(2\pi M)^2 - 1))^{\frac{1}{2}}) \|f\|_{L^2(\nu)}.
\]

Take $\epsilon(x)$ such that $|\int d\mu(x + \epsilon(x))|^2 = \inf_{|y| \leq r} |\int d\mu(x + y)|^2$, and we obtain (2.7).

Using this stability of frame measures we can prove that a certain form of discretization will produce atomic frame measures from a general frame measure.

**Theorem 2.11.** If a measure $\mu$ has a Bessel/frame measure $\nu$, then it also has an atomic one. More precisely, let $Q = [0,1)^d$ and $r > 0$. If $\nu$ is a Bessel measure for $\mu$ and $(x_k)_{k \in \mathbb{Z}^d}$ is a set of points such that $x_k \in r(k + Q)$ for all $k \in \mathbb{Z}^d$, then
\[
\nu' := \sum_{k \in \mathbb{Z}^d} \nu(r(k + Q))\delta_{x_k}
\]
is a Bessel measure for $\mu$. We call $\nu'$ a discretization of the measure $\nu$.

If $\nu$ is a frame measure for $\mu$ and $r$ is small enough, then the measure $\nu'$ defined above is a frame measure for $\mu$.

**Proof.** Define $\epsilon(x) = x_k - x$ if $x \in r(k + Q)$. Then, $|\epsilon(x)| \leq r \sqrt{d} =: r'$ and for all $f \in L^2(\mu)$,
\[
\int |\int d\mu(x + \epsilon(x))|^2 d\nu(x) = \sum_{k \in \mathbb{Z}^d} \int_{r(k + Q)} |\int d\mu(x_k)|^2 d\nu(x) = \sum_{k \in \mathbb{Z}^d} \nu(r(k + Q))|\int d\mu(x_k)|^2.
\]

But since
\[
\int \inf_{|y| \leq r} |\int d\mu(x + y)|^2 d\nu(x) \leq \int |\int d\mu(x + \epsilon(x))|^2 d\nu(x) \leq \int \sup_{|y| \leq r'} |\int d\mu(x + y)|^2 d\nu(x),
\]
everything follows from Theorem 2.10.

**Corollary 2.12.** If $\nu$ is a frame measure for $\mu$ and $r > 0$ is sufficiently small, then $\{c_k\delta_{x_k} : k \in \mathbb{Z}^d\}$ is a weighted Fourier frame for $\mu$, where $x_k \in r(k + Q)$ and $c_k = \sqrt{\nu(r(k + Q))}$.
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Proof. The measure \( \nu' = \sum_{k \in \mathbb{Z}^d} c_k^2 \delta_{x_k} \) is a frame measure for \( \mu \), so for any \( f \in L^2(\mu) \) we have

\[
A\|f\|_\mu^2 \leq \int |\hat{f}(t)|^2 d\mu' = \sum_{k \in \mathbb{Z}^d} c_k^2 |\hat{f}(x_k)|^2 = \sum_{k \in \mathbb{Z}^d} |\langle f, c_k e_{x_k} \rangle|^2 \leq B\|f\|_\mu^2.
\]

\( \square \)

3. Beurling dimension

In [DHSW11], Beurling dimension (of sequences) as defined in [CKS08] is used to provide a partial characterization of Bessel sequences of exponentials. We extend the definition of Beurling dimension to measures, and using this definition we obtain similar results concerning Bessel measures. Specifically, we show that any Bessel measure for \( \mu \) must have Beurling dimension which is sufficiently small, depending upon a certain property that \( \mu \) may possess. We begin with some basic properties (including certain invariances which will be useful later) of Beurling dimension of measures.

Definition 3.1. Let \( Q \) be the unit cube \( Q = [0, 1]^d \). For a locally finite measure \( \nu \) and \( \alpha \geq 0 \) we define the \( \alpha \)-upper Beurling density by

\[
D_\alpha(\nu) := \limsup_{R \to \infty} \sup_{x \in \mathbb{R}^d} \frac{\nu(x + RQ)}{R^\alpha}.
\]

We define the (upper) Beurling dimension of \( \nu \) by

\[
\dim \nu := \sup\{ \alpha \geq 0 : D_\alpha(\nu) = \infty \}.
\]

Proposition 3.2. If \( \nu \) is a locally finite Borel measure, then

\[
D_\alpha(\nu) = \infty \text{ for } \alpha < \dim \nu \text{ and } D_\alpha(\nu) = 0 \text{ for } \alpha > \dim \nu.
\]

In particular,

\[
\dim \nu = \inf\{ \alpha \geq 0 : D_\alpha(\nu) = 0 \}.
\]

Proof. Take \( \alpha < \dim \nu \). Then there exists \( \alpha' > \alpha \) such that \( D_{\alpha'}(\nu) = \infty \). Then

\[
D_\alpha(\nu) = \limsup_{R \to \infty} \sup_{x \in \mathbb{R}^d} \frac{\nu(x + RQ)}{R^\alpha} \leq \limsup_{R \to \infty} \sup_{x \in \mathbb{R}^d} \frac{\nu(x + RQ)}{R^{\alpha'}} = 0.
\]

If \( \alpha > \dim \nu \), then take \( \alpha' \) such that \( \dim \nu < \alpha' < \alpha \). From the definition of \( \dim \nu \) we have that \( D_{\alpha'}(\nu) < \infty \). Then

\[
D_\alpha(\nu) = \limsup_{R \to \infty} \sup_{x \in \mathbb{R}^d} \frac{\nu(x + RQ)}{R^\alpha} = \limsup_{R \to \infty} \sup_{x \in \mathbb{R}^d} \frac{\nu(x + RQ)}{R^{\alpha'}} \cdot \frac{R^{\alpha'}}{R^\alpha}
\]

\[
\leq \limsup_{R \to \infty} \sup_{x \in \mathbb{R}^d} \frac{\nu(x + RQ)}{R^{\alpha'}} \cdot \limsup_{R \to \infty} \frac{R^{\alpha'}}{R^\alpha} = D_{\alpha'}(\nu) \cdot 0 = 0.
\]

\( \square \)

Proposition 3.3. The Beurling dimension can be computed by replacing the set \( Q \) by any set \( O \) that is bounded and has an interior point.
Proof. There exist \(a, b \in \mathbb{R}^d\) and \(r_0, R_0 > 0\) such that
\[a + r_0 O \subset Q \subset b + R_0 O.\]
We have
\[
\limsup_R \sup_x \frac{\nu(x + R(a + r_0 O))}{R^\alpha} = \limsup_R \sup_y \frac{\nu(y + Rr_0 O)}{R^\alpha} = 1 + \frac{1}{r_0^{-\alpha}} \limsup_{R'} \sup_y \frac{\nu(y + R'O)}{R'^\alpha}.
\]
Therefore the two quantities involving \(\limsup \sup\) ... are simultaneously 0 or \(\infty\). Similarly,
\[
\limsup_R \sup_x \frac{\nu(x + R(b + R_0 O))}{R^\alpha} = 1 + \frac{1}{R_0^{-\alpha}} \limsup_{R'} \sup_y \frac{\nu(y + R'O)}{R'^\alpha}.
\]

Since we have
\[
\limsup_R \sup_x \frac{\nu(x + R(a + r_0 O))}{R^\alpha} \leq \limsup_R \sup_x \frac{\nu(x + RQ)}{R^\alpha} \leq \limsup_R \sup_x \frac{\nu(x + R(b + R_0 O))}{R^\alpha},
\]
we see that the \(\limsup \sup\) ... involving \(Q\) and the one involving \(O\) are at the same time 0 or \(\infty\). The result then follows from Proposition 3.2. \(\square\)

**Theorem 3.4.** Let \(\nu\) be a locally finite measure and \(\rho\) a Borel probability measure. Then
\[
\dim \nu * \rho = \dim \nu.
\]
In other words, the Beurling dimension is invariant under convolution with probability measures.

Proof. Let \(\alpha_0 := \dim \nu\) and take \(\alpha > \alpha_0\). Then \(\mathcal{D}_\alpha(\nu) = 0\). Therefore, for any \(\epsilon > 0\), there exists \(R\) as large as we want such that
\[
\frac{\nu(x + RQ)}{R^\alpha} < \epsilon \text{ for all } x \in \mathbb{R}^d.
\]
Then, for all \(x \in \mathbb{R}^d\),
\[
\nu * \rho(x + RQ) = \int \nu(x + RQ - t) d\rho(t) \leq \int \epsilon R^\alpha d\rho(t) = \epsilon R^\alpha.
\]
This implies that
\[
\sup_{x \in \mathbb{R}^d} \frac{\nu * \rho(x + RQ)}{R^\alpha} \leq \epsilon,
\]
and since \(R\) can be taken arbitrarily large, we obtain that \(\mathcal{D}_\alpha(\nu * \rho) = 0\) so \(\dim \nu * \rho \leq \alpha_0\).

Now take \(\alpha < \alpha_0\). We have \(\mathcal{D}_\alpha(\nu) = \infty\). We use Proposition 3.3 with \(O\) as the unit ball. Given \(M > 0\) there exists \(R\) as large as we want such that
\[
\sup_{x \in \mathbb{R}^d} \frac{\nu(x + RO)}{R^\alpha} > M.
\]
This means that there exists \(a \in \mathbb{R}^d\) such that
\[
\nu(a + RO) \geq MR^\alpha.
\]
Since \( \rho(\mathbb{R}^d) = 1 \) we can pick \( R \) large enough so that \( \rho(RO) \geq \frac{1}{2} \). Then for any \( t \in \mathbb{R}^d \) with \( |t| < R \) we have \( a - t + 2RO \supset a + RO \), and we have

\[
\nu \ast \rho(a + 2RO) = \int \nu(a - t + 2RO) \, d\rho(t) \geq \int_{|t|<R} \nu(a - t + 2RO) \, d\rho(t)
\]

\[
\geq \int_{|t|<R} \nu(a + RO) \, d\rho(t) \geq MR^\alpha \rho(RO) \geq \frac{M}{2} R^\alpha.
\]

Therefore

\[
\sup_{x \in \mathbb{R}^d} \frac{\nu \ast \rho(x + 2RO)}{(2R)^\alpha} \geq \frac{M}{2 \cdot 2^\alpha}.
\]

Since \( M \) is arbitrary, this implies that \( \mathcal{D}_\alpha(\nu \ast \rho) = \infty \). Hence \( \dim \nu \ast \rho \geq \alpha_0 \), and the result follows. \( \square \)

**Theorem 3.5.** Let \( \nu \) be a locally finite Borel measure and \( r > 0 \). For each \( k \in \mathbb{Z}^d \), let \( x_k \) be a point in \( \mathbb{R}^{(k+Q)} \). Define the measure

\[
\nu' = \sum_{k \in \mathbb{Z}^d} \nu(r(k+Q)) \delta_{x_k}.
\]

Then

\[
\dim \nu' = \dim \nu.
\]

In other words, the Beurling dimension is invariant under discretization.

**Proof.** Take \( \alpha > \dim \nu \). Then, given \( \epsilon > 0 \), for \( R \) large enough

\[
\frac{\nu(x + RQ)}{R^\alpha} < \epsilon \text{ for all } x \in \mathbb{R}^d.
\]

Take \( x \in \mathbb{R}^d \) to be arbitrary. We have

\[
(3.5) \quad \nu'(x + RQ) = \sum_{k: x_k \in x + RQ} \nu(r(k+Q)) = \nu \left( \bigcup_{x_k \in x + RQ} r(k+Q) \right).
\]

Since \( x_k \in (x + RQ) \cap (r(k+Q)) \) we see that the union of cubes \( r(k+Q) \) of side \( r \) in (3.5) intersecting the cube \( x + RQ \) of side \( R \) is contained in a cube of side \( R + 2r \), which we call \( x' + (R+2r)Q \). Then

\[
\frac{\nu'(x + RQ)}{R^\alpha} \leq \frac{\nu(x' + (R+2r)Q)}{R^\alpha} = \frac{\nu(x' + (R+2r)Q)}{(R+2r)^\alpha} \cdot \frac{(R+2r)^\alpha}{R^\alpha} < \epsilon \cdot 2
\]

for \( R \) large enough (independent of \( x \)). Then

\[
\sup_{x \in \mathbb{R}^d} \frac{\nu'(x + RQ)}{R^\alpha} \leq 2\epsilon
\]

for \( R \) large, so \( \dim \nu' \leq \alpha \) and \( \dim \nu' \leq \dim \nu \).

Now take \( \alpha < \dim \nu \). Given \( M > 0 \) we can find \( R \) as large as we want and \( x \in \mathbb{R}^d \) such that

\[
\frac{\nu(x + RQ)}{R^\alpha} \geq M.
\]

The cube \( x + RQ \) is contained in the union \( U \) of the cubes \( r(k+Q) \) that intersect it. This union \( U \) is contained in some cube of side \( R + 2r \), say \( x' + (R+2r)Q \).
We have
\[
\nu'(x' + (R + 2r)Q) = \sum_{x_k \in x' + (R + 2r)Q} \nu(r(k + Q)) = \nu \left( \bigcup_{x_k \in x' + (R + 2r)Q} r(k + Q) \right) \\
\geq \nu \left( \bigcup_{r(k + Q) \subset x' + (R + 2r)Q} r(k + Q) \right) \geq \nu(U) \geq \nu(x + RQ).
\]
Then
\[
\frac{\nu'(x' + (R + 2r)Q)}{(R + 2r)\alpha} \geq \frac{\nu(x + RQ)}{R^\alpha} \cdot \frac{R^\alpha}{(R + 2r)\alpha} \geq \frac{M}{2}.
\]
This proves that
\[
\sup_{x \in \mathbb{R}^d} \frac{\nu'(x + (R + 2r))}{(R + 2r)\alpha} \geq \frac{M}{2},
\]
so \(D_\alpha(\nu') = \infty \) and \( \dim \nu' \geq \dim \nu \). \qed

We now establish some upper bounds on the Beurling dimension of Bessel measures. The following result is true for any Borel measure \(\mu\). Subsequent results (e.g. Theorems 3.8 and 4.3) refine this basic result based on whether \(\mu\) has additional structure.

**Theorem 3.6.** If \(\nu\) is a Bessel measure for a Borel measure \(\mu\) on \(\mathbb{R}^d\), then \(\dim \nu \leq d\).

**Proof.** We apply Proposition 3.3 using the closed unit cube \(Q\) to estimate \(\dim \nu\). If \(\alpha > d\), we have
\[
\mathcal{D}_\alpha(\nu) = \limsup_{R \to \infty} \sup_{x \in \mathbb{R}^d} \frac{\nu(x + RQ)}{R^\alpha} \leq \limsup_{R \to \infty} \frac{CR^d}{R^\alpha} = 0,
\]
where the inequality follows from Proposition 2.1. \qed

**Definition 3.7.** We say that a Borel measure \(\mu\) is **occasionally-\(\alpha\)-dimensional** if there exist a sequence of Borel subsets \(E_n\) and some constants \(c_1, c_2 > 0\) such that \(\text{diam}(E_n)\) decreases to 0 as \(n \to \infty\),
\[
\sup_n \frac{\text{diam}(E_n)}{\text{diam}(E_{n+1})} < \infty,
\]
\[
(3.6) \qquad c_1 \text{diam}(E_n)^\alpha \leq \mu(E_n) \leq c_2 \text{diam}(E_n)^\alpha \quad (n \geq 0)
\]

**Theorem 3.8.** Let \(\mu\) be an occasionally-\(\alpha\)-dimensional measure and suppose \(\nu\) is a Bessel measure for \(\mu\). Then \(\mathcal{D}_\alpha(\nu) < \infty\) and so \(\dim(\nu) \leq \alpha\).

**Proof.** Let \(E_n\) be a sequence of sets as in Definition 3.7. Let \(\epsilon_n := \text{diam}(E_n)\) and pick \(a_n \in E_n\). Choose \(\delta > 0\) such that
\[
|e^{2 \pi iy} - 1| \leq \frac{1}{2} \text{ if } |y| \leq \delta.
\]
Let $f_n := \chi_{E_n}$. We have, for $|t| \leq \frac{\delta}{\epsilon_n}$,
\[
|\widehat{f_n} \mu(t) - e^{2\pi i t \cdot a_n} \widehat{f_n} \mu(0)| = \left| \int_{E_n} (e^{-2\pi i t \cdot x} - e^{2\pi i t \cdot a_n}) d\mu(x) \right|
\leq \int_{E_n} |e^{2\pi i t \cdot a_n} (e^{-2\pi i t \cdot (x - a_n)} - 1)| d\mu(x)
\leq \int_{E_n} \frac{1}{2} d\mu = \frac{1}{2} \mu(E_n),
\]
since $|x - a_n| < \text{diam}(E_n) = \epsilon_n$ for $x \in E_n$, so $|t \cdot (x - a_n)| \leq \frac{\delta}{\epsilon_n} \epsilon_n = \delta$.

Also,
\[
|e^{2\pi i t \cdot a_n} \widehat{f_n} \mu(0)| = \mu(E_n).
\]

Then
\[
|\widehat{f_n} \mu(t)| \geq |e^{2\pi i t \cdot a_n} \widehat{f_n} \mu(0)| - |\widehat{f_n} \mu(t) - e^{2\pi i t \cdot a_n} \widehat{f_n} \mu(0)| \geq \frac{1}{2} \mu(E_n) \geq \frac{c_1}{\mu} \epsilon_n^\alpha,
\]
for all $|t| \leq \frac{\delta}{\epsilon_n}$.

Let $g_n := \frac{f_n}{\mu(E_n)^{\frac{1}{2}}}$. Then $\|g_n\|_{L^2(\mu_n)} = 1$ and
\[
|\widehat{g_n} \mu(t)|^2 \geq \frac{c_1^2}{4} \frac{2}{\epsilon_n^\alpha} \cdot \frac{1}{\mu(E_n)} \geq \frac{c_1^2}{4} \frac{2}{\epsilon_n^\alpha} =: C \epsilon_n^\alpha,
\]
for all $|t| \leq \frac{\delta}{\epsilon_n}$, and $C > 0$.

Apply the Bessel inequality to the function $e^{2\pi i a \cdot x} g_n(x)$: for all $a \in \mathbb{R}^d$,
\[
B \geq \int |e^{2\pi i a \cdot x} g_n(t)|^2 d\nu \geq \int_{B(a, \frac{\delta}{\epsilon_n})} |\widehat{g_n} \mu(t - a)|^2 d\nu(t) \geq C \epsilon_n^\alpha \nu(B(a, \frac{\delta}{\epsilon_n})).
\]

Then
\[
\frac{1}{\delta^\alpha} \frac{B}{C} \geq \frac{\nu(B(a, \frac{\delta}{\epsilon_n}))}{\left(\frac{\delta}{\epsilon_n}\right)^\alpha}.
\]

Now take $M \geq \epsilon_n / \epsilon_{n+1}$ for all $n$ (according to (3.6)), and pick $R > 0$ large. Let $n$ be such that $\frac{\delta}{\epsilon_n} \leq R \leq \frac{\delta}{\epsilon_{n+1}}$.

We have
\[
\sup_{a \in \mathbb{R}^d} \frac{\nu(B(a, R))}{R^\alpha} \leq \sup_{a} \frac{\nu(B(a, \frac{\delta}{\epsilon_{n+1}}))}{\left(\frac{\delta}{\epsilon_{n+1}}\right)^\alpha} = \sup_{a} \frac{\nu(B(a, \frac{\delta}{\epsilon_{n+1}}))}{\left(\frac{\delta}{\epsilon_{n+1}}\right)^\alpha} \cdot \frac{\epsilon_{n+1}^\alpha}{\epsilon_{n+1}^\alpha} \leq \frac{1}{\delta^\alpha} \frac{B}{C} \cdot M^\alpha.
\]

This shows that $D_\alpha(\nu) < \infty$, so dim $\nu \leq \alpha$.

Definition 3.9. Let $\nu$ be a locally finite Borel measure on $\mathbb{R}^d$. The $d$-lower Beurling density (or simply the lower Beurling density) of $\nu$ is defined by
\[
D^-(\nu) = \liminf_{R \to \infty} \inf_{x \in \mathbb{R}^d} \frac{\nu(x + RQ)}{R^d}.
\]

Theorem 3.10. Let $\mu$ be a compactly supported Borel probability measure on $\mathbb{R}^d$. Suppose $\mu$ has a Bessel measure $\nu$ of positive lower Beurling density. Then $\mu$ is absolutely continuous with respect to the Lebesgue measure, and its Radon-Nikodym derivative is in $L^2(\mathbb{R}^d)$. 


Proof. Since \( \nu \) has positive lower Beurling density, there exist \( R > 0 \) and \( \delta > 0 \) such that
\[
\frac{\nu(x + RQ)}{R^d} \geq \delta \text{ for all } x \in \mathbb{R}^d.
\]
Then
\[
\nu(x + RQ) \geq \delta R^d =: C > 0, \text{ for all } x \in \mathbb{R}^d.
\]

With Theorem 2.11, the measure \( \nu' = \sum_{k \in \mathbb{Z}^d} \nu(R(k + Q))\delta_{Rk} \) is also a Bessel measure for \( \mu \). Note that \( \nu(R(k + Q)) \geq C \) for all \( k \in \mathbb{Z} \). Using Proposition 2.3, the convolution of \( \nu' \) with the probability measure \( \frac{1}{R^d}\chi_{RQ}(x) \, dx \), we obtain that the measure
\[
\nu'' = \frac{1}{R^d} \sum_{k \in \mathbb{Z}^d} \nu(R(k + Q))\chi_{Rk+RQ}(x) \, dx =: H(x) \, dx
\]
is a Bessel measure for \( \mu \). But the previous remarks show that \( H(x) \geq \frac{1}{R^d}C \) for all \( x \in \mathbb{R}^d \). Therefore we have
\[
\int |\hat{\mu}(x)|^2 \, dx \leq \frac{R^d}{C} \int |\hat{\mu}(x)|^2 H(x) \, dx \leq \frac{R^d}{C}B,
\]
where \( B \) is the Bessel bound for the Bessel measure \( H(x) \, dx \).

This means that \( \hat{\mu} \) is in \( L^2(\mathbb{R}^d) \). Then there exists some function \( g \in L^2(\mathbb{R}^d) \) whose Fourier transform \( \hat{g} \) is \( \mu \).

Take \( f \) to be an arbitrary \( C^\infty \), compactly supported function on \( \mathbb{R}^d \). Then \( \hat{f} \) is in \( L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \), and using the Parseval relation (see e.g., [Kat04, Chapter VI.2]), we have
\[
\int f \, d\mu = \int \hat{f}(\xi)\hat{\mu}(-\xi) \, d\xi = \int \hat{f}(\xi)\hat{\mu}(\xi) \, d\xi = \int \hat{f}(\xi)\overline{\hat{g}(\xi)} \, d\xi = \int f(x)g(x) \, dx.
\]
Since \( f \) is arbitrary, it follows that \( d\mu = g \, dx \). Note that in particular this implies that \( g \) is non-negative. \( \square \)

For Lebesgue measure restricted to the unit interval, a necessary condition for a frame measure is that the Beurling dimension is 1. We will prove this using a result in [OCS02] concerning equivalent norms for the Paley-Wiener space. Recall that the Paley-Wiener space \( PW_\pi \) is the collection of entire functions which are of exponential type \( \pi \) and are square integrable on the real axis. By the Paley-Wiener theorem [PW87], this consists of all functions \( f \) such that \( f(z) = \int_{-\pi}^{\pi} g(t)e^{itz} \, dt \) for some \( g \in L^2([-\pi, \pi]) \). By reparametrizing, we consider \( f(z) = \int_{-1/2}^{1/2} g(t)e^{-2\pi itz} \, dt \) for some \( g \in L^2([-1/2, 1/2]) \). Landau’s inequality [Lan67] implies that if \( \{\lambda_k\} \) is a sequence such that there exist constants \( 0 < A, B < \infty \) such that for every \( f \in PW_\pi \),
\[
A \int_{\mathbb{R}} |f(t)|^2 dt \leq \sum_{k \in \mathbb{Z}} |f(\lambda_k)|^2 \leq B \int_{\mathbb{R}} |f(t)|^2 dt,
\]
then the Beurling density of \( \{\lambda_k\} \) satisfies the inequalities
\[
1 \leq D^-\{\lambda_k\} \leq D^+\{\lambda_k\} < \infty.
\]
If \([3.9]\) is satisfied, then \(\{\lambda_k\}\) is a sampling set for \(PW_\pi\), and is equivalent to \(\{e_{\lambda_k}\} \subset L^2([-1/2, 1/2])\) being a Fourier frame. From page 798 of \[OCS02\]: for \(r, \delta > 0\) and a measure \(\nu\), we define the sequence
\[
\Lambda_\nu(r, \delta) = \{kr : k \in \mathbb{Z}, \nu([kr, (k+1)r]) \geq \delta\}.
\]

**Proposition 3.11.** A Borel measure \(\nu\) yields an equivalent norm for \(PW_\pi\), i.e., the measure \(\nu\) is a frame measure for the Lebesgue measure on \([-1/2, 1/2]\), if and only if the following hold:

(i) There exists a positive constant \(C\) such that \(\nu([x, x+1]) \leq C\) for all \(x \in \mathbb{R}\).

(ii) For all sufficiently small \(r > 0\) there exists a \(\delta = \delta(r) > 0\) such that \(\Lambda_\nu(r, \delta)\) is a sampling set for \(PW_\pi\).

**Theorem 3.12.** If \(\mu = \lambda|[-\frac{1}{2}, \frac{1}{2}]|\), and if \(\nu\) is a frame measure for \(\mu\), then \(D^-(\nu) > 0\), and hence \(\dim(\nu) = 1\).

**Proof.** The measure \(\nu\) is a frame measure for \(\mu\) if and only if for every \(f\) in the Paley-Wiener space \(PW_\pi\) we have
\[
A \int |f(t)|^2 d\lambda(t) \leq \int |f(t)|^2 d\nu(t) \leq B \int |f(t)|^2 d\lambda(t),
\]
and thus \(\nu\) yields an equivalent norm for \(PW_\pi\). By the preceding proposition we have that there exist an \(r > 0\) and a \(\delta > 0\) such that the sequence \(\Lambda_\nu(\delta, r)\) is a sampling sequence for \(PW\).

For \(x, R \in \mathbb{R}\), we define the set
\[
W_\nu(x, R) = \{kr : k \in \mathbb{Z}; \nu([kr, (k+1)r]) \geq \delta; [kr, (k+1)r) \subset x + RQ\}.
\]
Note that \(W_\nu(x, R) \subset \Lambda_\nu(\delta, r) \cap (x + RQ)\) and moreover the latter set is larger than the former by at most 1 element. Thus, we have for every \(x \in \mathbb{R}\) and \(R > 0\),
\[
\nu(x + RQ) \geq \sum_{kr \in W_\nu(x, R)} \nu([kr, (k+1)r)) \geq \delta \cdot \#W_\nu(x, R)
\]
\[
\geq \delta \cdot (\#(\Lambda_\nu(\delta, r) \cap (x + RQ)) - 1).
\]
Therefore, we have that
\[
D^-(\nu) = \liminf_{R \to \infty} \inf_{x \in \mathbb{R}} \frac{\nu(x + RQ)}{R}
\]
\[
\geq \delta \liminf_{R \to \infty} \inf_{x \in \mathbb{R}} \frac{\#(\Lambda_\nu(\delta, r) \cap (x + RQ)) - 1}{R}
\]
\[
= \delta D^-(\Lambda_\nu(\delta, r))
\]
\[
> 0
\]
by \([3.10]\). We have that \(D^-(\nu) \leq D_1(\nu) < \infty\) by Theorem 3.6 \(\square\)

4. **Affine iterated function systems**

Our motivating examples, measures restricted to Cantor type sets, are invariant measures for iterated function systems. For all such measures, we obtain an upper bound on the Beurling dimension of any Bessel measure. For some such measures, as demonstrated in Theorems 4.6 and 4.8 the structure of the iterated function system provides a way of constructing frame measures. Specifically, the measure \(\mu_4\) of \[JP98\] is one such case; unfortunately, the measure \(\mu_3\) for the usual Cantor set is not one of those cases.
There exists a unique Borel probability measure \( \mu \)

\[
\text{(4.3)} \quad \tau_b(x) = R^{-1}(x + b) \quad (x \in \mathbb{R}^d, b \in B).
\]

Since \( R \) is expanding, the maps \( \tau_b \) are contractions (in an appropriate metric equivalent to the Euclidean one), and therefore Hutchinson’s theorem can be applied [Hut81]: there exists a unique compact set \( X = X_B \subset \mathbb{R}^d \) such that

\[
\text{(4.2)} \quad X = \bigcup_{b \in B} \tau_b(X).
\]

The set \( X_B \) is called the attractor of the affine IFS. Moreover,

\[
\text{(4.3)} \quad X_B = \left\{ \sum_{k=1}^{\infty} R^{-k} b_k : b_k \in B \text{ for all } k \in \mathbb{N} \right\}.
\]

There exists a unique Borel probability measure \( \mu = \mu_B \) on \( \mathbb{R}^d \) such that

\[
\text{(4.4)} \quad \int f \, d\mu = \frac{1}{N} \sum_{b \in B} \int f \circ \tau_b \, d\mu,
\]

for all compactly supported continuous functions \( f \) on \( \mathbb{R}^d \). Moreover, the measure \( \mu_B \) is supported on the set \( X_B \). The measure \( \mu_B \) is called the invariant measure of the affine IFS.

We say that the affine IFS has no overlap if \( \mu_B (\tau_b(X_B) \cap \tau_{b'}(X_B)) = 0 \) for all \( b \neq b' \) in \( B \).

**Lemma 4.2.** If the IFS has no overlap, and \( E \) is a Borel set, then

\[
\text{(4.5)} \quad \mu_B(\tau_b(E)) = \frac{1}{N} \mu_B(E).
\]

In particular,

\[
\text{(4.6)} \quad \mu_B(\tau_{b_1} \ldots \tau_{b_n}(X_B)) = \frac{1}{N^n} \quad (n \in \mathbb{N}, b_1, \ldots, b_n \in B).
\]

**Proof.** From the invariance equation we have that

\[
\mu_B(E) = \frac{1}{N} \sum_{b \in B} \mu_B(\tau_b^{-1}(E)),
\]

so if \( \mu_B(E) = 0 \), then \( \mu_B(\tau_b^{-1}(E)) = 0 \) for all \( b \in B \). Also,

\[
\mu_B(\tau_b(E)) = \frac{1}{N} \sum_{b' \in B} \mu_B(\tau_{b'}^{-1}(\tau_b(E))) = \frac{1}{N} \mu_B(E) + \frac{1}{N} \sum_{b' \neq b} \mu_B(\tau_{b'}^{-1}(\tau_b(E))).
\]

But using the no overlap and the fact that \( \mu_B \) is supported on \( X_B \), we have

\[
\mu_B(\tau_{b'}(\tau_b(E))) \leq \mu_B(\tau_{b'}^{-1}(\tau_b(X_B))) = \mu_B(X_B \cap \tau_{b'}^{-1}(\tau_b(X_B))) = \mu_B(\tau_{b'}^{-1}(\tau_{b'}(X_B) \cap \tau_b(X_B))) = 0.
\]

This proves (4.5).

Applying (4.5), we obtain by induction that

\[
\mu_B(\tau_{b_1} \ldots \tau_{b_n}(X_B)) = \frac{1}{N^n}
\]

for all \( n \in \mathbb{N} \) and \( b_1, \ldots, b_n \in B \). \( \square \)
Theorem 4.3. In dimension \( d = 1 \), let \((R, B)\) be an affine IFS with no overlap, \( N = \#B \), with \( \mu_B \) the associated invariant measure. If \( \nu \) is a Bessel measure for \( \mu_B \), the Beurling dimension of \( \nu \) satisfies
\[
\dim \nu \leq \frac{\log N}{\log R}.
\]

Proof. We prove that \( \mu_B \) is occasionally \( \frac{\log N}{\log R} \)-dimensional, whence the statement follows from Theorem 3.8. Let \( b_0 \in B \) and let \( E_n = \tau^{-n}_{b_0}(X_B) \); since \( \text{diam}(E_n) = R^{-n} \text{diam}(E_0) \), we have that \( \text{diam}(E_n) \to 0 \) and \( \sup \frac{\text{diam}(E_n)}{\text{diam}(E_{n+1})} = R \). Moreover, by (4.6), \( \mu_B(E_n) = \frac{1}{N^n} \). We have
\[
\text{diam}(E_n)^{\log N/\log R} = (R^{-n})^{\log N/\log R} \text{diam}(E_0)^{\log N/\log R} = N^{-n} \text{diam}(E_0)^{\log N/\log R},
\]
and therefore (3.7) is satisfied with \( c_1 = c_2 = \text{diam}(E_0)^{\log N/\log R} \).

Proposition 4.4. Let \((R, B)\) be an affine IFS with no overlap, \( N = \#B \). On the compact space \( B^N \) consider the product probability measure where each digit in \( B \) has probability \( 1/N \). Define the encoding map \( \mathcal{E}_B : B^N \to X_B \),
\[
\mathcal{E}_B(b_1b_2\ldots) = R^{-1}b_1 + R^{-2}b_2 + \ldots.
\]
Then \( \mathcal{E}_B \) is onto, measure preserving and one-to-one on a set of full measure.

Proof. Equation (4.6) proves that \( \mathcal{E}_B \) is measure preserving. The fact that \( \mathcal{E}_B \) is onto follows from (4.3).

We now check that \( \mathcal{E}_B \) is one-to-one on a set of full measure. Let
\[
E := \bigcup_{b \neq b'} (\tau_b(X_B) \cap \tau_{b'}(X_B)), \quad F := E \cup \bigcup_{n \geq 1, b_1, \ldots, b_n \in B} \tau_{b_1}\ldots\tau_{b_n}(E).
\]
From the computations above, we see that \( F \) has measure zero. It is also clear that \( \tau^{-1}(F) \supset F \) for all \( b \in B \).

Take \( x \in X_B \setminus F \). Suppose \( x = R^{-1}b_1 + R^{-2}b_2 + \ldots \) (by (4.3)). Then \( x = \tau_{b_1}(y) \) with \( y = R^{-1}b_2 + R^{-2}b_3 + \ldots \). Since \( x \notin F \), \( b_1 \) is uniquely determined by \( x \). We have \( y = \tau^{-1}_{b_1}(x) \notin \tau^{-1}_b(F) \), so \( y \notin F \). Repeating the argument, \( b_2 \) is uniquely determined, and so on for all \( b_n \). Therefore \( \mathcal{E}_B \) is one-to-one on the set of full measure \( \mathcal{E}^{-1}_B(X_B \setminus F) \).

Definition 4.5. For two subsets \( A, B \) of \( \mathbb{R}^d \) we say that \( A \oplus B = C \) if for every element \( c \in C \) there exist unique \( a \in A \) and \( b \in B \) such that \( a + b = c \).

Theorem 4.6. Let \((R, B)\) be an affine IFS with no overlap. Suppose there exists a finite set \( C \) such that \( B \oplus C =: D \) is a complete set of representatives for \( \mathbb{Z}^d/\mathbb{R}Z^d \) and the affine IFS \((R, C)\) has no overlap. Then \( \mu_B \) has a Plancherel measure supported on a lattice. More precisely, the measure \( \mu_D \) has as its spectrum a lattice \( \Gamma \), and the measure
\[
\nu = \sum_{\gamma \in \Gamma} |\hat{\mu}_C(\gamma)|^2 \delta_\gamma
\]
is a Plancherel measure for \( \mu_B \). More generally, if \( \nu \) is a Bessel/frame measure for \( \mu_D \), then \( |\hat{\mu}_C|^2 \nu \) is a Bessel/frame measure for \( \mu_B \) with the same bounds.
Proof. The fact that \( \mu_D \) is the Lebesgue measure on a set that tiles \( \mathbb{R}^d \) by some lattice \( \Gamma \) and that there is no overlap for \( \mu_D \) are contained in [CHR97]. We will use Proposition 2.9.

Define the maps \( \Phi : D^N \rightarrow B^N \times C^N \) and \( + : X_B \times X_C \rightarrow X_D \):

\[
\Phi(d_1 d_2 \ldots) = (b_1 b_2 \ldots, c_1 c_2 \ldots), \quad \text{where} \quad d_1 = b_1 + c_1, d_2 = b_2 + c_2, \ldots,
\]

\[+(x, y) = x + y.\]

The diagram below is commutative:

\[
\begin{array}{ccc}
D^N & \longrightarrow & B^N \times C^N \\
\varepsilon_D & \downarrow & \varepsilon_B \downarrow \varepsilon_C \\
X_D & \longleftarrow & X_B \times X_C
\end{array}
\]

It is easy to check that \( \Phi \) is bijective and measure preserving. From Proposition 4.4 we conclude that the map \( + \) is bijective on sets of full measure and is measure preserving. Since \( + \) is measure preserving, we see that \( \mu_B \ast \mu_C = \mu_D \) (alternatively, consider the Fourier transforms).

We can define the map \( p : X_D \rightarrow X_B, \)

\[p(x + y) = x \quad (x \in X_B, y \in X_C).\]

We will prove that for \( f \in L^1(\mu_B) \) the function (see Proposition 2.7 for the definition) \( Pf = P_{\mu_B, \mu_C} f = f \circ p. \) Indeed, for a bounded Borel function \( g \) we have

\[
\int g d((f \circ \mu_B) \ast \mu_C) = \int \int g(x + y) f(x) d\mu_B(x) d\mu_C(y)
\]

\[= \int \int g(x + y) f \circ p(x + y) d\mu_B(x) d\mu_C(y) = \int g \circ p d(\mu_B \ast \mu_C).
\]

In addition, we have

\[
\int f \circ p d(\mu_B \ast \mu_C) = \int \int f(p(x + y)) d\mu_B(x) d\mu_C(y) = \int \int f(x) d\mu_B(x) d\mu_C(y)
\]

\[= \int f \circ p d(\mu_B \ast \mu_C).
\]

Hence

\[
\|P f\|_{L^2(\mu_B \ast \mu_C)} = \|f\|_{L^2(\mu_B)} \quad (f \in L^2(\mu_B)).
\]

Everything follows from Proposition 2.9. \( \square \)

Corollary 4.7. Let \( \mu_4 \) be the invariant measure for the affine IFS with \( R = 4 \) and \( B = \{0, 2\} \), and let \( \mu_4' \) be the invariant measure for the affine IFS with \( R = 4 \) and \( C = \{0, 1\} \). Then \( |\widehat{\mu}_4'(n)|^2 \) and \( \sum_{n \in \mathbb{Z}} |\widehat{\mu}_4'(n)|^2 \delta_n \) are Plancherel measures for \( \mu_4 \).

Therefore, \( \{|\widehat{\mu}_4'(n)| e_n\} \subset L^2(\mu_4) \) is a Parseval frame.

Moreover, if \( \{e_{\lambda_n}\} \subset L^2[0, 1] \) is a Fourier frame, then \( \{|\widehat{\mu}_4'(\lambda_n)| e_{\lambda_n}\} \subset L^2(\mu_4) \) is a frame, with the same frame bounds.

Proof. With \( B = \{0, 2\} \) and \( C = \{0, 1\} \) we have \( B \oplus C = \{0, 1, 2, 3\} = D \), and the measures \( \mu_B, \mu_C \) have no overlap. The measure \( \mu_D \) is the Lebesgue measure on \([0, 1]\). Then everything follows from Theorem 4.6. \( \square \)
In [DHSW11] it is shown that a Bessel sequence of exponentials for \( \mu_4 \) must have Beurling dimension at most \( \frac{1}{2} \). We point out here that the sequence
\[
\mathcal{Y} := \{ n : |\hat{\mu}_4'(n)|^2 \neq 0 \}
\]
has Beurling dimension 1. Indeed, we can determine the zero set of \( \hat{\mu}_4'(t) \) as is done in [JP98]:
\[
\hat{\mu}_4'(t) = \prod_{n=0}^{\infty} \frac{1}{2} \left( 1 + e^{2\pi it/4^n} \right) = e^{2\pi it/3} \cdot \prod_{n=1}^{\infty} \cos \left( \frac{\pi t}{4^n} \right).
\]
From this we see that the zero set is
\[
\mathcal{Z} \left( \hat{\mu}_4'(t) \right) = \{ 4^n(4\mathbb{Z} + 2) : n = 0, 1, \ldots \},
\]
which has Beurling density \( \mathcal{D}_1 \left( \mathcal{Z} \left( \hat{\mu}_4'(t) \right) \right) = \frac{1}{3} \). Therefore, the sequence of exponentials
\[
\{ |\hat{\mu}_4'(n)| e_n : n \in \mathcal{Y} \},
\]
which forms a Parseval frame in \( L^2(\hat{\mu}_4) \) by Corollary 4.7, has Beurling density \( \frac{2}{3} \), and hence Beurling dimension 1.

However, when we consider this sequence as a measure \( \nu = \sum_{n \in \mathbb{Z}} |\hat{\mu}_4'(n)|^2 \delta_n \), we must have by Theorem 3.8 that \( \nu \) has Beurling dimension at most \( \frac{1}{2} \).

**Theorem 4.8.** Suppose that \( B, C, D \) are as in Theorem 4.6. For functions \( f \in L^2(\mu_B) \) such that \( Pf := P_{\mu_B,\mu_C}f \) is continuous on the support of \( \mu_D \) and its Fourier transform is in \( L^1(\mathbb{R}^d) \), we have the following Fourier reconstruction theorem: for every \( t \) in the support of \( \mu_B \),
\[
f(t) = \int \left( \widehat{fd\mu_B}(x) \cdot \hat{\mu}_C(x) \right) e^{2\pi it \cdot x} dx.
\]

**Proof.** Since \( \mu_D \) is a Lebesgue measure restricted to a set, we have by the Fourier inversion theorem that for \( t \) in the support of \( \mu_B \),
\[
Pf(t) = \int \widehat{Pf}(x) e^{2\pi i x \cdot t} dx
= \int \left\{ \int Pf(y) e^{-2\pi i y \cdot x} d\mu_D(y) \right\} e^{2\pi i x \cdot t} dx
= \int \left\{ \int e^{-2\pi i y \cdot x} Pf(y) d(\mu_B * \mu_C)(y) \right\} e^{2\pi i x \cdot t} dx
= \int \left\{ \int e^{-2\pi i y \cdot x} d(\{(f d\mu_B) * \mu_C\})(y) \right\} e^{2\pi i x \cdot t} dx
= \int ((f d\mu_B) * \mu_C)(x) e^{2\pi i x \cdot t} dx
= \int \left( \widehat{fd\mu_B}(x) \cdot \hat{\mu}_C(x) \right) e^{2\pi i x \cdot t} dx.
\]
However, for \( t \) in the support of \( \mu_B \), \( Pf(t) = f(t) \) as in the proof of Theorem 4.6. \( \square \)
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