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Abstract. Chromatic series expansions of bandlimited functions have recently been introduced in signal processing with promising results. Chromatic series share similar properties with Taylor series insofar as the coefficients of the expansions, which are called chromatic derivatives, are based on the ordinary derivatives of the function, but unlike Taylor series, chromatic series have a better rate of convergence and more practical applications.

The $n$-th chromatic derivative $K^n(f)$ of an analytic function $f(t)$ is a linear combination of the ordinary derivatives $f^{(k)}(t)$, $0 \leq k \leq n$, where the coefficients of the combination are based on systems of orthogonal polynomials. In addition to their practical applications, chromatic series expansions have useful theoretical and mathematical applications. For example, functions in the Paley-Wiener space can be completely characterized by their chromatic series expansions associated with the Legendre polynomials.

The purpose of this paper is to show that chromatic series expansions can be used to characterize other important function spaces. We show that functions in weighted Bergman spaces $B_\gamma$ can be characterized by their chromatic series expansions that use chromatic derivatives associated with the Laguerre polynomials, while functions in the Bargmann-Segal-Foch space $\mathcal{F}$ can be characterized by their chromatic series expansions that use chromatic derivatives associated with the Hermite polynomials. Another goal of this article is to show that each one of these spaces has an orthonormal basis that is generated from one single function $\psi$ by applying successive chromatic derivatives to it, that is, both $B_\gamma$ and $\mathcal{F}$ have an orthonormal basis of the form $\{K^n\psi\}_{n=0}^\infty$.

1. Introduction

Chromatic derivatives and series expansions have recently been introduced in signal analysis by A. Ignjatovic in [18,19] as an alternative representation to Taylor series for bandlimited functions, and they have been shown to be more useful in practical applications than Taylor series; see [4–6,9,15–17,29,30,34,35]. For some related ideas but in a different context see [25,26].

Recall that a function $f$ is bandlimited to $[-\sigma, \sigma]$ if it can be represented as

$$f(t) = \int_{-\sigma}^{\sigma} e^{-ixt} g(x) \, dx, \quad t \in \mathbb{R}, \quad (1.1)$$

for some function $g \in L^2(-\sigma, \sigma)$.

The space of bandlimited functions, which is also known as the Paley-Wiener space of bandlimited functions, consists of entire functions of exponential type that are square integrable on the real axis. The Paley-Wiener space of functions bandlimited to $[-\sigma, \sigma]$ will be denoted by $PW_{\sigma}$. The Whittaker-Shannon-Kotel’nikov...
(WSK) sampling theorem states that if $f \in PW_{\sigma}$, then it can be reconstructed from its samples, $f(k\pi/\sigma)$. The construction formula is

$$f(t) = \sum_{k=-\infty}^{\infty} f\left(\frac{k\pi}{\sigma}\right) \frac{\sin\left(\sigma t - k\pi\right)}{\sigma(t - k\pi)} , \quad t \in \mathbb{R},$$

with the series being absolutely and uniformly convergent on compact subsets of $\mathbb{R}$. See, e.g., [38, p. 16].

The WSK theorem plays an important role in communication engineering because it enables engineers to reconstruct an analogue signal from its samples at a discrete set of points. The WSK expansion may be viewed as a global expansion because it uses function values at infinitely many points uniformly distributed on the real line.

On the other hand, as an entire function, $f$ has a Taylor series expansion of the form $f(t) = \sum_{n=0}^{\infty} \left(f^{(n)}(0)/n!\right) t^n$, which may be viewed as a local expansion since it uses the values of $f$ and all its derivatives at a single point.

While the Whittaker-Shannon-Kotel’nikov sampling expansion has played an important role in digital signal processing applications, the Taylor series has limited practical applications. This can be attributed to two facts.

- The Sinc function, $\text{Sinc } x = \sin \pi x/\pi x$, belongs to $PW_{\pi}$, and its translates, $\{\text{sinc}(t-n)\}_{n \in \mathbb{Z}}$, form an orthogonal basis for $PW_{\pi}$. Hence any $f \in PW_{\pi}$ can be approximated by truncating its sampling series, while a truncated Taylor series, i.e., a polynomial of degree $n$, is not bandlimited.

- Function evaluation is easier to compute and more numerically stable than numerical evaluation of derivatives.

Another representation of bandlimited functions is provided by the chromatic series expansions which are based on the notion of chromatic derivatives.

The $n$-th chromatic derivative $K^n[f](t_0)$ of an analytic function $f(t)$, at $t_0$, whose formal definition will be given in the next section, is a linear combination of the ordinary derivatives $f^{(k)}(t_0)$, $0 \leq k \leq n$, where the coefficients of the combination are based on systems of orthogonal polynomials. However, unlike the ordinary derivatives, the chromatic derivatives can be obtained more accurately in a noise robust way. Although there are several notions of derivatives available in the literature, such as symmetric, Peano, $L^p$, symmetric $L^p$, quantum, Fréchet, and Gateaux derivatives, they are all mathematical generalizations of the ordinary derivative and are used to describe the local behavior of a function in a neighborhood of the point of differentiation. In contrast, chromatic derivatives arose from real world applications, and analogous to ordinary derivatives they can be used to describe the global behavior of analytic functions.

Although chromatic series are like Taylor series, locally in nature, they provide more numerically robust expansions than their Taylor counterparts. The transfer functions of ordinary derivatives cluster tightly together and obliterate all but the edges of the spectrum of a bandlimited signal. On the contrary, the transfer functions of chromatic derivatives form a family of well-separated, interleaved refined comb filters; see [4,30,33].

The chromatic series expansion of $f \in C^\infty(\mathbb{R})$ is given by the series

$$f(z) \sim \sum_{n=0}^{\infty} K^n(f)(0)K^n(\psi)(z),$$
for some appropriate function $\psi$ that depends on the associated system of orthogonal polynomials used. To demonstrate the idea, let $\{P_n(\omega)\}_{n=0}^{\infty}$ be a family of polynomials orthonormal with respect to a weight function $W(\omega)$ having finite moments and satisfying some growth conditions with

$$
\int_{-\infty}^{\infty} e^{c|\omega|} W(\omega) d\omega < \infty
$$

for some $c > 0$, so that

$$
\int_{-\infty}^{\infty} P_n(\omega) P_m(\omega) W(\omega) d\omega = \delta_{m,n}.
$$

Then for any $f(z)$ analytic in the strip $S(c/2) = \{ z : \Im(z) < c/2 \}$ and for which the series $\sum_{n=0}^{\infty} |K^n(f)(0)|^2$ converges, the series (1.3) converges to $f(z)$ uniformly in every strip $\{ z : |\Im(z)| < c/2 - \varepsilon \}$, for any $\varepsilon > 0$, where

$$
\psi(z) = \int_{-\infty}^{\infty} e^{i\omega z} W(\omega) d\omega.
$$

It is easy to see that $\psi(z)$ is analytic in the strip $S(c/2) = \{ z : \Im(z) < c/2 \}$.

In the particular case where $W(\omega) = \chi(-\pi,\pi)$, and $\{P_n(\omega)\}_{n=0}^{\infty}$ are the Legendre polynomials normalized such that

$$
\int_{-\pi}^{\pi} P_n(\omega) P_m(\omega) W(\omega) d\omega = 2\pi \delta_{m,n},
$$

then the series (1.3) takes the form

$$
(1.4) \quad f(z) = \sum_{n=0}^{\infty} K^n(f)(0) K^n(\psi)(z),
$$

for any bandlimited function $f \in PW_{\pi}$, where $\psi(z) = \text{Sinc}z$ and in this case the strip $S(c/2)$ is the entire plane.

Chromatic derivatives are intrinsically related to the Fourier transformation. They are constructed using the fact that, under the Fourier transformation, differentiation in the time domain corresponds to multiplication by powers of $\omega$ in the frequency domain.

In two recent papers [36, 37] we introduced more general types of chromatic derivatives and series that are better suited to handle more general integral transforms than the Fourier transform. In [37] we presented two different methods to construct a differential operator $L$ that gives rise to generalized chromatics derivatives and their associated integral transform. In the first method the operator $L$ arises from certain Sturm-Liouville boundary-value problems, while in the second, it arises from initial-value problems involving differential operators of order $n$.

It was shown that in the first method the functions $\{K^n(\psi(z))\}$ form an orthonormal basis of a certain function space, while in the second method they may form a Riesz basis. That is, the basis may be generated from one single function by applying successive chromatic derivatives to it. This is reminiscent of the wavelets and Gabor systems in which orthonormal bases of certain function spaces are generated from one single function by translation and dilation in the former case and by translation and modulation in the latter. More specifically, if we denote the translation, dilation, and modulation operators respectively by $T_m, D^n, E_k$ where

$$
T_m f(x) = f(x - m), \quad D^n f(x) = 2^{n/2} f(2^n x), \quad E_k f(x) = e^{i(k,x)} f(x),
$$
where $x \in \mathbb{R}^d$, $m, k \in \mathbb{Z}^d$, $n \in \mathbb{Z}$, then the wavelet and Gabor systems on $\mathbb{R}^d$ can be written, respectively, as

$$
\psi_m,n(x) = D^nT_m\psi(x), \quad g_m,k(x) = E^kT_mg(x).
$$

Of special importance are the cases in which the wavelets or the Gabor systems form orthonormal, or Riesz bases or frames for some function spaces. Analogously, we shall show that there exists an entire function $\psi$ such that $\{K^\alpha\psi(z)\}_\alpha$ is an orthonormal basis for the Bargmann-Segal-Foch space $\mathfrak{F}$, where $\alpha = (\alpha_1, \cdots , \alpha_d)$ is a multi-index and $\alpha_i \in \mathbb{N}$.

The purpose of this article is to show that chromatic series can be used like Taylor series to characterize spaces of analytic functions. This work extends Ignjatovic’s result for bandlimited functions; see (1.4). In fact, in some cases the chromatic expansion of a function $f$ is just an orthogonal expansion in terms of an orthogonal basis generated by one single function. We will demonstrate this idea for two important spaces of analytic functions: a generalized Bergman space of analytic functions in the unit disk $\mathcal{B}_\gamma$ and the Bargmann-Segal-Foch space $\mathfrak{F}$ of entire functions in $\mathbb{C}^n$. We shall utilize the Bargmann transform and chromatic derivatives associated with the Hermite polynomials to obtain an orthonormal basis for the space $\mathfrak{F}$.

The notation we use is standard. We denote the set of real numbers by $\mathbb{R}$, the integers by $\mathbb{Z}$, and the natural numbers by $\mathbb{N}$.

The article is organized as follows. In Section 2 we give a brief introduction to chromatic derivatives and series. A more general form of chromatic series, which will be used to derive the main results of the article, is presented in Section 3. In Section 4 we derive the chromatic expansions in a generalized Bergman space of analytic functions in the unit disk. Because chromatic derivatives in higher dimensions are based on orthogonal polynomials in several variables, we will give a brief introduction to the theory of orthogonal polynomials in several variables in Section 5, followed by an introduction to chromatic derivatives and series in higher dimensions in Section 6. Sections 7 and 8 give a brief introduction to the Bargmann-Segal-Foch space and the Bargmann transform and some of their properties that will be used in the sequel. The main results are presented in Section 9. We conclude the article in Section 10 with some remarks and applications to asymptotic expansions and solving differential equations.

2. CHROMATIC DERIVATIVES AND SERIES

In this section we describe the general idea of chromatic expansions associated with a family of orthogonal polynomials.

For the reader’s convenience, we will briefly describe how chromatic series are constructed in one dimension and relegate the treatment of higher dimensions to Section 6. Let $W(\omega)$ be a nonnegative weight function such that all of its moments are finite, i.e., such that

$$
\mu_n = \int_{-\infty}^{\infty} \omega^n W(\omega) d\omega < \infty.
$$

Let $\{P_n(\omega)\}_{n=0}^{\infty}$ be the family of polynomials orthonormal with respect to $W(\omega)$:

$$
\int_{-\infty}^{\infty} P_n(\omega)P_m(\omega)W(\omega) d\omega = \delta_{m,n},
$$
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and let $K^n(f) = P_n(i \frac{d}{d\xi})(f)$ be the corresponding linear differential operator obtained from $P_n(\omega)$ by replacing $\omega^k (0 \leq k \leq n)$ with $i^k \frac{d^k}{d\xi^k}$. These differential operators are called *chromatic derivatives* associated with the family of orthogonal polynomials $\{P_n(\omega)\}$ because they preserve the spectral features of bandlimited signals. They can be evaluated with high accuracy and in a noise robust way from samples of the signal taken at a small multiple of the usual Nyquist rate; see [13, 15, 16] for details.

Let $\psi(z)$ be the Fourier transform of the weight function $W(\omega)$,

$$
\psi(z) = \int_{-\infty}^{\infty} e^{i \omega z} W(\omega) d\omega.
$$

Because $\psi(z)$ will be used in a Taylor-type expansion of functions analytic in a domain around the origin, we shall assume that $\limsup(\mu_n/n!)^{1/n} < \infty$, where, $\psi^{(n)}(0) = i^n \mu_n$. This condition implies that $\psi(z)$ is analytic around the origin. As shown in [14], this condition holds if and only if

$$
\int_{-\infty}^{\infty} e^{c|\omega|} W(\omega) d\omega < \infty
$$

for some $c > 0$, and in this case $\psi(z)$ is analytic in the strip $S(c/2) = \{ z : \Im(z) < c/2 \}$.

The chromatic series expansion of $f \in C^\infty(\mathbb{R})$ is given by the following formal series:

$$
(2.1) \quad f(z) \sim \sum_{n=0}^{\infty} K^n(f)(0) K^n(\psi)(z).
$$

It has been shown in [14] that if $f(z)$ is analytic in the strip $S(c/2)$ and $\sum_{n=0}^{\infty} |K^n(f)(0)|^2$ converges, then the series (2.1) converges to $f(z)$, uniformly in every strip $\{ z : |\Im(z)| < c/2 - \varepsilon \}$, for any $\varepsilon > 0$. Here it should be emphasized that although the chromatic series were originally introduced for bandlimited functions, the theory now applies to a much larger class of functions.

In the particular case, where $W(\omega) = \chi_{(-1,1)}$, the chromatic series associated with the Legendre polynomials converge in the whole complex plane, i.e., the strip $S(c/2)$ is $\mathbb{C}$, and the set of entire functions for which $\sum_{n=0}^{\infty} |K^n(f)(0)|^2$ converges is precisely the set of $L^2$ functions whose Fourier transforms are finitely supported, i.e., the set of bandlimited functions. For such functions the chromatic expansions converge uniformly on $\mathbb{R}$, and their truncated series are themselves bandlimited, which is analogous to the Whittaker-Shannon sampling series [38]. This is in contrast to Taylor series whose truncated series are not bandlimited. For this reason chromatic series have more practical applications in signal processing than Taylor series.

### 3. Chromatic derivatives associated with more general differential operators

In this section we summarize two generalizations of chromatic derivatives and their associated chromatic series.
3.1. **Chromatic derivatives associated with a Sturm-Liouville differential operator.** Consider the singular Sturm-Liouville boundary-value problem on the half-line,

\[(3.1) \quad Ly = -y'' + q(x)y = \lambda y, \quad 0 \leq x < \infty,\]

\[(3.2) \quad y(0) \cos \alpha + y'(0) \sin \alpha = 0, \quad -\pi < \alpha \leq \pi,\]

where \(q(x) \in L^1(\mathbb{R}^+)\) is real valued. It is known that the condition \(q \in L^1(\mathbb{R}^+)\) implies that the problem is in the limit point case at \(\infty\) and that the spectrum is continuous [32]. In fact, there exists a nondecreasing function \(\rho(\lambda)\) such that for all \(f \in L^2(\mathbb{R}^+)\),

\[(3.3) \quad \hat{f}(\lambda) = \int_0^\infty f(x)\phi(x, \lambda)dx\]

eexists in the mean and defines a function \(\hat{f}(\lambda)\) such that

\[(3.4) \quad f(x) = \int_{-\infty}^\infty \hat{f}(\lambda)\phi(x, \lambda)d\rho(\lambda),\]

where \(\phi(x, \lambda)\) is a solution of the differential equation (3.1) that satisfies the initial condition

\[(3.5) \quad \phi(0, \lambda) = \sin \alpha, \quad \phi'(0, \lambda) = -\cos \alpha.\]

We call the integral transform (3.3) the \(\phi\)-transform of \(f\). Fix \(0 < a < \infty\), and let \(K^2(a)\) denote the set of all functions with supports in \([0, a]\) that are square integrable with respect to \(d\rho\). In most cases of interest \(d\rho\) is supported on a half-line which, without loss of generality, we may take as \([0, \infty)\). For sufficient conditions for this to hold see [27, p. 128]. The main result can be summarized in the following theorem whose proof can be found in [37].

**Theorem 3.1.** Consider the boundary-value problem (3.1) and (3.2) and let \(CK^2(a)\) denote the image of \(K^2(a)\) under the transformation (3.4). Then there exists a sequence of polynomials \(\{p_n(\lambda)\}_{n=0}^\infty\) that are orthonormal with respect to \(d\rho\) on \([0, a]\) and \(p_n(\lambda)\) is of exact degree \(n\). Furthermore, for any \(f \in CK^2(a)\) we have for \(\alpha \neq 0, \pi\)

\[(3.6) \quad f(x) = \frac{1}{(\sin \alpha)} \sum_{n=0}^\infty [p_n(L)f](0)\psi_n(x),\]

where

\[\psi_n(x) = \int_0^\infty p_n(\lambda)\phi(x, \lambda)d\rho(\lambda),\]

and the series converges to \(f\) in the mean. Similar expressions exist for \(\alpha = 0\) or \(\pi\). The functions \(\{\psi_n(x)\}\) are orthonormal on \([0, \infty)\) and satisfy the initial condition (3.5). The series (3.6) converges to \(f(x)\) pointwise for \(0 \leq x < \infty\). In fact, the series converges to \(f\) uniformly on compact subsets of \((0, \infty)\).

**Definition 3.2.** The \(n\)-th generalized chromatic derivative of a function \(f\) associated with the differential operator \(L\) at \(x = 0\) is defined as

\[K^n[f](0) = \langle \hat{f}, p_n \rangle d\rho = \frac{1}{(\sin \alpha)} [p_n(L)f](0), \quad \text{for} \ \alpha \neq 0, \pi,\]
where \( \hat{f} \) is the \( \phi \) transform of \( f \). Analogous to (2.1), we define the generalized chromatic series expansion of \( f \) as

\[
\sum_{n=0}^{\infty} K^n[f](0)K^n[\psi](x), \quad \text{where } \psi_n(x) = K^n[\psi](x),
\]

and

\[
\psi(x) = \int_0^a \phi(x, \lambda) d\mu(\lambda).
\]

3.2. Chromatic series associated with more general integral transforms.

In this section we briefly introduce another generalization of chromatic series that is more intrinsically related to more general integral transforms than the Fourier transform. We begin with an integral transform and assume that the kernel of the transform arises from an initial-value problem associated with a linear differential operator with variable coefficients. It should be noted that the kernels of most classical integral transforms, such as the Fourier, Laplace, Hankel, and Legendre transforms, possess this property.

Consider the integral transform

\[
\int_{J_1} \hat{f}(\lambda) \phi(x, \lambda) d\lambda,
\]

where \( J_1 \) is either \([0, \infty)\) or \((-\infty, \infty)\). Assume that the kernel function \( \phi(x, \lambda) \) satisfies the differential equation

\[
L\phi(x, \lambda) = \lambda \phi(x, \lambda), \quad x \in I,
\]

on some interval \( I \), where

\[
L = q_n(x) \frac{d^n}{dx^n} + q_{n-1}(x) \frac{d^{n-1}}{dx^{n-1}} + \ldots + q_1(x) \frac{d}{dx} + q_0(x)
\]

for some continuous functions \( q_i(x) \) on \( I \) and \( q_n(x) \neq 0 \) on \( I \).

Let \( a \in I \) and assume that \( \phi(x, \lambda) \) is continuous in \( \lambda \) and \( \phi(a, \lambda) \neq 0 \). Without loss of generality, we may take \( \phi(a, \lambda) = 1 \). If \( \phi(a, \lambda) = 0 \), we may take \( \phi \) to satisfy \( \frac{\partial \phi(x, \lambda)}{\partial x} \bigg|_{x=a} = 1 \). Such \( \phi \) always exists as one of the fundamental solutions of the initial-value problem [28].

We will focus on the case \( J_1 = [0, \infty) \) because the case \( J_1 = (-\infty, \infty) \) can be treated similarly. We assume that \( \hat{f} \) has compact support of the form \([d, b] \), \( 0 \leq d < b < \infty \). By translation, we may, without loss of generality, assume that the support of \( \hat{f} \) is \([0, b]\).

Let \( w(\lambda) > 0 \) be a weight function on \( 0 \leq \lambda \leq b \). Let \( \{p_n(\lambda)\}_{n=0}^{\infty} \) be a complete orthonormal system of polynomials in \( L^2([0, b], w(\lambda)) \) with respect to the weight function \( w(\lambda) \).

Consider \( f(x) \), the integral transform (3.7) of \( \hat{f} \):

\[
f(x) = \int_0^b \hat{f}(\lambda) \phi(x, \lambda) d\lambda, \quad x \in I.
\]

Applying the operator \( L \) to both sides of (3.9), we get

\[
p_n(L)f(x) = \int_0^b p_n(\lambda) \hat{f}(\lambda) \phi(x, \lambda) d\lambda.
\]
Moreover, we have \( [p_n(L)f](a) = \int_0^b p_n(\lambda) \hat{f}(\lambda) d\lambda = \langle \hat{f}, p_n \rangle \). Thus, formally we have
\[
f(x) = \sum_{n=0}^{\infty} K^n[f](a) \psi_n(x),
\]
where the series converges pointwise for \( x \in I \),
\[
\psi_n(x) = K^n[\psi](x) = \int_0^b p_n(\lambda) w(\lambda) \phi(x, \lambda) d\lambda, \quad x \in I,
\]
with
\[
\psi(x) = \int_0^b w(\lambda) \phi(x, \lambda) d\lambda,
\]
and \( K^n[f](a) = [p_n(L)f](a) \) is the \( n \)-th chromatic derivative of \( f \) associated with the integral transform (3.7) and the system of orthonormal polynomials \( \{p_n\} \).

4. Chromatic expansions in weighted Bergman spaces

In this section we derive chromatic series expansions for functions in weighted Bergman spaces. The expansions use chromatic derivatives associated with the Laguerre polynomials.

Let \( \gamma > 0 \), \( \mathbb{D} \) denote the open unit disk, and \( \mathcal{B}_\gamma \) denote the space of all analytic functions \( f \) in \( \mathbb{D} \) such that
\[
\|f\|^2_{\mathcal{B}_\gamma} = \gamma \pi \int_{\mathbb{D}} |f(z)|^2 (1 - z \overline{z})^{\gamma - 1} dz < \infty.
\]
The space \( \mathcal{B}_\gamma \) is a Hilbert space with inner product
\[
\langle f, g \rangle = \gamma \pi \int_{\mathbb{D}} f(z) \overline{g(z)} (1 - z \overline{z})^{\gamma - 1} dz.
\]
For \( \gamma = 1 \), the space \( \mathcal{B}_1 \) is the standard Bergman space, which will be denoted by \( \mathcal{B} \); see [8]. Let \( f \) and \( g \) have Taylor series
\[
f(z) = \sum_{n=0}^{\infty} a_n z^n, \quad g(z) = \sum_{n=0}^{\infty} b_n z^n.
\]
Then
\[
\langle f, g \rangle_{\mathcal{B}_\gamma} = \gamma \pi \sum_{m,n=0}^{\infty} a_n \overline{b_m} \int_{\mathbb{D}} z^n \overline{z}^m (1 - z \overline{z})^{\gamma - 1} dz
\]
\[
= \gamma \pi \sum_{m,n=0}^{\infty} a_n \overline{b_m} \int_0^1 r^{m+n+1} (1 - r^2)^{\gamma - 1} dr \int_0^{2\pi} e^{i(n-m)\theta} d\theta
\]
\[
= 2\gamma \sum_{n=0}^{\infty} a_n \overline{b_n} \int_0^1 r^{2n+1} (1 - r^2)^{\gamma - 1} dr
\]
\[
= \gamma \sum_{n=0}^{\infty} a_n \overline{b_n} \int_0^1 x^n (1 - x)^{\gamma - 1} dx
\]
\[
= \gamma \sum_{n=0}^{\infty} a_n \overline{b_n} B(n + 1, \gamma),
\]
(4.1)
where $B(a, b)$ is the beta function given by

$$B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a + b)}.$$  

If we use the notation

$$\binom{a}{b} = \frac{\Gamma(a + 1)}{\Gamma(b + 1)\Gamma(a - b + 1)},$$

we obtain

$$\langle f, g \rangle_{B, \gamma} = \sum_{n=0}^{\infty} \frac{a_n b_n}{n + \gamma}.$$  

Hence

$$\|f\|_{B, \gamma}^2 = \sum_{n=0}^{\infty} \frac{|a_n|^2}{n + \gamma}.$$  

Let

$$u_n(z) = \sqrt{\binom{n + \gamma}{n}} z^n.$$  

From [1,2], it immediately follows that $\{u_n(z)\}_{n=0}^{\infty}$ is an orthonormal basis of $B, \gamma$.

Let $\tilde{L}_n^\gamma$ denote the Laguerre polynomial of degree $n$ defined by

$$\tilde{L}_n^\gamma(x) = \frac{x^{-\alpha}e^x}{n!} \left( \frac{d}{dx} \right)^n (x^{n+\alpha}e^{-x}), \quad n = 0, 1, \ldots.$$  

and define

$$\psi_n(q) = \frac{1}{\binom{n + \gamma}{n}} e^{-q/2} \tilde{L}_n^\gamma(q) = e^{-q/2} L_n^\gamma(q),$$  

where $L_n^\gamma(q)$ are the normalized Laguerre polynomials

$$L_n^\gamma(q) = \tilde{L}_n^\gamma(q) / \binom{n + \gamma}{n},$$  

such that

$$\int_0^{\infty} L_m^\gamma(q) L_n^\gamma(q) e^{-q} \frac{q^\gamma}{\Gamma(\gamma + 1)} dq = \delta_{m,n}.$$  

Therefore, if we set

$$d\mu = \frac{q^\gamma}{\Gamma(\gamma + 1)} dq,$$

it follows that

$$\langle \psi_m, \psi_n \rangle_{d\mu} = \int_{\mathbb{R}^+} \psi_m(q) \psi_n(q) d\mu = \delta_{m,n}.$$  

The set $\{\psi_n(q)\}_{n=0}^{\infty}$ is an orthonormal basis of $L^2(\mathbb{R}^+, d\mu)$, and hence, for any $F \in L^2(\mathbb{R}^+, d\mu)$, we have

$$F(q) = \sum_{n=0}^{\infty} \hat{F}_n \psi_n(q), \quad \text{with} \quad \hat{F}_n = \langle F, \psi_n \rangle_{d\mu}.$$
and
\[ \|F\|_{d\mu}^2 = \sum_{n=0}^{\infty} |\hat{F}_n|^2 < \infty. \]

Moreover, for \( F, G \in L^2(\mathbb{R}^+, d\mu) \) we have
\[ \langle F, G \rangle_{d\mu} = \sum_{n=0}^{\infty} F_n \overline{G}_n < \infty. \]

**Definition 4.1.** Let \( f \in C^\infty(\mathbb{R}^+) \) and
\[ \mathcal{L} = -(1-z)^{1-\gamma} \frac{d}{dz} (1-z)^{1+\gamma}. \]

We define the \( n \)-chromatic derivative of \( f \) with respect to the Laguerre polynomials as \( K^n_\gamma f(z) = \mathcal{L}^n f(z) \), where \( \mathcal{L}^n \) has the same meaning as in Section 3.

We have the following theorem.

**Theorem 4.2.** For any \( f \in \mathcal{B}_\gamma \), we have the expansion
\[ f(z) = \sum_{n=0}^{\infty} K^n_\gamma f(0) K^n_\gamma \psi(z), \]

where \( K^n_\gamma \) is the \( n \)-th chromatic derivative with respect to the Laguerre polynomials and
\[ \psi(z) = \int_{\mathbb{R}^+} \frac{1}{(1-z)^{\gamma+1}} \exp \left\{ -\frac{q}{1-z} \right\} d\mu. \]

The series converges uniformly on compact subsets of the open unit disk.

**Proof.** Let
\[ k(z, q) = \sum_{n=0}^{\infty} u_n(z) \psi_n(q) = e^{-q/2} \sum_{n=0}^{\infty} z^n \hat{L}_n^\gamma(q) \]
\[ = e^{-q/2} e^{-qz/(1-z)} (1-z)^{-\gamma-1} \]
\[ = (1-z)^{-\gamma-1} \exp \left\{ -\frac{q(1+z)}{2(1-z)} \right\}, \quad |z| < 1, \]

where the series converges to \( k(z, q) \) in \( L^2(\mathbb{R}^+, d\mu) \) as a function of \( q \) for every \( z \in \mathbb{D} \) and uniformly on compact subsets of the open unit disk as a function of \( z \); see [24, p. 77]. Let \( F \in L^2(\mathbb{R}^+, d\mu) \) and consider the integral transform
\[ \mathcal{T}[F](z) = f(z) = \int_{\mathbb{R}^+} F(q) k(z, q) d\mu(q) \]
\[ = \int_{\mathbb{R}^+} \frac{F(q)}{(1-z)^{\gamma+1}} \exp \left\{ -\frac{q(1+z)}{2(1-z)} \right\} \frac{q^\gamma}{\Gamma(\gamma+1)} dq. \]

It is easy to see that if \( F \in L^2(\mathbb{R}^+, d\mu) \), then \( f(z) = \mathcal{T}[F](z) \in \mathcal{B}_\gamma \). For, if
\[ F = \sum_{n=0}^{\infty} \hat{F}_n \psi_n(q), \]
then
\[ f(z) = \sum_{n=0}^{\infty} \hat{F}_n u_n(z) = \sum_{n=0}^{\infty} \hat{F}_n \sqrt{n+\gamma \choose n} z^n, \]
where interchanging the summation and integration is permissible for every fixed z. Moreover, the series converges uniformly on any compact subset of $\mathbb{D}$ because for all $|z| \leq \delta < 1$ we have

$$\left| \sum_{n=N}^{\infty} \hat{F}_n u_n(z) \right|^2 \leq \left( \sum_{n=N}^{\infty} |\hat{F}_n|^2 \right) \left( \sum_{n=N}^{\infty} \left( \frac{n + \gamma}{n} \right) \delta^{2n} \right) \to 0$$

as $N \to \infty$. By (4.3), we have

$$\|f\|_{B_{\gamma}}^2 = \sum_{n=0}^{\infty} \left( \frac{|\hat{F}_n|^2}{n + \gamma} \right) \left( \frac{n + \gamma}{n} \right) = \sum_{n=0}^{\infty} |\hat{F}_n|^2 < \infty,$$

which implies that $f \in B_{\gamma}$.

Now in view of Section 3 and (4.5), it is easy to see that

$$L \gamma f(z) = \int_{\mathbb{R}^+} qF(q) k(z, q) d\mu,$$

hence

$$L_\gamma^n (L) f(z) = \int_{\mathbb{R}^+} L_\gamma^n(q) F(q) k(z, q) d\mu = K^n_\gamma f(z).$$

Since $k(0, q) = e^{-q/2}$, it follows that

$$L_\gamma^n (L) f(0) = \int_{\mathbb{R}^+} L_\gamma^n(q) e^{-q/2} F(q) d\mu = (F, \psi_n) d\mu = K^n_\gamma f(0).$$

Thus,

$$f(z) = \sum_{n=0}^{\infty} K^n_\gamma f(0) \int_{\mathbb{R}^+} \psi_n(q) k(z, q) d\mu.$$

But since

$$\psi(z) = \int_{\mathbb{R}^+} \frac{1}{(1 - z)^{\gamma+1}} \exp \left\{ - \frac{q}{1 - z} \right\} d\mu = \int_{\mathbb{R}^+} e^{-q/2} k(z, q) d\mu,$$

one can show that

$$L_\gamma^n (L) \psi(z) = \int_{\mathbb{R}^+} L_\gamma^n(q) e^{-q/2} k(z, q) d\mu = \int_{\mathbb{R}^+} \psi_n(q) k(z, q) d\mu = K^n_\gamma \psi(z).$$

By substituting (4.10) into (4.9), we obtain (4.4). □

5. Orthogonal polynomial expansions in several variables

5.1. Orthogonal polynomials in several variables. Let $\mathbb{N}$ denote the set of nonnegative integers and $\alpha$ be a multi-index $\alpha = (\alpha_1, ..., \alpha_d) \in \mathbb{N}^d$. We use the notation $\alpha! = \alpha_1! \alpha_2! ... \alpha_d!$, $|\alpha| = \alpha_1 + ... + \alpha_d$. 
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and \( \delta_{\alpha,\beta} = \delta_{\alpha_1,\beta_1} \cdots \delta_{\alpha_d,\beta_d} \). For \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), we define the monomial 
\( x^\alpha = x_1^{\alpha_1} \cdots x_d^{\alpha_d} \) and \( |\alpha| \) is the degree of \( x^\alpha \). A polynomial \( P \) in \( d \) variables is a linear combination of the form
\[
P(x) = \sum_{\alpha} c_{\alpha} x^\alpha,
\]
where \( c_{\alpha} \) are complex numbers. We denote the set of all polynomials in \( d \) variables by \( \Pi^d \) and the set of all polynomials of degree at most \( n \) by \( \Pi^d_n \). The set of all homogenous polynomials of degree \( n \) will be denoted by \( P^d_n \).
\[
P^d_n = \left\{ P : P(x) = \sum_{|\alpha|=n} c_{\alpha} x^\alpha \right\}.
\]
Every polynomial in \( d \) variables can be written as a linear combination of homogenous polynomials
\[
P(x) = \sum_{k=0}^{n} \sum_{|\alpha|=k} c_{\alpha} x^\alpha.
\]
It is known that the dimension \( r^d_n \) of \( P^d_n \) is
\[
r^d_n = \binom{n+d-1}{n}.
\]
For a fixed \( d \), we may write \( r_n = r^d_n \). We shall use the lexicographic order, i.e., \( \alpha > \beta \),
if the first nonzero entry in the difference \( \alpha - \beta = (\alpha_1 - \beta_1, \alpha_2 - \beta_2, \ldots, \alpha_d - \beta_d) \) is positive.

If \( \langle , \rangle \) is an inner product on \( \Pi^d \), we say that a polynomial \( P \) is orthogonal to a polynomial \( Q \) if \( \langle P, Q \rangle = 0 \). A polynomial \( P \) is called an orthogonal polynomial if \( P \) is orthogonal to all polynomials of lower degree, i.e., \( \langle P, Q \rangle = 0 \) for all \( Q \in \Pi^d \) with \( \deg Q < \deg P \). Denote by \( V^d_n \) the space of orthogonal polynomials of degree exactly \( n \):
\[
V^d_n = \left\{ P \in \Pi^d_n : \langle P, Q \rangle = 0, \text{ for all } Q \in \Pi^d_{n-1} \right\}.
\]
the dimension of \( V^d_n \) is the same as that of \( P^d_n \).

A multi-sequence \( s : \mathbb{N}^d \rightarrow \mathbb{R} \) is written as \( s = (s_\alpha)_{\alpha \in \mathbb{N}^d} \), and for each multi-sequence we define a linear functional on \( \Pi^d \) by
\[
\mathcal{L}(x^\alpha) = s_\alpha, \quad \alpha \in \mathbb{N}^d.
\]
Let the elements of the set \( \{ \alpha \in \mathbb{N}^d : |\alpha| = n \} \) be arranged as \( \alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(r_n)} \) according to the lexicographic order. Let \( x^n \) denote the column vector
\[
x^n = (x^\alpha)_{|\alpha|=n} = (x^{\alpha(j)})_{j=1}^{r_n};
\]
that is, \( x^n \) is a vector whose elements are the monomials \( x^\alpha \) for \( |\alpha| = n \), arranged in lexicographic order.

Define the vector moments \( s_k = \mathcal{L}(x^k) \) and
\[
s_{(k) + (j)} = \mathcal{L}\left( x^k (x^j)^T \right),
\]
which is a matrix of size \( r^d_k \times r^d_j \) whose elements are \( \mathcal{L}(x^{\alpha + \beta}) \) for \( |\alpha| = k, |\beta| = j \).

Define the moment matrix
\[
M_{n,d} = \left( s_{(k) + (j)} \right)_{k,j=0}^{n} \quad \text{and} \quad \Delta_{n,d} = \det M_{n,d}
\]
whose elements are $\mathcal{L}(x^{\alpha+\beta})$ for $|\alpha| \leq n, |\beta| \leq n$. If $\{P_\alpha\}_{|\alpha|=n}$ is a sequence of polynomials in $\Pi_n^d$, we get the column polynomial vector $\mathbb{P}_n = (P_\alpha^{(1)}, \ldots, P_\alpha^{(r_n)})^T$, where $\alpha^{(1)}, \ldots, \alpha^{(r_n)}$ is the lexicographic order in $\{\alpha \in \mathbb{N}^d : |\alpha| = n\}$. For more details on the subsequent discussion, see [7].

**Definition 5.1.** Let $\mathcal{L}$ be a moment functional. A sequence of polynomials $\{P_\alpha\}_{|\alpha|=n}$ in $\Pi_n^d$ is said to be orthogonal with respect to $\mathcal{L}$ if

$$\mathcal{L}(x^m \mathbb{P}_n^T) = 0 \text{ for } n > |m|, \text{ and } \mathcal{L}(x^n \mathbb{P}_n^T) = s_n,$$

where $s_n$ is an invertible matrix of size $r_n^d \times r_n^d$.

It is known that if $\mathcal{L}$ is a moment functional and $\mathbb{P}_n$ is orthogonal as defined before, then $\{\mathbb{P}_0, \mathbb{P}_1, \ldots, \mathbb{P}_n\}$ is a basis for $\Pi_n^d$. Hence, there exist matrices $c_k$ of size $r_n^d \times r_k^d$ such that

$$x^n = c_n \mathbb{P}_n + c_{n-1} \mathbb{P}_{n-1} + \ldots + c_0 \mathbb{P}_0. \quad (5.1)$$

Moreover, for a given moment functional $\mathcal{L}$, a system of orthogonal polynomials exists if and only if $\Delta_{n,d} \neq 0$.

It is known [7] that if $\mathcal{L}$ is positive definite, then $\Delta_{n,d} > 0$ and there exists a system of orthogonal polynomials with respect to $\mathcal{L}$. In fact, in this case there exists an orthonormal basis with respect to $\mathcal{L}$; that is, there exists a sequence of vector polynomials $\{\mathbb{P}_n\}$ such that

$$\mathcal{L}(\mathbb{P}_m \mathbb{P}_n^T) = 0 \text{ if } m \neq n, \quad \mathcal{L}(\mathbb{P}_n \mathbb{P}_n^T) = I_{r_n},$$

where $I_{r_n}$ is the identity matrix of size $r_n^d \times r_n^d$.

Let $M$ denote the set of nonnegative Borel measures on $\mathbb{R}^d$ having moments of all orders. Thus, $\mu \in M$ if

$$\int_{\mathbb{R}^d} |x|^\alpha d\mu < \infty \text{ for all } \alpha \in \mathbb{N}^d,$$

and we have the moments of $\mu$,

$$s_\alpha = \int_{\mathbb{R}^d} x^\alpha d\mu.$$

For such a measure $\mu \in M$, we have a moment functional $\mathcal{L}$ defined for polynomials $P \in \Pi^d$ by

$$\mathcal{L}(P) = \int_{\mathbb{R}^d} P(x)d\mu(x).$$

If $d\mu(x) = W(x)dx$ and $W(x)$ is a nonnegative weight function, then $\mathcal{L}$ is positive definite, i.e., $\mathcal{L}(P^2) > 0$ for any $0 \neq P \in \Pi^d$. It is known that if $s = (s_\alpha)$ is a multi-sequence, then there exists $\mu \in M$ such that $s_\alpha = \int x^\alpha d\mu(x)$ if and only if the associated moment functional $\mathcal{L}$ is nonnegative on the set of nonnegative polynomials.

5.2. **Orthogonal polynomial expansions.** Let $\mathcal{L}$ be a positive moment functional (hence positive definite) and let $\{\mathbb{P}_n\}$ be the system of orthonormal polynomials associated with it. There exists a measure $\mu \in M$ such that

$$\mathcal{L}(x^\alpha) = s_\alpha = \int_{\mathbb{R}^d} x^\alpha d\mu(x).$$
We assume that \( \mu \) is absolutely continuous so that \( d\mu = W(x)dx \), with \( W \) being nonnegative so that \( L_W(f) = \int f(x)W(x)dx \) is positive definite. We also assume that for some \( c > 0 \),

\[
\int_{\mathbb{R}^d} e^{c|x|}W(x)d(x) < \infty,
\]

so that polynomials are dense in \( L^2(\mu) \), \[. \] Condition (5.2) is satisfied, for example, if \( \mu \) is compactly supported.

We adopt the following notation. If \( P(x_1, \ldots, x_d) \) is a polynomial in \( x_1, \ldots, x_d \), then the polynomial \( P\left(\frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_d}\right) \) will be denoted by \( P(\frac{\partial}{\partial z}) \), where \( x^\alpha \) is replaced by \( \frac{\partial^{\alpha}}{\partial z^\alpha} \) where \( \alpha \) is a multi-index. More explicitly if \( \alpha = (\alpha_1, \ldots, \alpha_d) \), then

\[
x^\alpha = x_1^{\alpha_1}x_2^{\alpha_2}\cdots x_d^{\alpha_d}, \quad |\alpha| = \alpha_1 + \alpha_2 + \cdots + \alpha_d, \ \alpha_i \in \mathbb{N},
\]

is replaced by

\[
\frac{\partial^{\alpha}}{\partial x_1^{\alpha_1}\partial x_2^{\alpha_2}\cdots \partial x_d^{\alpha_d}}.
\]

Let \( \{P_n^{\alpha}\}_{|\alpha|=0}^\infty \) denote the sequence of orthonormal polynomials with respect to \( L_W \). Let \( L_W^2(\mathbb{R}^d) \) denote the space of all square integrable functions with respect to the weight function \( W \). For any function \( f \in L_W^2(\mathbb{R}^d) \), consider its generalized Fourier expansion with respect to \( \{P_n^{\alpha}\}_{|\alpha|=0}^\infty \),

\[
(5.3) \quad f \sim \sum_{n=0}^{\infty} \sum_{|\alpha|=n} c_n^{\alpha}(f)P_n^{\alpha}, \quad \text{with} \quad c_n^{\alpha}(f) = \langle f, P_n^{\alpha} \rangle_W = \int f(x)P_n^{\alpha}(x)W(x)dx.
\]

If we use the vector notation, we have

\[
f \sim \sum_{n=0}^{\infty} c_n^{T}(f)\mathbf{P}_n, \quad \text{with} \quad c_n(f) = \langle f, \mathbf{P}_n \rangle_W = \int f(x)\mathbf{P}_n(x)W(x)dx;
\]

here \( \mathbf{c}_n \) is a column vector with components \( c_n^{\alpha} \) and \( |\alpha| = n \).

6. Multi-dimensional chromatic derivatives

Let \( z = (z_1, z_2, \cdots, z_d) \in \mathbb{C}^d \) and define the inner product

\[
\langle z, w \rangle = \sum_{k=1}^{d} z_k \bar{w}_k, \quad z, w \in \mathbb{C}^d \text{ so that } ||z||^2 = \sum_{k=1}^{d} |z_k|^2.
\]

If \( z_k = x_k + iy_k \), define \( \Re z = (x_1, x_2, \cdots, x_d) \) and \( \Im z = (y_1, y_2, \cdots, y_d) \) so that \( z = \Re z + i\Im z \). Moreover,

\[
||\Re z||^2 = \sum_{k=1}^{d} x_k^2, \quad ||\Im z||^2 = \sum_{k=1}^{d} y_k^2.
\]

For every real \( a > 0 \), we let \( S_d(a) = \{ z \in \mathbb{C}^d : ||\Im(z)|| < a \} \).

**Definition 6.1.** Let \( f : \mathbb{C}^d \to \mathbb{C} \); the \( n \)-th chromatic derivatives \( \mathbb{K}^n(f) \) of \( f(z) \) with respect to the polynomials \( \{P_n^{\alpha}\} \) is defined as

\[
\mathbb{K}^n(f) = \mathbf{P}_n \left(-i \frac{\partial}{\partial z}\right) f,
\]

where \( \mathbf{P}_n \) is the column vector defined before.
Hence, the \(n\)-th chromatic derivative of \(f\) is a column vector with \(r^d_n\) components, with each component being a linear combination of partial derivatives. It is easy to check that if \(\omega \in \mathbb{R}^d\) is fixed, then
\[
K^n_\alpha(e^{i(\omega, z)}) = P^n_\alpha(\omega)e^{i(\omega, z)}.
\]

**Proposition 6.2.** Let \(\varphi(\omega) \in L^2_W(\mathbb{R}^d)\) and define a corresponding function \(f_\varphi : S_d(c/2) \rightarrow \mathbb{C}\) by a \(W(\omega)\)-weighted Fourier transform of \(\varphi:\)
\[
f_\varphi(z) = \int_{\mathbb{R}^d} \varphi(\omega)e^{i(\omega, z)} W(\omega) \, d\omega.
\]
Then \(f_\varphi(z)\) is analytic on \(S_d(c/2)\), and for all \(n\) and \(z \in S_d(c/2)\),
\[
\varphi(\omega)e^{i(\omega, z)} = \sum_{n=0}^{\infty} [K^n[f_\varphi](u)]^T P_n(\omega),
\]
and for \(f_\varphi\) given by (6.2) we have
\[
\sum_{n=0}^{\infty} \sum_{|\alpha|=n} |K^n_\alpha[f_\varphi](u)|^2 = ||\varphi(\omega)e^{i(\omega, u)}||^2_W < \infty.
\]

**Proof.** Let \(f_\varphi\) be given by (6.2). By Proposition 6.2 (6.3) holds. However, if \(\varphi(\omega)e^{i(\omega, u)}\) belongs to the space \(L^2_W(\mathbb{R}^n)\), then (6.3) asserts that the projection of \(\varphi(\omega)e^{i(\omega, u)}\) onto the vector \(P_n(\omega)\) is equal to \(K^n[f_\varphi](u)\):
\[
\langle \varphi(\omega)e^{i(\omega, u)}, P_n(\omega) \rangle_W = K^n[f_\varphi](u).
\]

Since \(\{P_n(\omega)\}_{n \in \mathbb{N}}\) is a complete orthonormal system in \(L^2_W(\mathbb{R}^d)\), (6.6) implies
\(\text{(6.3)}\), and Parseval’s Theorem implies (6.5). \(\square\)

As a corollary, we have

**Corollary 6.4.** For every \(\varphi(\omega) \in L^2_W(\mathbb{R}^d)\) and every \(u \in \mathbb{R}^d\), equality (6.4) holds and
\[
\sum_{n=0}^{\infty} \sum_{|\alpha|=n} |K^n_\alpha[f_\varphi](u)|^2 = ||\varphi(\omega)||^2_W.
\]
Thus, the sum \(\sum_{n=0}^{\infty} \sum_{|\alpha|=n} |K^n_\alpha[f_\varphi](u)|^2\) is independent of \(u \in \mathbb{R}^d\).

**Proof.** If \(u \in \mathbb{R}^d\), then \(\varphi(\omega)e^{i(\omega, u)} \in L^2_W(\mathbb{R}^d)\) and \(||\varphi(\omega)e^{i(\omega, u)}||^2_W = ||\varphi(\omega)||^2_W\); thus, Proposition 6.3 applies. \(\square\)

---

1If \(x, \omega \in \mathbb{R}^d\) are both real vectors, then we denote their scalar product by \(x.\omega\). If at least one of \(u, z\) is complex we denote their scalar product by \(\langle u, z \rangle\).
**Definition 6.5.** Let \( z \in S_d(c/2) \) and define
\[
\psi(z) = \int_{\mathbb{R}^d} e^{i(\omega, z)} W(\omega) d\omega,
\]
and more generally
\[
K^n_\alpha(\psi(z)) = \psi^n_\alpha(z) = \int_{\mathbb{R}^d} P^n_\alpha(\omega)e^{i(\omega, z)} W(\omega) d\omega;
\]
we may also use the vector notation \( \Psi_n(z) = (\psi^n_\alpha(z))_{|\alpha| = n} \).

Note that Proposition 6.2 implies that the integrals in the definitions of \( \psi(z) \) and \( \psi^n_\alpha(z) \) are finite.

**Corollary 6.6.** Let \( \varepsilon > 0 \); then for all \( z \in S(\frac{c}{2} - \varepsilon) \)
\[
\sum_{n=0}^{\infty} \sum_{|\alpha| = n} |\psi^n_\alpha(z)|^2 < \left\| e^{i\frac{\omega}{2} - \varepsilon}\right\|_w^2 < \infty.
\]

**Proof.** We apply Proposition 6.3 with \( \varphi(\omega) = 1 \), in which case \( f_\varphi(z) = \psi(z) \), and by using (6.5), we obtain
\[
\sum_{n=0}^{\infty} \sum_{|\alpha| = n} |\psi^n_\alpha(z)|^2 = \left\| e^{i(\omega, z)}\right\|_w^2 \leq \left\| e^{i\omega}\right\|_w ^2 \left\| \Theta(\varepsilon)\right\|_w^2 < \left\| e^{i\frac{\omega}{2} - \varepsilon}\right\|_w^2 < \infty.
\]
The last inequality follows from (5.2).

**Definition 6.7.** We denote by \( \Lambda^2_W \) the vector space of functions \( f : S_d(c/2) \to \mathbb{C} \) which are analytic on \( S_d(c/2) \) and satisfy \( \sum_{n=0}^{\infty} \sum_{|\alpha| = n} |K^n_\alpha[f_\varphi](0)|^2 < \infty \). The chromatic series expansion of a function \( f \in \Lambda^2_W \) is given by the following formal series:
\[
f(z) \sim \sum_{n=0}^{\infty} [\Re^n(f)(u)]^T \Psi_n(z - u).
\]

**Proposition 6.8.** The mapping
\[
f(z) \mapsto \varphi_f(\omega) = \sum_{n=0}^{\infty} [\Re^n(f)(0)]^T P_n(\omega)
\]
is an isomorphism between the vector spaces \( \Lambda^2_W \) and \( L^2_W(\mathbb{R}^d) \), and its inverse is given by (6.2).

**Definition 6.9.** For \( f \in \Lambda^2_W \), we denote the corresponding \( \varphi_f(\omega) \) given by (6.12) by \( \mathcal{F}_W[f](\omega) \); thus, for \( z \in S_d(c/2) \),
\[
f(z) = \int_{\mathbb{R}^d} \mathcal{F}_W[f](\omega)e^{i(\omega, z)} W(\omega) d\omega.
\]

Proposition 6.8 and Corollary 6.4 imply the following main result.

**Theorem 6.10.** For all \( f \in \Lambda^2_W \) and all \( u \in \mathbb{R}^d \), the sum \( \sum_{n=0}^{\infty} \sum_{|\alpha| = n} |K^n_\alpha[f_\varphi](u)|^2 \) converges and is independent of \( u \). Moreover,
\[
f(z) = \sum_{n=0}^{\infty} [\Re^n(f)(u)]^T \Psi_n(z - u).
\]
Remark. The most efficient system of orthogonal polynomials for one to use to generate chromatic derivatives will depend on the shape of the support of the Fourier transform \( \mathcal{F}_W[f] \) of \( f \). If the support of \( \mathcal{F}_W[f] \) is the hypercube \( D = [-1, 1]^d \), we may use the \( d \)-dimensional Jacobi polynomials

\[
P_{\alpha_1, \ldots, \alpha_d}(x) = P_{\alpha_1}^{(a_1, b_1)}(x_1) \cdots P_{\alpha_d}^{(a_d, b_d)}(x_d), \quad |\alpha| = n,
\]

with weight function

\[
W^{(a, b)}(x) = \prod_{i=1}^{d} (1 - x_i)^{a_i} (1 + x_i)^{b_i},
\]

where \( a = (a_1, a_2, \ldots, a_d), b = (b_1, b_2, \ldots, b_d) \) and \( P_n^{(\alpha, \beta)}(x) \) is the normalized Jacobi polynomial of degree \( n \) with parameters \( \alpha, \beta \). See [31] for the definition of the Jacobi, Laguerre, and Hermite polynomials.

7. The Bargmann-Segal-Foch space

In 1928, V. Fock [10] introduced an operator solution of a commutation rule that appeared in quantum mechanics. In 1961, V. Bargmann [1–3] investigated in greater detail the function space \( \mathcal{F} \) on which Foch’s solution is realized. He also studied the relationship between the space \( \mathcal{F} \), which is called the Bargmann-Segal-Foch space, and the Hilbert space of square integrable functions \( L^2(\mathbb{R}^n) \). That relationship was established using an integral transform that is now known as the Bargmann transform. The Bargmann transform resurfaced again in recent years because of its connection with other important transforms such as the Gabor and Zak transforms [20,21]. In this section we introduce the Bargmann-Segal-Foch space and some of its properties that will be used later.

Definition 7.1. Let \( d\mu_n(z) = \rho_n d^nxd^ny, \rho_n = (\pi)^{-n} \exp\left(-\|z\|^2\right) \). The Bargmann-Segal-Foch space, \( \mathfrak{F} \), consists of all entire functions \( F(z) \) in \( \mathbb{C}^n \) such that

\[
\|F\|^2_{\mathfrak{F}} = \int_{\mathbb{C}^n} |F(z)|^2 d\mu_n(z) < \infty.
\]

It is a Hilbert space with inner product defined by

\[
\langle F, G \rangle_{\mathfrak{F}} = \int_{\mathbb{C}^n} F(z)\overline{G(z)} d\mu_n(z) < \infty,
\]

and hence with norm

\[
\|F\|^2_{\mathfrak{F}} = \int_{\mathbb{C}^n} |F(z)|^2 d\mu(z).
\]

The inner product can also be defined in terms of the Taylor series coefficients of \( F \) and \( G \). If \( k = (k_1, \ldots, k_n), m = (m_1, \ldots, m_n) \) are multi-indices with \( k_i, m_i \in \mathbb{N} \) and

\[
(7.1) \quad F(z) = \sum_{|k|=0} \infty a_k z^k \quad \text{and} \quad G(z) = \sum_{|m|=0} \infty b_m z^m,
\]

\( z^k = z_1^{k_1} z_2^{k_2} \cdots z_n^{k_n} \) and \( z_k = r_k e^{i\theta_k}, k = 1, 2, \ldots, n \), then

\[
\langle F, G \rangle_{\mathfrak{F}} = \pi^{-n} \sum_{k,m} a_k \overline{b}_m B_{k,m},
\]
where

\[ B_{k,m} = \prod_{j=1}^{n} \left\{ \left( \int_{0}^{2\pi} e^{i(k_j-m_j)\theta_j} d\theta_j \right) \left( \int_{0}^{\infty} r_j^{k_j+m_j+1} e^{-r_j^2} dr_j \right) \right\} . \]

Also, since

\[ \int_{0}^{\infty} r^{2m+1} e^{-r^2} dr = \frac{m!}{2}, \]

it is easily seen that

\[ B_{k,m} = \begin{cases} 0 & \text{if } k \neq m, \\ \pi^m m! & \text{if } k = m. \end{cases} \]

Hence

(7.2) \[ \langle F, G \rangle_{\mathfrak{F}} = \sum_{|m|=0}^{\infty} a_m \overline{b}_m m! \]

and

(7.3) \[ \|F\|_{\mathfrak{F}}^2 = \sum_{|m|=0}^{\infty} |a_m|^2 m!. \]

Interchanging the integration and the summation signs is possible because of the uniform convergence.

Lemma 7.2. The set \( \{ u_m(z) = z^m/\sqrt{m!} \}_{|m|=0}^{\infty} \) is an orthonormal basis of \( \mathfrak{F} \).

Proof. From (7.2) it follows that the set \( \{ u_m(z) = z^m/\sqrt{m!} \}_{|m|=0}^{\infty} \) is an orthonormal family, i.e.,

\[ \langle u_k, u_m \rangle_{\mathfrak{F}} = \delta_{k,m}. \]

Moreover, it is complete because in view of (7.2), if \( F \in \mathfrak{F} \), then \( \sqrt{m!} a_m = \langle F, u_m \rangle_{\mathfrak{F}} \) for all multi-indices \( m \). Hence, if \( \langle F, u_m \rangle_{\mathfrak{F}} = 0 \) for all \( m \), then \( F = 0 \), and it follows that \( \{ u_m(z) \}_{|m|=0}^{\infty} \) is complete and consequently it is an orthonormal basis of \( \mathfrak{F} \). \( \square \)

By applying the Cauchy-Schwarz inequality to the Taylor series of \( F = \sum_{m} a_m z^m \), we obtain

(7.4) \[ |F(z)|^2 \leq \left( \sum_{m=0}^{\infty} m! |a_m|^2 \right) \left( \sum_{m=0}^{\infty} \frac{|z|^{2m}}{m!} \right) = e^{2|z|^2} \|F\|_{\mathfrak{F}}^2, \]

which shows that convergence in \( \mathfrak{F} \) implies pointwise convergence and uniform convergence on compact sets. Another consequence of (7.4) is that the evaluation map \( F \to F(a) \) is continuous; hence, \( \mathfrak{F} \) is a reproducing kernel Hilbert space. Since \( \{ u_m(z) \}_{|m|=0}^{\infty} \) is an orthonormal basis of \( \mathfrak{F} \), the reproducing kernel can be found explicitly. In fact, the reproducing kernel is readily seen to be

\[ K(z, w) = \sum_{m=0}^{\infty} \frac{z^m w^m}{m!} = e^{(z, w)}. \]

Thus, for any \( F \in \mathfrak{F} \), we have by (7.2)

(7.5) \[ \langle F(z), K(z, w) \rangle_{\mathfrak{F}} = \int_{\mathbb{C}^n} F(z) e^{(w, z)} d\mu(z) = \sum_{n=0}^{\infty} n! a_n \frac{w^n}{n!} = F(w). \]
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8. The Bargmann transform

The Bargmann transform was introduced in [3] to establish the mathematical foundation for some of Foch’s work on quantum field theory. It has also appeared in the area of quantum optics [22,23]. Recently, it has appeared in some important applications, one of which is its use in the solution of the Gabor representation problem and in the proof of the completeness of the canonical coherent states in quantum mechanics and the Gabor frames in signal analysis [1,20,21].

Definition 8.1. The Bargmann transform $\mathcal{A}[f]$ of a function $f : \mathbb{R}^n \to \mathbb{C}$ is defined by

$$\mathcal{A}[f](z) = F(z) = (\pi)^{-n/4} \int_{\mathbb{R}^n} f(q) \exp \left\{ -\left( \|z\|^2 + \|q\|^2 \right) / 2 + \sqrt{2} \langle z, q \rangle \right\} d^n q,$$

which can be written as

$$F(z) = \langle k(z, q), f(q) \rangle_{L^2(\mathbb{R}^n)}, \quad \text{whenever } f \in L^2(\mathbb{R}^n),$$

where $z = x + iy$, and

$$k(z, q) = (\pi)^{-n/4} \exp \left\{ -\left( \|z\|^2 + \|q\|^2 \right) / 2 + \sqrt{2} \langle z, q \rangle \right\},$$

$q \in \mathbb{R}^n$ and $z \in \mathbb{C}^n$.

If $f$ is a locally integrable function such that $f(q) = O(\exp(a \|q\|^2))$ for sufficiently large $\|q\|$, and some $a < 1/2$, in particular, if $f \in L^2(\mathbb{R}^n)$, then its Bargmann transform exists almost everywhere.

Let $\tilde{H}_m(x)$ be the Hermite polynomial of degree $m$ defined by

$$\tilde{H}_m(x) = (-1)^m e^{x^2} \left( \frac{d}{dx} \right)^m e^{-x^2}, \quad 0 \leq m.$$

We define the normalized Hermite polynomials by

$$H_m(x) = \frac{1}{\sqrt{\pi} 2^{m/2} m!} \tilde{H}_m(x)$$

so that

$$\int_{\mathbb{R}} H_k(x) H_m(x) e^{-x^2} dx = \delta_{k,m}$$

or

$$\int_{\mathbb{R}} h_k(x) h_m(x) dx = \delta_{k,m},$$

where $h_k(x) = H_k(x) e^{-x^2/2}$ are the normalized Hermite functions, which are an orthonormal basis of $L^2(\mathbb{R})$.

Let $\alpha = (\alpha_1, \cdots, \alpha_n)$ be a multi-index with $\alpha_i$ being a nonnegative integer and $|\alpha| = \alpha_1 + \cdots + \alpha_n$. We define the $n$-dimensional normalized Hermite polynomial of degree $m$ by

$$H_\alpha(x) = H_{\alpha_1}(x_1) \cdots H_{\alpha_n}(x_n), \quad |\alpha| = m, \quad x = (x_1, \cdots, x_n),$$

with weight function $W(x) = e^{-\|x\|^2}, x \in \mathbb{R}^n$. The $n$-dimensional normalized Hermite functions are defined by

$$h_\alpha(x) = H_\alpha(x) e^{-\|x\|^2/2},$$
so that
\[ \int_{\mathbb{R}^n} h_\alpha(x) h_\beta(x) d^n x = \delta_{\alpha,\beta}. \]

It then follows from the relation [11, P. 837, Formula 7.374-6]
\[ (8.3) \quad \int_{\mathbb{R}} e^{-(x-y)^2} \tilde{H}_n(x) dx = \sqrt{\pi} 2^n y^n, \quad n = 0, 1, \ldots, \]
that the Bargmann transform of the normalized Hermite function \( h_\alpha(q) \) is \( u_\alpha(z) = z^\alpha/\sqrt{\alpha!}, |\alpha| = 0, 1, 2, \ldots. \)

Since the Hermite functions \( \{h_\alpha(q)\} \) are an orthonormal basis of \( L^2(\mathbb{R}^n) \), we have for any \( f \in L^2(\mathbb{R}^n) \),
\[ f(q) = \sum_\alpha \langle f, h_\alpha \rangle h_\alpha(q) \quad \text{with} \quad \sum_\alpha |\langle f, h_\alpha \rangle|^2 < \infty. \]

Therefore, the Bargmann transform, \( F(z) = A[f](z) \), of \( f \) is given by
\[ F(z) = \sum_\alpha \langle f, h_\alpha \rangle z^\alpha/\sqrt{\alpha!} \]
which is in \( \mathfrak{F} \) since by \( (7.3) \)
\[ \|F\|_\mathfrak{F} = \sum_\alpha |\langle f, h_\alpha \rangle|^2 < \infty. \]

There are several ways to prove Parseval’s relation for the Bargmann transform. The one we shall use is based on formula \( (7.2) \). Let \( F \) and \( G \) be the Bargmann transforms of \( f, g \in L^2(\mathbb{R}^n) \), respectively. If we denote \( \langle f, h_\alpha \rangle \) and \( \langle g, h_\alpha \rangle \) by \( \hat{f}_\alpha \) and \( \hat{g}_\alpha \), then
\[ \langle f, g \rangle_{L^2(\mathbb{R}^n)} = \int_{\mathbb{R}^n} \left( \sum_\alpha \hat{f}_\alpha h_\alpha(q) \right) \left( \sum_\beta \hat{g}_\beta \tilde{H}_\beta(q) \right) d^n q \]
\[ = \sum_\alpha \hat{f}_\alpha \bar{\hat{g}}_\alpha. \]

On the other hand, we have by Lemma \( 7.2 \)
\[ \langle F, G \rangle_{\mathfrak{F}} = \int_{\mathbb{C}^n} F(z) G(z) d\mu_n(z) \]
\[ = \int_{\mathbb{C}^n} \left( \sum_\alpha \hat{f}_\alpha u_\alpha(z) \right) \left( \sum_\beta \bar{\hat{g}}_\beta \bar{u}_\beta(z) \right) d\mu_n(z) \]
\[ = \sum_\alpha \hat{f}_\alpha \bar{\hat{g}}_\beta \langle u_\alpha, u_\beta \rangle_{\mathfrak{F}} = \sum_\alpha \hat{f}_\alpha \bar{\hat{g}}_\alpha. \]

Therefore, we have the following Parseval relation for the Bargmann transform:
\[ (8.4) \quad \langle F, G \rangle_{\mathfrak{F}} = \langle f, g \rangle_{L^2(\mathbb{R}^n)}. \]

**Theorem 8.2.** The Bargmann transformation is a unitary transformation from \( L^2(\mathbb{R}^n) \) onto \( \mathfrak{F} \) that maps the normalized Hermite functions \( h_\alpha(x) \) into \( u_\alpha(z) = z^\alpha/\sqrt{\alpha!}, |\alpha| = 0, 1, 2, \ldots. \)
9. Chromatic expansions in the Bargmann-Segal-Foch space

In this section we show that functions in the Bargmann-Segal-Foch space can be expanded in chromatic series. To this end we use the Bargmann transform and chromatic derivatives to show that there exists an entire function $\psi$ in the space $\mathfrak{F}$ whose chromatic derivatives $K^m[\psi](z)$ are an orthogonal basis for $\mathfrak{F}$; that is, the basis is generated from one single function by applying successively chromatic differentiations to it.

Let

$$L_i = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial z_i} + z_i \right).$$

It is easy to see that

$$L_i F(z) = \int_{\mathbb{R}^n} f(q) q_i k(z, q) d^n q;$$

hence

$$H_{\alpha_i} (L_i) F(z) = \int_{\mathbb{R}^n} f(q) H_{\alpha_i}(q_i) k(z, q) d^n q,$$

and consequently

$$H_{\alpha} (L) F(z) = \int_{\mathbb{R}^n} f(q) H_{\alpha}(q) k(z, q) d^n q,$$

where

$$H_{\alpha} (L) = H_{\alpha_1} (L_1) \cdots H_{\alpha_n} (L_n).$$

Following the results of Section 3, we have the following definition.

**Definition 9.1.** We define the $\alpha$-th chromatic derivative of $F(z)$ with respect to the operator $L$ and the Hermite polynomials as

$$K^\alpha F(z) = H_{\alpha}(L) F(z).$$

Let $S(\mathbb{R}^n)$ be the Schwartz space of rapidly decreasing functions consisting of all $\phi \in C^\infty(\mathbb{R}^n)$ such that

$$\gamma_{l,m}(\phi) = \sup_{q \in \mathbb{R}^n, |\beta| \leq l, |\alpha| \leq m} \left| q^\beta \frac{\partial^{|\alpha|}}{\partial q_1^{\alpha_1} \cdots \partial q_n^{\alpha_n}} \phi(q) \right| < \infty,$$

where $|\alpha| = \alpha_1 + \cdots + \alpha_n$, $|\beta| = \beta_1 + \cdots + \beta_n$, and $\alpha_i, \beta_i \in \mathbb{N}$.

**Lemma 9.2.** Let $A(S) = B$. Then

(i) $B \subset \mathfrak{F}$, and $B$ is closed under the chromatic differentiation operator $K^\alpha$, but the space $\mathfrak{F}$ is not.

(ii) However, if $F \in \mathfrak{F}$ is such that either $z_i F$ or $\frac{\partial F}{\partial z_i}$ belongs to $\mathfrak{F}$, so does $L_i F$.

(iii) More generally, if $z_\alpha F \in \mathfrak{F}$ for all multi-index $\alpha$, then $K^\alpha F \in \mathfrak{F}$.

**Proof.** (i) Clearly $S(\mathbb{R}^n) \subset L^2(\mathbb{R}^n)$, and hence $B \subset \mathfrak{F}$. Let $\phi \in S$. Then

$$\Phi(z) = A(\phi)(z) = \int_{\mathbb{R}^n} \phi(q) k(z, q) d^n q,$$

and hence

$$[K^\alpha \Phi](z) = \int_{\mathbb{R}^n} \phi(q) H_{\alpha}(q) k(z, q) d^n q.$$
But
\[
\int_{\mathbb{R}^n} |\phi(q)H_\alpha(q)|^2 \, d^nq = \int_{\|q\| \leq 1} |\phi(q)H_\alpha(q)|^2 \, d^nq + \int_{\|q\| > 1} |\phi(q)H_\alpha(q)|^2 \, d^nq
\]
\[
= C + \int_{1<\|q\|} \left| \phi(q)q^\beta \frac{H_\alpha(q)}{q^\beta} \right|^2 \, d^nq
\]
\[
\leq C + \alpha^2 \int_{1<\|q\|} \left| \frac{H_\alpha(q)}{q^\beta} \right|^2 \, d^nq.
\]

For \(\beta\) such that \(\alpha_i + 1 < \beta_i\) and \(i = 1, 2, \ldots, n\), we obtain that the last integral is convergent and hence \(\phi(q)H_\alpha(q) \in L^2(\mathbb{R}^n)\), and therefore, \([K^\alpha \Phi](z) \in \mathfrak{F}\).

(ii) Let \(F(z) = \sum_{|m|=0}^{\infty} a_m z^m\). Then
\[
z_i F(z) = \sum a_{m_1, \ldots, m_i-1, \ldots, m_n} z^m
\]
and
\[
\frac{\partial F}{\partial z_i} = \sum (m_i + 1) a_{m_1, \ldots, m_i+1, \ldots, m_n} z^m.
\]
From (7.3) we obtain that
\[
\|z_i F(z)\|_{\mathfrak{F}}^2 = \sum |a_{m_1, \ldots, m_i-1, \ldots, m_n}|^2 m!
\]
\[
= \sum |a_m|^2 (m_i + 1)! \cdots (m_1 + 1)! \cdots m_n!
\]
(9.1)
and similarly
\[
\left\| \frac{\partial F}{\partial z_i} \right\|_{\mathfrak{F}}^2 = \sum |a_{m_1, \ldots, m_i+1, \ldots, m_n}|^2 (m_i + 1)^2 m!
\]
\[
= \sum |a_m|^2 (m_i)^2 m_1! \cdots (m_i - 1)! \cdots m_n!
\]
(9.2)
From (9.1) and (9.2) it follows that
\[
\|z_i F(z)\|_{\mathfrak{F}}^2 = \left\| \frac{\partial F}{\partial z_i} \right\|_{\mathfrak{F}}^2 + \|F(z)\|_{\mathfrak{F}}^2,
\]
which completes the proof of part (ii).

(iii) Finally, for \(\beta = (\beta_1, \ldots, \beta_n)\) and \(\beta_i \in \mathbb{N}\) we have
\[
z^\beta F(z) = \sum m \ a_m z^{m+\beta},
\]
which in view of (7.3) leads to
\[
\|z^\beta F(z)\|_{\mathfrak{F}}^2 = \sum m |a_m|^2 (m + \beta)!
\]
(9.3)
\[
= \sum m |a_m|^2 \left( \prod_{i=1}^{n} Q_i(m_i) \right) m!,
\]
where
\[
Q_i(m_i) = (m_i + \beta_i)(m_i + \beta_i - 1) \cdots (m_i + 1), \quad i = 1, 2, \ldots, n,
\]
Thus, from (9.5) it now follows that if
\[ a_i \text{ is a polynomial in } m_i \text{ of degree } \beta_i, \]

Moreover,
\[ \frac{\partial^{\alpha|F}}{\partial z^\alpha} = \sum a_m \left( \prod_{i=1}^{n} \frac{m_i!}{(m_i - \alpha_i)!} \right) z^{m-\alpha}. \]

Hence,
\[ z^\alpha \frac{\partial^{\alpha|F}}{\partial z^\alpha} = \sum a_m \left( \prod_{i=1}^{n} \frac{m_i!}{(m_i - \alpha_i)!} \right) z^m, \]

and it follows that
\[ \left\| z^\alpha \frac{\partial^{\alpha|F}}{\partial z^\alpha} \right\|_\mathfrak{F}^2 = \sum |a_m|^2 \left( \prod_{i=1}^{n} P_i(m_i) \right)^2 m!, \]

where
\[ P_i(m_i) = \frac{m_i!}{(m_i - \alpha_i)!}, \quad i = 1, \ldots, n, \]

is a polynomial of degree \( \alpha_i \) in \( m_i \).

By combining (9.3) and (9.4), we obtain that for \( \beta \) such that \( 2\alpha_i < \beta_i \) and all \( i \),
\[ \left\| z^\alpha \frac{\partial^{\alpha|F}}{\partial z^\alpha} \right\|_\mathfrak{F}^2 \leq \left\| z^\beta F(z) \right\|_\mathfrak{F}^2. \]

Similarly, one can show that
\[ \left\| z^\delta \frac{\partial^{\alpha|F}}{\partial z^\alpha} \right\|_\mathfrak{F}^2 \leq \left\| z^\gamma \frac{\partial^{\alpha|F}}{\partial z^\alpha} \right\|_\mathfrak{F}^2 \leq \left\| z^\beta F(z) \right\|_\mathfrak{F}^2, \quad \text{if } \delta_i \leq \alpha_i \leq \beta_i/2. \]

Since \( K^\alpha F(z) = H_{\alpha_1} (L_1) \cdots H_{\alpha_n} (L_n) F(z) \) is a product of \( n \) polynomials in which the \( i \)-th polynomial is of degree \( \alpha_i \) in \( L_i \), it is easy to see that the general term of this polynomial is of the form
\[ z_i^{\delta_i} \frac{\partial^{\gamma_i} F}{\partial z_i^{\gamma_i}}, \quad \text{where } 0 \leq \delta_i + \gamma_i \leq \alpha_i, \]

and hence the general term in \( K^\alpha F(z) \) is of the form
\[ z^{\delta} \frac{\partial^{\gamma} F}{\partial z^{\gamma}}, \quad \text{where } |\delta| + |\gamma| \leq |\alpha|. \]

Thus, from (9.5) it now follows that if \( z^\beta F \in \mathfrak{F} \) for all \( \beta \), then \( K^\alpha F \in \mathfrak{F} \).

Finally, we are ready to derive the main result of this section.

**Theorem 9.3.** There exists a function \( \phi \in S(\mathbb{R}^n) \) whose Bergmann transform \( \mathcal{A}(\phi) = \psi(z) \in \mathfrak{F} \) has the property that its chromatic derivatives \( \{K^\alpha \psi(z)\} \) are an orthogonal basis of \( \mathfrak{F} \). Hence, any \( F \in \mathfrak{F} \) can be written in the form
\[ F(z) = \sum K^\alpha F(0) K^\alpha \psi(z). \]

**Proof.** Let \( F(z) \) be the Bergmann transform of \( f \in L^2(\mathbb{R}^n) \). Then
\[ K^\alpha F(0) = H_{\alpha} (L) F(0) = c' \int_{\mathbb{R}^n} f(q) H_{\alpha} (q) \exp \left( -|q|^2 / 2 \right) d^n q \]

\[ = c' \int_{\mathbb{R}^n} f(q) h_{\alpha} (q) d^n q = c' \langle f, h_{\alpha} \rangle = c' f_{\alpha}, \]

where
\[ c' = \left( \int_{\mathbb{R}^n} |f|^2 d^n q \right)^{1/2}. \]
where \( c' = (\pi)^{-n/4} \). For \( f \in L^2(\mathbb{R}^n) \), we have \( f = \sum_{\alpha} \langle f, h_\alpha \rangle h_\alpha \). Thus

\[
F(z) = \sum_{\alpha} \langle f, h_\alpha \rangle \int_{\mathbb{R}^n} h_\alpha(q) k(z, q) d^n q
\]

\[(9.8)\]

\[
= (1/c') \sum_{\alpha} K^\alpha F(0) \int_{\mathbb{R}^n} h_\alpha(q) k(z, q) d^n q.
\]

Now let \( \phi(q) = (1/c') \exp \left(-\|q\|^2 / 2\right) \). Then

\[
\psi(z) = (1/c') \int_{\mathbb{R}^n} \exp \left(-\|q\|^2 / 2\right) k(z, q) d^n q
\]

\[
= \int_{\mathbb{R}^n} \exp \left[-\|q\|^2 / 2 - (\|q\|^2 + \|z\|^2) / 2 + \sqrt{2} (z, q) \right] d^n q
\]

\[
= \prod_{i=1}^n \left( \int_{\mathbb{R}} \exp \left(-q_i^2 - z_i^2 / 2 + \sqrt{2} z_i q_i \right) dq_i \right)
\]

\[
(9.9)
\]

\[
= \prod_{i=1}^n \left( \int_{\mathbb{R}} \exp \left[-(q_i - z_i / \sqrt{2})^2 \right] dq_i \right) = \pi^{n/2}.
\]

Since ([11, P. 338, Formula 3.462-6])

\[
\int_{\mathbb{R}} x \exp \left\{-x^2 \right\} dx = \sqrt{\pi} b,
\]

we have

\[
L_j \psi(z) = \left( \int_{\mathbb{R}} q_j \exp \left[-q_j^2 / 2 \right] dq_j \right)
\]

\[
\times \prod_{i=1,i\neq j}^n \left( \int_{\mathbb{R}} \exp \left[-(q_i - z_i / \sqrt{2})^2 \right] dq_i \right)
\]

\[(9.10)\]

\[
= \frac{\pi^{n/2}}{\sqrt{2}^{z_j}}.
\]

By applying the operator \( K^\alpha \) to \( \psi \), we obtain

\[
K^\alpha \psi(z) = H_\alpha(L) \psi(z)
\]

\[
\quad \quad = \int_{\mathbb{R}^n} H_\alpha(q) \exp \left[-\sum_{i=1}^n (q_i - z_i / \sqrt{2})^2 \right] d^n q
\]

\[
\quad \quad = \int_{\mathbb{R}^n} h_\alpha(q) \exp \left[-\sum_{i=1}^n \left(q_i^2 + z_i^2 / 2 + \sqrt{2} \sum_{i=1}^n z_i q_i \right) \right] d^n q
\]

\[(9.11)\]

\[
= (1/c') \int_{\mathbb{R}^n} h_\alpha(q) k(z, q) d^n q.
\]

Therefore, by substituting (9.12) into (9.8), we obtain (9.6).

To complete the proof, we need to show that \(\{ K^\alpha \psi(z) \}_{\alpha} \) is an orthogonal set. From (9.12), we have

\[
K^\alpha \psi(z) = \int_{\mathbb{R}^n} H_\alpha(q) \exp \left[-\sum_{i=1}^n (q_i - z_i / \sqrt{2})^2 \right] d^n q.
\]
But from (8.3), we have for $m \in \mathbb{N}$
\[
\int_{\mathbb{R}} H_m(x) \exp \left[ -\left( x - z/\sqrt{2} \right)^2 \right] \, dx = \frac{1}{\sqrt{\pi}2^{m/2}m!} \int_{\mathbb{R}} \tilde{H}_m(x) \exp \left[ -\left( x - z/\sqrt{2} \right)^2 \right] \, dx
\]

\[
= \frac{1}{\sqrt{\pi}2^{m/2}m!} \sqrt{\pi}2^m \left( \frac{z}{\sqrt{2}} \right)^m = \frac{\sqrt{\pi}}{\sqrt{m!}} z^m.
\]

Hence, it follows that
\[
K^\alpha \psi(z) = \frac{(\sqrt{\pi})^n}{\sqrt{\alpha_1! \cdots \alpha_n!}} z_1^{\alpha_1} \cdots z_n^{\alpha_n} = \frac{(\sqrt{\pi})^n}{\sqrt{\alpha!}} z^\alpha.
\]

The proof is now complete in view of Lemma 7.2.

10. CONCLUDING REMARKS

As we have pointed out in the Introduction, unlike other notions of classical derivatives, such as symmetric, Peano, $L^p$, quantum, Fréchet, and Gateaux derivatives, which are generalizations of the ordinary derivatives that are used to describe the local behavior of a function in a neighborhood of the point of differentiation, chromatic derivatives arose from real world applications in signal processing and can be used to describe the global behavior of analytic functions as we have demonstrated in Sections 4 and 9.

One of the goals of this article is to draw the attention of the mathematics community to this novel notion of derivatives. But as the anonymous referee has remarked, whether chromatic derivatives will prove to be useful in mathematical applications is to be seen. In this concluding section we point out two potential applications of chromatic derivatives. The first is in asymptotic expansions and the second is in differential equations.

In [25,26] the authors investigated the asymptotic behavior for the large argument $t$ of the Cesàro means of the Fourier transform of polynomials $\{P_n(x)\}$ orthogonal with respect to a measure $d\mu$ on the real line. More precisely, let $d\mu$ be a positive Borel measure supported on the real axis for which the moment problem is determined, i.e., all the moments $\mu_n = \int x^n d\mu(x)$ exist and are finite. This includes measures with unbounded support and compactly supported multi-fractals measures. Let $\{P_n(x)\}$ be the orthonormal polynomials associated with $d\mu$, so that
\[
\int P_n(x)P_m(x)d\mu(x) = \delta_{m,n}.
\]

Consider what the authors call the generalized Fourier-Bessel functions (F-B functions for short):
\[
\mathfrak{F}_n(\mu; t) = \int P_n(x)e^{-itx}d\mu(x).
\]

The focus of [25] was to study the long term behavior of the Cesàro averages
\[
\mathfrak{F}_n(\mu; t) = C(\mathfrak{F}_n; t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \mathfrak{F}_n(\mu; x)d\mu(x) = \int P_n(x)\text{Sinc} (tx)d\mu(x)
\]
and the quadratic amplitudes $A_{m,n}(\mu; t)$ defined by

$$A_{m,n}(\mu; t) = \mathcal{C} \left( \mathfrak{F}_m \mathfrak{F}_n^*; t \right) = \frac{1}{2t} \int_{-t}^{t} \mathfrak{F}_m(\mu; x) \mathfrak{F}_n^*(\mu; x) d\mu(x).$$

In the language of chromatic derivatives, $\mathfrak{F}_n$ is the $n$-th chromatic derivative of the Fourier transform of the measure $\mu$ with respect to the orthogonal polynomials $\{P_n\}$ and the operator $id/dt$ as can be seen from the equation

$$K^n(\hat{\mu})(t) = P_n(i \frac{d\hat{\mu}}{dt})(t) = \int P_n(x)e^{-itx}d\mu(x).$$

Hence, $A_{m,n}$ is the Cesàro average of the product of two chromatic derivatives. For the relationship between $\mathfrak{F}_n(\mu; t)$ and the quantum time evolution, and their asymptotic behavior, see [25, 26].

Equation (10.1) leads to the following problem: Given $f$ and an orthogonal polynomial $\{P_n(x)\}$, find $y$ so that

$$\int P_n(x)e^{-itx}y(x)dx = f(t).$$

This last equation can be viewed as a simple chromatic differential equation in which

$$K^n[y](t) = f(t),$$

where the chromatic derivative is taken with respect to the differential operator $id/dt$.

In what follows, we shall briefly outline how to solve more general chromatic differential equations with constant coefficients. Consider the chromatic differential equation

$$(10.2) \quad \mathcal{L}y = \sum_{k=0}^{n} a_k K^k[y](x) = f(x),$$

where $a_k$ are constants, $f$ is a known function, and the chromatic derivatives are taken with respect to a differential operator $\mathcal{L}$ as given in Section 3.2 and a system of orthonormal polynomials $\{P_n\}$ on $I$. Let $\phi(x, \lambda)$ have the same meaning as in Section 3.2 and for the sake of simplicity, let us further assume that $\mathcal{L}$ is self-adjoint. Consider the integral transform

$$\mathcal{F}(g)(\lambda) = G(\lambda) = \int_I g(x)\phi(x, \lambda)dx,$$

whose inverse is assumed to be of the form

$$\mathcal{F}^{-1}(G)(x) = g(x) = \int G(\lambda)\psi(x, \lambda)d\lambda$$

for some kernel function $\psi(x, \lambda)$. In some cases of interest, $\psi = \phi^*$ as in the Fourier transform or $\psi = \phi$ as in the self-symmetric transforms, such as the Hankel transform.

Multiplying (10.2) by $\phi$ and integrating over $I$, we obtain

$$(10.3) \quad \langle \mathcal{L}y, \phi \rangle = \langle f, \phi \rangle.$$
Thus,
\[
\langle Ly, \phi \rangle = \sum_{k=0}^{n} a_k K^k [y](x), \phi \rangle = \sum_{k=0}^{n} a_k \langle y(x), K^k [\phi] \rangle
\]
\[
= \sum_{k=0}^{n} a_k \langle y(x), P_k(L)\phi \rangle = \sum_{k=0}^{n} a_k \langle y(x), P_k(\lambda)\phi \rangle
\]
\[
= \sum_{k=0}^{n} a_k P_k(\lambda) \langle y(x), \phi \rangle = \sum_{k=0}^{n} \sum_{k=0}^{n} a_k P_k(\lambda) Y(\lambda) = F(\lambda),
\]
where
\[
Y(\lambda) = \langle y(x), \phi \rangle = \int_I y(x) \phi(x, \lambda) dx \quad \text{and} \quad F(\lambda) = \int_I f(x) \phi(x, \lambda) dx.
\]
From (10.4), we obtain
\[
Y(\lambda) = \frac{F(\lambda)}{\sum_{k=0}^{n} a_k P_k(\lambda)},
\]
from which it follows that
\[
y(x) = F^{-1} \left( \frac{F(\lambda)}{\sum_{k=0}^{n} a_k P_k(\lambda)} \right) = \int \frac{F(\lambda)}{\sum_{k=0}^{n} a_k P_k(\lambda)} \psi(x, \lambda) d\lambda.
\]
In closing, we have shown that chromatic derivatives have more practical and mathematical applications than other notions of classical derivatives. Therefore, we hope that some readers may find them interesting and discover new uses for them. The extension of some of the ideas presented in this article on Hilbert and Banach spaces will be the subject of future research.
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