FRACTAL MODELS FOR NORMAL SUBGROUPS OF SCHOTTKY GROUPS

JOHANNES JAERISCH

Abstract. For a normal subgroup $N$ of the free group $\mathbb{F}_d$ with at least two generators, we introduce the radial limit set $\Lambda_r(N, \Phi)$ of $N$ with respect to a graph directed Markov system $\Phi$ associated to $\mathbb{F}_d$. These sets are shown to provide fractal models of radial limit sets of normal subgroups of Kleinian groups of Schottky type. Our main result states that if $\Phi$ is symmetric and linear, then we have that $\dim_H(\Lambda_r(N, \Phi)) = \dim_H(\Lambda_r(\mathbb{F}_d, \Phi))$ if and only if the quotient group $\mathbb{F}_d/N$ is amenable, where $\dim_H$ denotes the Hausdorff dimension. This extends a result of Brooks for normal subgroups of Kleinian groups to a large class of fractal sets. Moreover, we show that if $\mathbb{F}_d/N$ is non-amenable, then $\dim_H(\Lambda_r(N, \Phi)) > \dim_H(\Lambda_r(\mathbb{F}_d, \Phi))/2$, which extends results by Falk and Stratmann and by Roblin.

1. Introduction and statement of results

In this paper we introduce and investigate linear models for the Poincaré series and the radial limit set of normal subgroups of Kleinian groups of Schottky type. Here, a linear model means a linear graph directed Markov system (GDMS) associated to the free group $\mathbb{F}_d = \langle g_1, \ldots, g_d \rangle$ on $d \geq 2$ generators. Precise definitions are given in Section 2.2 but briefly, such a system $\Phi$ is given by the vertex set $V := \{g_1, g_1^{-1}, \ldots, g_d, g_d^{-1}\}$, edge set $E := \{(v, w) \in V^2 : v \neq w^{-1}\}$ and by a family of contracting similarities $\{\phi_{(v, w)} : (v, w) \in E\}$ of the Euclidean space $\mathbb{R}^d$, for $d \geq 1$, such that for each $(v, w) \in E$ the contraction ratio of the similarity $\phi_{(v, w)}$ is independent of $w$. We denote this ratio by $c_\Phi(v)$. Also, we say that $\Phi$ is symmetric if $c_\Phi(g) = c_\Phi(g^{-1})$ for all $g \in V$. In order to state our first two main results, we must also make two further definitions. For this, we extend $c_\Phi$ to a function $c_\Phi : \mathbb{F}_d \to \mathbb{R}$ by setting $c_\Phi(h) := \prod_{i=1}^n c_\Phi(v_i)$, where $n \in \mathbb{N}$ and $(v_1, \ldots, v_n) \in V^n$ refers to the unique representation of $g$ as a reduced word. Also, for each subgroup $H$ of $\mathbb{F}_d$, we introduce the Poincaré series of $H$ and the exponent of convergence of $H$ with respect to $\Phi$ which are defined for $s \geq 0$ by

$$P(H, \Phi, s) := \sum_{h \in H} (c_\Phi(h))^s \quad \text{and} \quad \delta(H, \Phi) := \inf \{t \geq 0 : P(H, \Phi, t) < \infty\}.$$  

Our first main result gives a relation between amenability and the exponent of convergence.
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Theorem 1.1. Let $\Phi$ be a symmetric linear GDMS associated to $\mathbb{F}_d$. For every normal subgroup $N$ of $\mathbb{F}_d$, we have that
\[ \delta(\mathbb{F}_d, \Phi) = \delta(N, \Phi) \text{ if and only if } \mathbb{F}_d/N \text{ is amenable}. \]

Our second main result gives a lower bound for the exponent of convergence $\delta(N, \Phi)$.

Theorem 1.2. Let $\Phi$ be a symmetric linear GDMS associated to $\mathbb{F}_d$. For every non-trivial normal subgroup $N$ of $\mathbb{F}_d$, we have that
\[ \delta(N, \Phi) > \frac{\delta(\mathbb{F}_d, \Phi)}{2}. \]

Our next results study certain limit sets which provide fractal models of radial limit sets of Kleinian groups. More precisely, for a GDMS $\Phi$ associated to $\mathbb{F}_d$ and a subgroup $H$ of $\mathbb{F}_d$, we will consider the radial limit set $\Lambda_r(H, \Phi)$ of $H$ and the uniformly radial limit set $\Lambda_{ur}(H, \Phi)$ of $H$ with respect to $\Phi$ (see Definition 2.10).

Proposition 1.3. Let $\Phi$ be a linear GDMS associated to $\mathbb{F}_d$. For every normal subgroup $N$ of $\mathbb{F}_d$, we have that
\[ \delta(N, \Phi) = \dim_H(\Lambda_{ur}(N, \Phi)) = \dim_H(\Lambda_r(N, \Phi)). \]

The following corollary is an immediate consequence of Theorem 1.1, Theorem 1.2 and Proposition 1.3.

Corollary 1.4. Let $\Phi$ be a symmetric linear GDMS associated to $\mathbb{F}_d$. For every normal subgroup $N$ of $\mathbb{F}_d$, we have that
\[ \dim_H(\Lambda_r(N, \Phi)) = \dim_H(\Lambda_r(\mathbb{F}_d, \Phi)) \text{ if and only if } \mathbb{F}_d/N \text{ is amenable}. \]

Moreover, if $N$ is non-trivial, then we have that
\[ \dim_H(\Lambda_r(N, \Phi)) > \dim_H(\Lambda_r(\mathbb{F}_d, \Phi))/2. \]

Let us now briefly summarize the corresponding results for normal subgroups of Kleinian groups, which served as the motivation for our main results in this paper. A more detailed discussion of Kleinian groups and how these relate to the concept of a GDMS will be given in Section 5. We start by giving a short introduction to Kleinian groups.

Recall that, for $m \in \mathbb{N}$, an $(m+1)$-dimensional hyperbolic manifold can be described by the hyperbolic $(m+1)$-space $\mathbb{D}^{m+1} := \{ z \in \mathbb{R}^{m+1} : |z| < 1 \}$ equipped with the hyperbolic metric $d$ and quotiented by the action of a Kleinian group $G$. The Poincaré series of $G$ and the exponent of convergence of $G$ are for $s \geq 0$ given by
\[ P(G, s) := \sum_{g \in G} e^{-sd(0, g(0))} \quad \text{and} \quad \delta(G) := \inf \{ t \geq 0 : P(G, t) < \infty \}. \]

A normal subgroup $N$ of a Kleinian group $G$ gives rise to an intermediate covering of the associated hyperbolic manifold $\mathbb{D}^{m+1}/G$. It was shown by Brooks in 1985 that if $N$ is a normal subgroup of a convex cocompact Kleinian group $G$ such that $\delta(G) > m/2$, then we have that
\[ \delta(N) = \delta(G) \text{ if and only if } G/N \text{ is amenable}. \]

Moreover, Falk and Stratmann showed that for every non-trivial normal subgroup $N$ of a non-elementary Kleinian group $G$ we have $\delta(N) \geq \delta(G)/2$. Using
different methods, Roblin ([Rob05]) proved that if $G$ is of $\delta (G)$-divergence type, that is, if $P (G, \delta (G)) = \infty$, then we have

$$\delta (N) > \delta (G) / 2.$$  

Another proof of (1.2) can be found in [BTMT12] for a convex cocompact Kleinian group $G$, where it was also shown that $\delta (N)$ can be arbitrarily close to $\delta (G) / 2$.

Note that our results stated in Theorem 1.1 and Theorem 1.2 extend the assertions given in (1.1) and (1.2) for Kleinian groups.

Remark. Note that in Theorem 1.1 there is no restriction on $\delta (F, \Phi)$, whereas for the proof of (1.1) it was vital to assume that $\delta (G) > m / 2$. It was conjectured by Stratmann [Str06] that this assumption can be removed from Brooks’ Theorem. In fact, it was shown by Sharp in [Sha07, Theorem 2] that if $G$ is a finitely generated Fuchsian group, that is, for $m = 1$, and if $N$ is a normal subgroup of $G$, then amenability of $G/N$ implies $\delta (G) = \delta (N)$. Recently, Stadlbauer [Sta13] showed that the equivalence in (1.1) extends to the class of essentially free Kleinian groups with arbitrary exponent of convergence $\delta (G)$.

Finally, let us turn our attention to limit sets of Kleinian groups. For a Kleinian group $G$, the radial limit set $L_r (G)$ and the uniformly radial limit set $L_{ur} (G)$ (see Definition 5.1) are both subsets of the boundary $\mathbb{S} := \{ z \in \mathbb{R}^{m+1} : |z| = 1 \}$ of $\mathbb{D}^{m+1}$. By a theorem of Bishop and Jones ([BJ97, Theorem 1.1]; cf. [Str04]), we have for every Kleinian group $G$ that

$$\delta (G) = \dim_H (L_{ur} (G)) = \dim_H (L_r (G)),$$

where $\dim_H$ denotes the Hausdorff dimension with respect to the Euclidean metric on $\mathbb{S}$. Combining (1.1) and (1.3) then shows that for every normal subgroup $N$ of a convex cocompact Kleinian group $G$ for which $\delta (G) > m / 2$, we have

$$\dim_H (L_r (N)) = \dim_H (L_r (G)) \text{ if and only if } G/N \text{ is amenable.}$$

We would like to point out that there is a close analogy between the results on radial limit sets of Kleinian groups stated in (1.3) and (1.4), and our results in the context of linear GDMSs associated to free groups stated in Proposition 1.3 and Corollary 1.4.

Let us now further clarify the relation between GDMSs associated to free groups and Kleinian groups of Schottky type (see Definition 5.2). For this, recall that a Kleinian group of Schottky type $G = \langle g_1, \ldots, g_d \rangle$ is isomorphic to a free group. In Definition 5.3 we introduce a canonical GDMS $\Phi_G$ associated to $G$. We will then show in Proposition 5.6 that for every non-trivial normal subgroup $N$ of $G$ we have that

$$L_r (N) = \Lambda_r (N, \Phi_G) \text{ and } L_{ur} (N) = \Lambda_{ur} (N, \Phi_G).$$

This shows that our fractal models of radial limit sets of Kleinian groups of Schottky type can be thought of as a replacement of the conformal generators of the Kleinian group by similarity maps. Our main results show that several important properties of Kleinian groups extend to these fractal models.

Let us now end this introductory section by briefly summarizing the methods used to obtain our results and how this paper is organized. Theorem 1.1 and Theorem 1.2 are based on and extend results of Woess [Woe00] and Ortner and Woess [OW07], which in turn refer back to work of Pólya [Pó121] and Kesten [Kes59b, Kes59a]. Specifically, we provide generalizations of [OW07] for weighted
graphs. Our new thermodynamic formalism for group-extended Markov systems (see Section 3) characterizes amenability of discrete groups in terms of topological pressure and the spectral radius of the Perron-Frobenius operator acting on a certain $L^2$-space.

The paper is organized as follows. In Section 2 we collect the necessary background on thermodynamic formalism, GDMSs and random walks on graphs. In Section 3 we prove a thermodynamic formalism for group-extended Markov systems, which is also of independent interest. Using the results of Section 3 we prove our main results in Section 4. Finally, in Section 5 we provide the background on Kleinian groups of Schottky type, which has motivated our results.

After having finished this paper, Stadlbauer ([Sta13]) proved a partial extension of Theorem 3.21 (see Remark 3.23). Moreover, in [Jae13] the author has extended Lemma 1.14 and Theorem 1.22 in order to give a short new proof of (1.22) for Kleinian groups. Recently, the author ([Jae14a], [Jae14b]) has further generalized Theorem 3.21 and Corollary 3.22. Also, a larger class of conformal fractals has been investigated in [Jae14c].

2. Preliminaries

2.1. Symbolic thermodynamic formalism. Throughout, the underlying symbolic space for the symbolic thermodynamic formalism will be a Markov shift $\Sigma$, which is given by

$$\Sigma := \{ \omega := (\omega_1, \omega_2, \ldots) \in I^\mathbb{N} : \ a(\omega_i, \omega_{i+1}) = 1 \ \text{for all} \ i \in \mathbb{N} \},$$

where $I$ denotes a finite or countable infinite alphabet, the matrix $A = (a(i,j)) \in \{0,1\}^{I \times I}$ is the incidence matrix and the shift map $\sigma : \Sigma \to \Sigma$ is defined by $\sigma((\omega_1, \omega_2, \ldots)) := (\omega_2, \omega_3, \ldots)$, for each $(\omega_1, \omega_2, \ldots) \in \Sigma$. We always assume that for each $i \in I$ there exists $j \in I$ such that $a(i, j) = 1$. The set of $A$-admissible words of length $n \in \mathbb{N}$ is given by

$$\Sigma^n := \{ (\omega_1, \ldots, \omega_n) \in I^n : \ a(\omega_i, \omega_{i+1}) = 1 \ \text{for all} \ i \in \{1, \ldots, n-1\} \},$$

and we set $\Sigma^0 := \{ \varnothing \}$, where $\varnothing$ denotes the empty word. Note that $\varnothing$ will also be used to denote the empty set. The set of all finite $A$-admissible words is denoted by

$$\Sigma^* := \bigcup_{n \in \mathbb{N}} \Sigma^n.$$

Let us also define the word length function $|\cdot| : \Sigma^* \cup \Sigma \cup \{\varnothing\} \to \mathbb{N}_0 \cup \{\infty\}$, where for $\omega \in \Sigma^*$ we set $|\omega|$ to be the unique $n \in \mathbb{N}$ such that $\omega \in \Sigma^n$, for $\omega \in \Sigma$ we set $|\omega| := \infty$ and $\varnothing$ is the unique word of length zero. For each $\omega \in \Sigma^* \cup \Sigma \{\varnothing\}$ and $n \in \mathbb{N}_0$ with $n \leq |\omega|$, we define $\omega|_n := (\omega_1, \ldots, \omega_n)$. For $\omega, \tau \in \Sigma$, we set $\omega \wedge \tau$ to be the longest common initial block of $\omega$ and $\tau$, that is, $\omega \wedge \tau := \omega|_l$, where $l := \sup \{ n \in \mathbb{N}_0 : \omega|_n = \tau|_n \}$. For $\omega \in \Sigma^n, n \in \mathbb{N}_0$, the cylinder set $[\omega]$ defined by $\omega$ is given by $[\omega] := \{ \tau \in \Sigma : \tau|_n = \omega \}$. Note that $[\varnothing] = \Sigma$.

If $\Sigma$ is the Markov shift with alphabet $I$ whose incidence matrix consists entirely of 1s, then we have that $\Sigma = I^\mathbb{N}$ and $\Sigma^n = I^n$, for all $n \in \mathbb{N}$. Then we set $I^* := \Sigma^*$ and $I^0 := \{ \varnothing \}$. For $\omega, \tau \in I^* \cup \{\varnothing\}$, let $\omega\tau$ denote the concatenation of $\omega$ and $\tau$, which is defined by $\omega\tau := ((\omega_1, \ldots, \omega|_n, \tau_1, \ldots, \tau|_n))$, for $\omega, \tau \in I^*$, and if $\omega \in I^* \cup \{\varnothing\}$, then we define $\omega\varnothing := \varnothing \omega := \omega$. Note that $I^*$ is the free semigroup over the set $I$ which satisfies the following universal property: For each semigroup
Definition 2.1. We say that a function 
\[ R : \Sigma \to \mathbb{R} \]
and for every map 
\[ S : \mathbb{R} \to \Sigma \]
It was shown in [JKL14, Theorem 2.4] that the definition of
Remark. which we assume to be equipped with the norm

\[ \text{topology on } \Sigma \text{ is the weakest topology on } \Sigma \text{ such that for each } j \in \mathbb{N} \text{ the canonical projection on the } j\text{-th coordinate } p_j : \Sigma \to I \text{ is continuous. A countable basis for this topology on } \Sigma \text{ is given by the cylinder sets } \{ [\omega] : \omega \in \Sigma^* \}. \]

We will use the following metric generating the topology on \( \Sigma \). For \( \alpha > 0 \) fixed, we define the metric \( d_\alpha \) on \( \Sigma \) given by
\[
d_\alpha (\omega, \tau) := e^{-\alpha |\omega \wedge \tau|}, \text{ for all } \omega, \tau \in \Sigma.\]

For a function \( f : \Sigma \to \mathbb{R} \) and \( n \in \mathbb{N}_0 \), we use the notation \( S_n f : \Sigma \to \mathbb{R} \) to denote the \textit{ergodic sum} of \( f \) with respect to the left-shift map \( \sigma \); in other words, \( S_n f := \sum_{i=0}^{n-1} f \circ \sigma^i \).

Furthermore, the following function spaces will be crucial throughout.

\textbf{Definition 2.2.} We say that a function \( f : \Sigma \to \mathbb{R} \) is \textit{bounded} if \( \| f \|_\infty := \sup_{\omega \in \Sigma} |f(\omega)| \) is finite. We denote by \( C_b(\Sigma) \) the real vector space of bounded continuous functions on \( \Sigma \). We say that \( f : \Sigma \to \mathbb{R} \) is \( \alpha\text{-Hölder continuous} \), for some \( \alpha > 0 \), if
\[
V_\alpha (f) := \sup_{n \geq 1} \{ V_{\alpha,n} (f) \} < \infty, 
\]
where for each \( n \in \mathbb{N} \) we let
\[
V_{\alpha,n} (f) := \sup \left\{ e^{-\alpha |f(\omega) - f(\tau)|} : \omega, \tau \in \Sigma, |\omega \wedge \tau| \geq n \right\}. 
\]
The function \( f \) is called \textit{Hölder continuous} if there exists \( \alpha > 0 \) such that \( f \) is \( \alpha\text{-Hölder continuous} \).

For \( \alpha > 0 \) we also introduce the real vector space
\[
H_\alpha (\Sigma) := \{ f \in C_b(\Sigma) : f \text{ is } \alpha\text{-Hölder continuous} \},
\]
which we assume to be equipped with the norm \( \| f \|_\alpha \) which is given by
\[
\| f \|_\alpha := \| f \|_\infty + V_\alpha (f). 
\]

We need the following notion of pressure, which was originally introduced in [JKL14, Definition 1.1].

\textbf{Definition 2.3.} For \( \varphi, \psi : \Sigma \to \mathbb{R} \) with \( \psi \geq 0 \), \( C \subset \Sigma^* \) and \( \eta > 0 \), the \textit{\( \psi \)-induced pressure} of \( \varphi \) (with respect to \( C \)) is given by
\[
P_\psi (\varphi, C) := \limsup_{T \to \infty} \frac{1}{T} \log \sum_{\omega \in C : T-\eta < S_\omega \psi \leq T} \exp S_\omega \varphi, 
\]
where we have set \( S_\omega := \sup_{\tau \in [\omega]} S_{\omega|\tau} \varphi (\tau) \). Note that \( P_\psi (\varphi, C) \) is an element of \( \mathbb{R} := \mathbb{R} \cup \{-\infty, +\infty\} \).

\textbf{Remark.} It was shown in [JKL14, Theorem 2.4] that the definition of \( P_\psi (\varphi, C) \) is in fact independent of the choice of \( \eta > 0 \). For this reason, we do not refer to \( \eta > 0 \) in the definition of the induced pressure.

\textbf{Notation.} If \( \psi \) and/or \( C \) is left out in the notation of induced pressure, then we tacitly assume that \( \psi = 1 \) and/or \( C = \Sigma^* \), that is, we let \( P(\varphi) := P_1 (\varphi, \Sigma^*) \).
The following fact is taken from [JKL14] Remark 2.11, Remark 2.7.

**Fact 2.3.** Let $\Sigma$ be a Markov shift over a finite alphabet. If $\varphi, \psi : \Sigma \to \mathbb{R}$ are two functions such that $\psi \geq c > 0$, for some $c > 0$, and if $C \subset \Sigma^*$, then $\mathcal{P}_\psi (\varphi, C)$ is equal to the unique real number $s \in \mathbb{R}$ for which $\mathcal{P} (\varphi - s \psi, C) = 0$. Moreover, we have that

$$
\mathcal{P}_\psi (\varphi, C) = \inf \left\{ s \in \mathbb{R} : \sum_{\omega \in C} e^{S_\omega (\varphi - s \psi)} < \infty \right\}.
$$

The next definition goes back to the work of Ruelle and Bowen ([Rue69], [Bow75]).

**Definition 2.4.** Let $\varphi : \Sigma \to \mathbb{R}$ be continuous. We say that a Borel probability measure $\mu$ is a Gibbs measure for $\varphi$ if there exists a constant $C > 0$ such that

$$
C^{-1} \leq \frac{\mu [\omega]}{e^{S_\omega (\varphi | \tau - | \tau | \mathcal{P} (\varphi)}} \leq C, \text{ for all } \omega \in \Sigma^* \text{ and } \tau \in [\omega].
$$

The Perron-Frobenius operator, which we are going to define now, provides a useful tool for guaranteeing the existence of Gibbs measures and for deriving some of the stochastic properties of these measures (see [Rue69] [Bow75]).

**Definition 2.5.** Let $\Sigma$ be a Markov shift over a finite alphabet. If $\varphi : \Sigma \to \mathbb{R}$ is continuous, the Perron-Frobenius operator associated to $\varphi$ is the operator $\mathcal{L}_\varphi : C_b (\Sigma) \to C_b (\Sigma)$ which is given, for each $f \in C_b (\Sigma)$ and $x \in \Sigma$, by

$$
\mathcal{L}_\varphi (f) (x) := \sum_{y \in \sigma^{-1} (x)} e^{\varphi (y)} f (y).
$$

The following theorem summarizes some of the main results of the thermodynamic formalism for a Markov shift $\Sigma$ with a finite alphabet $I$ (see for instance [Wal82] and [MU03, Section 2]). Here, $\Sigma$ is called irreducible if for all $i, j \in I$ there exists $\omega \in \Sigma^* \cup \{ \emptyset \}$ such that $i \omega j \in \Sigma^*$. Moreover, for $k \in \mathbb{N}_0$, the $\sigma$-algebra generated by $\{ [\omega] : \omega \in \Sigma^k \}$ is denoted by $\mathcal{C} (k)$, and we say that $f : \Sigma \to \mathbb{R}$ is $\mathcal{C} (k)$-measurable if $f^{-1} (A) \in \mathcal{C} (k)$ for every $A \in \mathcal{B} (\mathbb{R})$, where $\mathcal{B} (\mathbb{R})$ denotes the Borel $\sigma$-algebra on $\mathbb{R}$.

**Theorem 2.6.** Let $\Sigma$ be an irreducible Markov shift over a finite alphabet and let $\varphi : \Sigma \to \mathbb{R}$ be $\alpha$-Hölder continuous, for some $\alpha > 0$. Then there exists a unique Borel probability measure $\mu$ supported on $\Sigma$ such that $\int \mathcal{L}_\varphi (f) \, d\mu = e^{\mathcal{P} (\varphi)} \int f \, d\mu$, for all $f \in C_b (\Sigma)$. Furthermore, $\mu$ is a Gibbs measure for $\varphi$ and there exists a unique $\alpha$-Hölder continuous function $h : \Sigma \to \mathbb{R}^+$ such that $\int h \, d\mu = 1$ and $\mathcal{L}_\varphi (h) = e^{\mathcal{P} (\varphi)} h$. The measure $h \, d\mu$ is the unique $\sigma$-invariant Gibbs measure for $\varphi$ and will be denoted by $\mu_\varphi$. If $\varphi : \Sigma \to \mathbb{R}$ is $\mathcal{C} (k)$-measurable, for some $k \in \mathbb{N}_0$, then $h$ is $\mathcal{C} (\max \{ k - 1, 1 \})$-measurable.

### 2.2 Graph directed Markov systems

In this section we will first recall the definition of a graph directed Markov system (GDMS), which was introduced by Mauldin and Urbański [MU03]. Subsequently, we will introduce the notion of a linear GDMS associated to a free group and certain radial limit sets.

**Definition 2.7** (Graph directed Markov system). A graph directed Markov system (GDMS) $\Phi := (V, (X_v)_{v \in V}, E, i, t, (\phi_v)_{v \in E}, A)$ consists of a finite vertex set $V$, a family of non-empty compact metric spaces $(X_v)_{v \in V}$, a countable edge set $E$, the maps $i, t : E \to V$ defining the initial and terminal vertex of an edge, a family of...
injective contractions $\phi_e : X_{t(e)} \to X_{i(e)}$ with Lipschitz constants bounded by some $0 < s < 1$, and an edge incidence matrix $A = (a(e, f)) \in \{0, 1\}^{E \times E}$ such that $a(e, f) = 1$ implies $t(e) = i(f)$, for all $e, f \in E$. For a GDMS $\Phi$ there exists a canonical coding map $\pi_\Phi : \Sigma_\Phi \to \bigoplus_{v \in V} X_v$, which is defined by

$$\bigcap_{n \in \mathbb{N}} \phi_{\omega|_n}(X_{t(\omega_n)}) = \{\pi_\Phi(\omega)\},$$

where $\bigoplus_{v \in V} X_v$ denotes the disjoint union of the sets $X_v$, $\phi_{\omega|_n} := \phi_{\omega_1} \circ \cdots \circ \phi_{\omega_n}$ and $\Sigma_\Phi$ denotes the Markov shift with alphabet $E$ and incidence matrix $A$. We set

$$J(\Phi) := \pi_\Phi(\Sigma_\Phi), \quad J^*(\Phi) := \bigcup_{F \subset E, \text{card}(F) < \infty} \pi_\Phi(\Sigma_\Phi \cap F^N),$$

and refer to $J(\Phi)$ as the limit set of $\Phi$.

The following notion was introduced in [MU03, Section 4].

**Definition 2.8.** The GDMS $\Phi = (V, (X_v)_{v \in V}, E, i, t, (\phi_e)_{e \in E}, A)$ is called conformal if the following conditions are satisfied:

(a) For $v \in V$, the phase space $X_v$ is a compact connected subset of a Euclidean space $(\mathbb{R}^D, || \cdot ||)$, for some $D \geq 1$, such that $X_v$ is equal to the closure of its interior, that is, $X_v = \text{Int}(X_v)$.

(b) (Open set condition (OSC)) For all $a, b \in E$ with $a \neq b$, we have that

$$\phi_a(\text{Int}(X_{t(a)})) \cap \phi_b(\text{Int}(X_{t(b)})) = \emptyset.$$

(c) For each vertex $v \in V$ there exists an open connected set $W_v \supset X_v$ such that the map $\phi_v$ extends to a $C^1$ conformal diffeomorphism of $W_v$ into $W_{t(e)}$, for every $e \in E$ with $t(e) = v$.

(d) (Cone property) There exist $l > 0$ and $0 < \gamma < \pi/2$ such that for each $x \in X \subset \mathbb{R}^D$ there exists an open cone $\text{Con}(x; \gamma, l) \subset \text{Int}(X)$ with vertex $x$, central angle of measure $\gamma$ and altitude $l$.

(e) There are two constants $L \geq 1$ and $\alpha > 0$ such that for each $e \in E$ and $x, y \in X_{t(e)}$ we have

$$|\phi'_e(y) - \phi'_e(x)| \leq L \inf_{u \in W_{t(e)}} \phi'_e(u) \|y - x\|^\alpha.$$

The associated geometric potential $\zeta_\Phi : \Sigma_\Phi \to \mathbb{R}^-$ of a conformal GDMS $\Phi$ is defined by

$$\zeta_\Phi(\omega) := \log|\phi'_{\omega_1}(\pi_\Phi(\sigma(\omega)))|, \quad \text{for all } \omega \in \Sigma_\Phi.$$

A Markov shift $\Sigma$ with a finite or countable alphabet $I$ is called finitely irreducible if there exists a finite set $\Lambda \subset \Sigma^*$ such that for all $i, j \in I$ there exists a word $\omega \in \Lambda \cup \{\emptyset\}$ such that $i\omega j \in \Sigma^*$ (see [MU03, Section 2]). Note that if $I$ is finite, then $\Sigma$ is finitely irreducible if and only if $\Sigma$ is irreducible. The following result from [RU08, Theorem 3.7] shows that in the sense of Hausdorff dimension, the limit set of a conformal GDMS with a finitely irreducible incidence matrix can be exhausted by its finitely generated subsystems. The last equality in Theorem 2.9 follows from [JKL11, Corollary 2.10] since the associated geometric potential of the conformal GDMS $\Phi$ is bounded away from zero by $-\log(s)$, where $s$ denotes the uniform bound of the Lipschitz constants of the contractions of $\Phi$ (see Definition 2.7).
Theorem 2.9 (Generalized Bowen’s formula). Let $\Phi$ be a conformal GDMS such that $\Sigma_\Phi$ is finitely irreducible. We then have that
\[
\dim_H (J(\Phi)) = \dim_H (J^*(\Phi)) = \inf \{s \in \mathbb{R} : \mathcal{P} (s\zeta_\Phi) \leq 0\} = \mathcal{P}_{-\zeta_\Phi} (0, \Sigma^*_\Phi).
\]

Let us now give the definition of a GDMS $\Phi$ associated to the free group $\mathbb{F}_d$ of rank $d \geq 2$ and introduce the radial limit set of a normal subgroup $N$ of $\mathbb{F}_d$ with respect to $\Phi$.

Definition 2.10. Let $\Phi = (V, (X_v)_{v \in V}, E, i, t, (\phi_e)_{e \in E}, A)$ be a GDMS and let $d \geq 2$. The GDMS $\Phi$ is said to be associated to $\mathbb{F}_d = \langle g_1, \ldots, g_d \rangle$ if $V = \{g_1, g_1^{-1}, \ldots, g_d, g_d^{-1}\}$, $E = \{(v, w) \in V^2 : v \neq w^{-1}\}$, the maps $i, t : E \to V$ are given by $i(v, w) = v$ and $t(v, w) = w$, for each $(v, w) \in E$, and the incidence matrix $A = (a(e, f)) \in \{0, 1\}^{E \times E}$ satisfies $a(e, f) = 1$ if and only if $t(e) = i(f)$, for all $e, f \in E$. If additionally $\Phi$ is a conformal GDMS such that, for each $(v, w) \in E$, the map $\phi_{(v, w)}$ is a similarity for which the contraction ratio is independent of $w$, then $\Phi$ is called a linear GDMS associated to $\mathbb{F}_d$.

For a subgroup $H$ of $\mathbb{F}_d$ and a GDMS $\Phi$ associated to $\mathbb{F}_d$, the radial and the uniformly radial limit set of $H$ with respect to $\Phi$ are respectively given by
\[
\Lambda_r(H, \Phi) := \pi_\Phi \{(v_1, w_i) \in \Sigma_\Phi : \exists \gamma \in \mathbb{F}_d \text{ such that for infinitely many } n \in \mathbb{N}, v_1 \ldots v_n \in H\gamma\}
\]
and
\[
\Lambda_{ur}(H, \Phi) := \pi_\Phi \{(v_1, w_i) \in \Sigma_\Phi : \exists \Gamma \subset \mathbb{F}_d \text{ finite, such that for all } n \in \mathbb{N}, v_1 \ldots v_n \in H\Gamma\}.
\]

Remark. It is clear that if $\Phi$ is a GDMS generated by a family of similarity maps, then $\Phi$ automatically satisfies (c) and (e) in Definition 2.8 of a conformal GDMS.

2.3. Random walks on graphs and amenability. In this section we collect some useful definitions and results concerning random walks on graphs. We will mainly follow [Woe00].

Definition 2.11. A graph $X = (V, E)$ consists of a countable vertex set $V$ and an edge set $E \subset V \times V$ such that $(v, w) \in E$ if and only if $(w, v) \in E$. We write $v \sim w$ if $(v, w) \in E$, which defines an equivalence relation on $V$. For all $v, w \in V$ and $k \in \mathbb{N}_0$, a path of length $k$ from $v$ to $w$ is a sequence $(v_0, \ldots, v_k) \in V^{k+1}$ such that $v_0 = v$, $v_k = w$ and $v_{i-1} \sim v_i$ for all $1 \leq i \leq k$. For all $v \in V$, let $\deg(v) := \text{card} \{w \in V : v \sim w\}$ denote the degree of the vertex $v$. The graph $(V, E)$ is called connected if for all $v, w \in V$ with $v \neq w$, there exists $k \in \mathbb{N}$ and a path of length $k$ from $v$ to $w$. For a connected graph $X = (V, E)$ and $v, w \in V$ we let $d_X(v, w)$ denote the minimal length of all paths from $v$ to $w$, which defines the graph metric $d_X(\cdot, \cdot) : V \times V \to \mathbb{N}_0$. The graph $(V, E)$ is said to have bounded geometry if it is connected and if $\sup_{v \in V} \{\deg(v)\} < \infty$. For each set of vertices $A \subset V$ we define $dA := \{v \in A : \exists w \in V \setminus A \text{ such that } v \sim w\}$.

We now recall an important property of groups, which was introduced by von Neumann [Neu29] under the German name messbar. Later, groups with this property were renamed amenable groups by Day [Day49] and also referred to as groups with full Banach mean value by Følner [Føl55].
Definition 2.12. A discrete group $G$ is said to be \textit{amenable} if there exists a finitely additive probability measure $\nu$ on the set of all subsets of $G$ which is invariant under left multiplication by elements of $G$, that is, $\nu(A) = \nu(g(A))$ for all $g \in G$ and $A \subseteq G$.

We will also require the concept of an amenable graph, which extends the concept of amenability for groups (see Proposition 2.17 below).

Definition 2.13. A graph $X = (V, E)$ with bounded geometry is called \textit{amenable} if and only if there exists $\kappa > 0$ such that for all finite sets $A \subseteq V$ we have $\text{card}(A) \leq \kappa \text{card}(dA)$.

For the study of graphs in terms of amenability, the following definition is useful.

Definition 2.14. A \textit{rough isometry} (or quasi-isometry) between two metric spaces $(Y, d_Y)$ and $(Y', d_{Y'})$ is a map $\varphi : Y \to Y'$ which has the following properties. There exist constants $A, B > 0$ such that for all $y_1, y_2 \in Y$ we have

$$A^{-1}d_Y(y_1, y_2) - A^{-1}B \leq d_{Y'}(\varphi(y_1), \varphi(y_2)) \leq Ad_Y(y_1, y_2) + B$$

and for all $y' \in Y'$ we have

$$d_{Y'}(y', \varphi(Y)) \leq B.$$

Two metric spaces $(Y, d_Y)$ and $(Y', d_{Y'})$ are said to be \textit{roughly isometric} if there exists a rough isometry between $(Y, d_Y)$ and $(Y', d_{Y'})$. For connected graphs $X = (V, E)$ and $X' = (V', E')$ with graph metrics $d_X$ and $d_{X'}$, we say that the graphs $X$ and $X'$ are \textit{roughly isometric} if the metric spaces $(V, d_X)$ and $(V', d_{X'})$ are roughly isometric.

The next theorem states that amenability of graphs is invariant under rough isometries (\cite[Theorem 4.7]{Woe00}).

Theorem 2.15. Let $X$ and $X'$ be graphs with bounded geometry such that $X$ and $X'$ are roughly isometric. We then have that $X$ is amenable if and only if $X'$ is amenable.

The Cayley graph of a group provides the connection between groups and graphs.

Definition 2.16. We say that a set $S \subseteq G$ is a \textit{symmetric set of generators} of the group $G$ if $\langle S \rangle = G$ and if $g^{-1} \in S$, for all $g \in S$. For a group $G$ and a symmetric set of generators $S$, the \textit{Cayley graph} of $G$ with respect to $S$ is the graph with vertex set $G$ and edge set $E := \{(g, g') \in G \times G : g^{-1}g' \in S\}$. We denote this graph by $X(G, S)$.

The next proposition shows that amenability of groups and graphs is compatible (\cite[Proposition 12.4]{Woe00}).

Proposition 2.17. A finitely generated group $G$ is amenable if and only if one (and hence every) Cayley graph $X(G, S)$ of $G$ with respect to a finite symmetric set of generators $S \subseteq G$ is amenable.

Let us now relate amenability of graphs to spectral properties of transition operators.

Definition 2.18. For a finite or countably infinite discrete vertex set $V$, we say that the matrix $P = (p(v, w)) \in \mathbb{R}^{V \times V}$ is a \textit{transition matrix} on $V$ if $p(v, w) \geq 0$ and $\sum_{u \in V} p(v, u) = 1$, for all $v, w \in V$. A Borel measure $\nu$ supported on $V$ is \textit{$P$-invariant} if $\sum_{u \in V} \nu(u)p(u, w) = \nu(w)$, for all $w \in V$. 
The following definitions introduce the concept of a transition matrix to be adapted to a graph (see \cite{Woe00}, (1.20, 1.21)).

**Definition 2.19.** For a connected graph \( X = (V, E) \) and a transition matrix \( P = (p(v, w)) \in \mathbb{R}^{V \times V} \) on \( V \), we say that \( P \) is uniformly irreducible with respect to \( X \) if there exist \( K \in \mathbb{N} \) and \( \epsilon > 0 \) such that for all \( v, w \in V \) satisfying \( v \sim w \), there exists \( k \in \mathbb{N} \) with \( k \leq K \) such that \( p^{(k)}(v, w) \geq \epsilon \). We say that \( P \) has bounded range with respect to \( X \) if there exists \( R > 0 \) such that \( p(v, w) = 0 \) whenever \( d_X(v, w) > R \).

Let \( P = (p(v, w)) \in \mathbb{R}^{V \times V} \) be a transition matrix on \( V \) with a \( P \)-invariant Borel measure \( \nu \) on \( V \). It is well known that \( P \) defines a linear operator on \( \ell^2(V, \nu) \) through the equations

\[
Pf(v) := \sum_{w \in V} p(v, w) f(w), \quad \text{for all } v \in V \text{ and } f \in \ell^2(V, \nu),
\]

and that the norm of this operator is less than or equal to one. For the spectral radius \( \rho(P) \) of the operator \( P \) on \( \ell^2(V, \nu) \) we cite the following result from \cite{OW07}.

This result has a rather long history going back to \cite{Kes59b, Kes59a} (see also \cite{Day64, Coh82, Dod84, DK86, Ger88, Moh88, Kai92, Woe00}).

**Theorem 2.20** (Ortner, Woess). Let \( X = (V, E) \) be a graph with bounded geometry and let \( P \) denote a transition matrix on \( V \) such that \( P \) is uniformly irreducible with respect to \( X \) and has bounded range with respect to \( X \). If there exists a \( P \)-invariant Borel measure \( \nu \) on \( V \) and a constant \( C \geq 1 \) such that \( C^{-1} \leq \nu(w) \leq C \), for all \( w \in V \), then we have that \( \rho(P) = 1 \) if and only if \( X \) is amenable.

3. Thermodynamic formalism for group-extended Markov systems

Throughout this section our setting is as follows.

(1) \( \Sigma \) is a Markov shift with finite alphabet \( I \) and left-shift map \( \sigma : \Sigma \to \Sigma \).

(2) \( G \) is a countable discrete group \( G \) with Haar measure (counting measure) \( \lambda \).

(3) \( \Psi : I^* \to G \) is a semigroup homomorphism such that the following property holds. For all \( a, b \in I \) there exists \( \gamma \in \Psi^{-1}\{\text{id}\} \cap \Sigma^* \cup \{\emptyset\} \) such that \( a\gamma b \in \Sigma^* \).

(4) \( \varphi : \Sigma \to \mathbb{R} \) denotes a Hölder continuous potential with \( \sigma \)-invariant Gibbs measure \( \mu_{\varphi} \), \( \mathcal{L}_{\varphi} : C_b(\Sigma) \to C_b(\Sigma) \) denotes the Perron-Frobenius operator associated to \( \varphi \), and \( h : \Sigma \to \mathbb{R} \) denotes the unique Hölder continuous eigenfunction of \( \mathcal{L}_{\varphi} \) with corresponding eigenvalue \( e^{P(\varphi)} \) whose existence is guaranteed by Theorem 2.6.

In this section we will address the following problem.

**Problem 3.1.** How is amenability of \( G \) reflected in the relationship between the quantities \( \mathcal{P}(\varphi, \Psi^{-1}\{\text{id}\} \cap \Sigma^*) \) and \( \mathcal{P}(\varphi) \)?

It turns out that in order to investigate Problem 3.1 it is helpful to consider group-extended Markov systems (see Definition 3.2), which were studied in \cite{AD00, AD02} for certain abelian groups.
Definition 3.2. The skew-product dynamics on $(\Sigma \times G, \sigma \times \Psi)$, for which the transformation $\sigma \times \Psi : \Sigma \times G \to \Sigma \times G$ is given by

$$(\sigma \times \Psi)(\omega, g) := (\sigma(\omega), g\Psi(\omega)), \quad \text{for all } (\omega, g) \in \Sigma \times G,$$

is called a group-extended Markov system. We let $\pi_1 : \Sigma \times G \to \Sigma$ and $\pi_2 : \Sigma \times G \to G$ denote the projections to the first and second factors of $\Sigma \times G$.

Remark. Throughout, we assume that $\Sigma \times G$ is equipped with the product topology. Note that by item (3) of our standing assumptions we have that the group-extended Markov system $(\Sigma \times G, \sigma \times \Psi)$ is topologically transitive if and only if $\Psi(\Sigma^*) = G$.

3.1. Perron-Frobenius theory. In this section, we investigate the relationship between the pressure $P(\phi, \Psi^{-1}\{\text{id}\} \cap \Sigma^*)$ and the spectral radius of a Perron-Frobenius operator associated to $(\Sigma \times G, \sigma \times \Psi)$, which will be introduced in Definition 3.4 below. Combining this with results concerning transition operators of random walks on graphs, which will be given in Section 3.2, we are able to give a complete answer to Problem 3.1 for potentials $\phi$ depending only on a finite number of coordinates (see Theorem 3.21).

Let us begin by stating the following lemma. The proof is straightforward and is thus left to the reader.

Lemma 3.3. The measure $\mu_{\phi} \times \lambda$ is $(\sigma \times \Psi)$-invariant.

Next, we define the Koopman operator ([Koo31, LM94]) and the Perron-Frobenius operator associated to the group-extended Markov system $(\Sigma \times G, \sigma \times \Psi)$. Note that the previous lemma ensures that these operators are well defined. We denote by $L^2(\Sigma \times G, \mu_{\phi} \times \lambda)$ the Hilbert space of real-valued functions on $\Sigma \times G$ which are square-integrable with respect to $\mu_{\phi} \times \lambda$.

Definition 3.4. The Koopman operator

$$U : L^2(\Sigma \times G, \mu_{\phi} \times \lambda) \to L^2(\Sigma \times G, \mu_{\phi} \times \lambda)$$

is given by

$$U(f) := f \circ (\sigma \times \Psi),$$

and the Perron-Frobenius operator

$$\mathcal{L}_{\phi\pi_1} : L^2(\Sigma \times G, \mu_{\phi} \times \lambda) \to L^2(\Sigma \times G, \mu_{\phi} \times \lambda)$$

is given by

$$\mathcal{L}_{\phi\pi_1} := e^{\mathcal{P}(\phi)} M_{h\pi_1} \circ U^* \circ (M_{h\pi_1})^{-1},$$

where the multiplication operator

$$M_{h\pi_1} : L^2(\Sigma \times G, \mu_{\phi} \times \lambda) \to L^2(\Sigma \times G, \mu_{\phi} \times \lambda)$$

is given by

$$M_{h\pi_1}(f) := f \cdot (h \circ \pi_1)$$

and $U^* : L^2(\Sigma \times G, \mu_{\phi} \times \lambda) \to L^2(\Sigma \times G, \mu_{\phi} \times \lambda)$ denotes the adjoint of $U$.

The proof of the next lemma is straightforward and therefore omitted.

Lemma 3.5. The following properties hold for the bounded linear operators $U, \mathcal{L}_{\phi\pi_1} : L^2(\Sigma \times G, \mu_{\phi} \times \lambda) \to L^2(\Sigma \times G, \mu_{\phi} \times \lambda)$:

(1) $U$ is an isometry, so we have that $\|U\| = \rho(U) = 1$, where $\rho$ denotes the spectral radius of $U$. 

For all \( f \in L^2(\Sigma \times G, \mu_\varphi \times \lambda) \) and \((\mu_\varphi \times \lambda)\)-almost every \((\omega, g) \in \Sigma \times G\) we have that
\[
\mathcal{L}_{\varphi_0\pi_1}(f)(\omega, g) = \sum_{i \in I, i\omega_1 \in \Sigma^2} e^{\varphi(i\omega)} f \left( i\omega, g\Psi(i)^{-1} \right).
\]

(3) For the spectral radius of \( \mathcal{L}_{\varphi_0\pi_1} \) we obtain that \( \rho(\mathcal{L}_{\varphi_0\pi_1}) = e^{\mathcal{P}(\varphi)} \).

Remark. The representation of \( \mathcal{L}_{\varphi_0\pi_1} \) in Lemma 3.5 (2) extends Definition 2.5 of the Perron-Frobenius operator for Markov shifts with a finite alphabet.

Before stating the lemma, let us fix some notation. We write \( \{ \pi_2 = g \} \) to denote the set \( \pi_2^{-1}\{g\} \), for each \( g \in G \). Further, let \( \mathcal{B}(\Sigma \times G) \) denote the Borel \( \sigma \)-algebra on \( \Sigma \times G \).

**Lemma 3.6.** For all sets \( A, B \in \mathcal{B}(\Sigma \times G) \) and for each \( n \in \mathbb{N} \) we have that
\[
\frac{\min h}{\max h} \mu_\varphi \left( A \cap (\sigma \times \Psi)^{-n}(B) \right) \leq e^{-nP(\varphi)} \left( \mathcal{L}_{\varphi_0\pi_1}^n(1_A), 1_B \right)
\]
\[
\leq \frac{\max h}{\min h} \mu_\varphi \left( A \cap (\sigma \times \Psi)^{-n}(B) \right).
\]

Moreover, for all \( g, g' \in G \) we have that
\[
\limsup_{n \to \infty} \frac{1}{n} \log \left( \mathcal{L}_{\varphi_0\pi_1}^n(1_{\{\pi_2 = g\}}, 1_{\{\pi_2 = g'\}}) \right) = \mathcal{P}(\varphi, \Psi^{-1}\{g^{-1}g'\} \cap \Sigma^*) .
\]

**Proof.** For the first assertion, observe that by the definition of \( \mathcal{L}_{\varphi_0\pi_1} \) we have that
\[
\left( \mathcal{L}_{\varphi_0\pi_1}^n(1_A), 1_B \right) = e^{nP(\varphi)} \left( M_{h_{\pi_1}} \circ (U^*)^n \circ (M_{h_{\pi_1}})^{-1}(1_A), 1_B \right)
\]
\[
= e^{nP(\varphi)} \left( (M_{h_{\pi_1}})^{-1}(1_A), (M_{h_{\pi_1}})(1_B) \circ (\sigma \times \Psi)^n \right) .
\]
Since the continuous function \( h : \Sigma \to \mathbb{R}^+ \) is bounded away from zero and infinity on the compact set \( \Sigma \), the first assertion follows.

The second assertion follows from the first if we set \( A := \{\pi_2 = g\} \) and \( B := \{\pi_2 = g'\} \) and use the Gibbs property (2.1) of \( \mu_\varphi \). \( \square \)

As an immediate consequence of the previous lemma, we obtain the following upper bound for \( \mathcal{P}(\varphi, \Psi^{-1}\{g^{-1}g'\} \cap \Sigma^*) \) in terms of the spectral radius of \( \mathcal{L}_{\varphi_0\pi_1} \).

**Corollary 3.7.** Let \( V \subset L^2(\Sigma \times G, \mu_\varphi \times \lambda) \) be a closed \( \mathcal{L}_{\varphi_0\pi_1} \)-invariant linear subspace such that \( 1_{\{\pi_2 = g\}}, 1_{\{\pi_2 = g'\}} \in V \), for some \( g, g' \in G \). We then have that
\[
\mathcal{P}(\varphi, \Psi^{-1}\{g^{-1}g'\} \cap \Sigma^*) \leq \log \rho(\mathcal{L}_{\varphi_0\pi_1}|_V) .
\]

**Proof.** By the Cauchy-Schwarz inequality and Gelfand’s formula for the spectral radius (\([\text{Rud73} \text{ Theorem 10.13}]\)), we have that
\[
\limsup_{n \to \infty} \frac{1}{n} \log \left( \mathcal{L}_{\varphi_0\pi_1}^n|_V(1_{\{\pi_2 = g\}}, 1_{\{\pi_2 = g'\}}) \right) \leq \limsup_{n \to \infty} \frac{1}{n} \log \| \mathcal{L}_{\varphi_0\pi_1}^n|_V \|
\]
\[
= \log \rho(\mathcal{L}_{\varphi_0\pi_1}|_V) .
\]
Combining the above inequality with the second assertion of Lemma 3.6 completes the proof. \( \square \)
Recall that for a closed linear subspace \( V \subset L^2(\Sigma \times G, \mu_\varphi \times \lambda) \), a bounded linear operator \( T : V \to V \) is called positive if \( T(V^+) \subset V^+ \), where the positive cone \( V^+ \) is defined by \( V^+ := \{ f \in V : f \geq 0 \} \).

The following lemma will be crucial in order to obtain equality in the inequality stated in Corollary 3.7. The lemma extends a result of Gerl (see [Ger88] and also [Woe00] Lemma 10.1).

**Lemma 3.8.** Let \( V \) be a closed linear subspace of \( L^2(\Sigma \times G, \mu_\varphi \times \lambda) \) and suppose that \( \{1_{\{\pi_2=g\}} : g \in G\} \subset V \). Let \( T : V \to V \) be a self-adjoint bounded linear operator on \( V \), which is positive and which satisfies \( \ker(T) \cap V^+ = \{0\} \). We then have that

\[
\sup_{g,g' \in G} \left\{ \limsup_{n \to \infty} \left( T^n \left( 1_{\{\pi_2=g\}} \right), 1_{\{\pi_2=g'\}} \right) \right\}^{1/n} = \|T\| = \rho(T).
\]

**Proof.** Since \( T \) is self-adjoint, it follows that \( \|T\| = \rho(T) \). As in the proof of Corollary 3.7 one immediately verifies that

\[
\sup_{g,g' \in G} \left\{ \limsup_{n \to \infty} \left( T^n \left( 1_{\{\pi_2=g\}} \right), 1_{\{\pi_2=g'\}} \right) \right\}^{1/n} \leq \rho(T).
\]

Let us first give an outline for the proof of the opposite inequality. We will first prove that for all \( f \in V^+ \) with \( f \neq 0 \), the sequence \( \left( \frac{T^{n+1}f, T^{n+1}f}{T^nf, T^nf} \right) \) is non-decreasing. This will then imply that the following limits exist and are equal:

\[
\lim_{n \to \infty} \frac{T^{n+1}f, T^{n+1}f}{T^nf, T^nf} = \lim_{n \to \infty} \frac{T^n f, T^n f}{T^nf, T^nf}^{1/n}.
\]

From this we obtain for every \( f \in V^+ \) with \( f \neq 0 \) that

\[
\frac{\langle T^nf, T^nf \rangle}{\langle f, f \rangle} \leq \lim_{n \to \infty} \frac{T^n f, T^n f}{T^nf, T^nf}^{1/n}.
\]

Subsequently, we make use of the fact that

\[
D' := \left\{ f \in L^2(\Sigma \times G, \mu_\varphi \times \lambda) \cap L^\infty(\Sigma \times G, \mu_\varphi \times \lambda) : f \big|_{\{\pi_2=g\}} = 0 \right. \text{ for almost every } g \in G \}
\]

is dense in \( L^2(\Sigma \times G, \mu_\varphi \times \lambda) \) and hence \( D := D' \cap V \) is dense in \( V \). For \( f \in D \) we show that

\[
\lim_{n \to \infty} \frac{T^n f, T^n f}{T^nf, T^nf}^{1/n} \leq \sup_{g,g' \in G} \left\{ \limsup_{n \to \infty} \left( T^{2n} \left( 1_{\{\pi_2=g\}} \right), 1_{\{\pi_2=g'\}} \right) \right\}^{1/n}.
\]

Combining this with (3.2) applied to \( |f| \), we conclude for \( f \in D \) with \( f \neq 0 \) that

\[
\frac{\langle T^nf, T^nf \rangle}{\langle f, f \rangle} \leq \sup_{g,g' \in G} \left\{ \limsup_{n \to \infty} \left( T^{2n} \left( 1_{\{\pi_2=g\}} \right), 1_{\{\pi_2=g'\}} \right) \right\}^{1/n}.
\]

Since \( D \) is dense in \( V \), there exists a sequence \( (f_n)_{n \in \mathbb{N}} \subset D^\mathbb{N} \) such that \( \lim_n \langle T^nf_n, T^nf_n \rangle = \|T\| \) and \( (f_n, f_n) = 1 \), for each \( n \in \mathbb{N} \). Combining this observation with the estimate in (3.3), we conclude that

\[
\|T\| \leq \sup_{g,g' \in G} \left\{ \limsup_n \left( T^{2n} \left( 1_{\{\pi_2=g\}} \right), 1_{\{\pi_2=g'\}} \right) \right\}^{1/2n}.
\]
Let us now turn to the details. We first verify that for every \( f \in V^+ \) with \( f \neq 0 \), the sequence \((a_n)_{n \in \mathbb{N}_0}\) of positive real numbers, given for \( n \in \mathbb{N}_0 \) by \( a_n := (T^{n+1}f, T^{n+1}f) / (T^nf, T^nf) \), is non-decreasing. Using that \( T \) is self-adjoint and applying the Cauchy-Schwarz inequality, we have for \( n \in \mathbb{N}_0 \) that

\[
(T^{n+1}f, T^{n+1}f)^2 = (T^nf, T^nf)^2 \leq (T^nf, T^nf) (T^{n+2}f, T^{n+2}f).
\]

Since \((T^nf, T^nf) \neq 0\) for all \( n \in \mathbb{N}_0 \) by our hypothesis, we can multiply both sides of (3.4) by \((T^{n+1}f, T^{n+1}f)^{-1} (T^{n+2}f, T^{n+2}f)^{-1}\), which proves that \((a_n)_{n \in \mathbb{N}_0}\) is non-decreasing. Hence, we have that \( \lim_{n \to \infty} a_n \in \mathbb{R}^+ \cup \{\infty\} \). Observing that \( \log((T^nf, T^nf)) \) is equal to the telescoping sum \( \log(f, f) + \sum_{j=0}^{n-1} \log a_j \) and that \( \lim_{n \to \infty} \log(a_n) \) is equal to its Cesàro mean, we deduce that

\[
\lim_{n \to \infty} \frac{1}{n} \log((T^nf, T^nf)) = \lim_{n \to \infty} \frac{1}{n} \log(f, f) + \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \log a_j = \lim_{n \to \infty} \log(a_n),
\]

which proves (3.3). Since \((T^nf, T^nf)^{1/n} \leq \|T\|^2 \max \{\|f\|_2, 1\}\), for all \( n \in \mathbb{N}_0 \), we have that the limits in (3.3) are both finite.

It remains to prove that (3.3) holds for every \( f \in D \) with \( f \neq 0 \). By definition of \( D \), there exists a finite set \( G_0 \subset G \) such that \( f = \sum_{g \in G_0} f1_{\pi_2=g} \). Since \( T \) is positive and self-adjoint, we conclude that

\[
(T^nf, T^nf) \leq (T^n|f|, T^n|f|) = (T^{2n}|f|, |f|) = \sum_{g, g' \in G_0} (T^{2n}|f1_{\pi_2=g}|, |f1_{\pi_2=g'}|) \leq \sum_{g, g' \in G_0} \|f\|_L^\infty(\Sigma \times G, \mu_\varphi \times \lambda) (T^{2n}1_{\pi_2=g}, 1_{\pi_2=g'}) \cdot
\]

Finally, raising both sides of the previous inequality to the power \( 1/n \) and letting \( n \) tend to infinity gives

\[
\lim_{n \to \infty} (T^nf, T^nf)^{1/n} \leq \max_{g, g' \in G_0} \limsup_{n \to \infty} \left| (T^{2n}1_{\pi_2=g}, 1_{\pi_2=g'}) \right|^{1/n},
\]

and the estimate in (3.3) follows. The proof is complete.

Regarding the requirements of the previous proposition, we prove the following for \( L_{\phi_0\pi_1} \).

**Lemma 3.9.** Let \( V \) be a closed \( L_{\phi_0\pi_1} \)-invariant linear subspace of \( L^2(\Sigma \times G, \mu_\varphi \times \lambda) \) and suppose that \( L_{\varphi}1 = 1 \). Then, \( L_{\phi_0\pi_1}|_V \) is a positive operator for which \( \ker(L_{\phi_0\pi_1}|_V) \cap V^+ = \{0\} \). Further, if \( \{f^- : f \in V\} \subset V \), then \( (L_{\phi_0\pi_1}|_V)^* \) is a positive operator, and if there exists \( g \in V \) with \( g > 0 \), then we have that \( \ker((L_{\phi_0\pi_1}|_V)^*) \cap V^+ = \{0\} \).

**Proof.** Clearly, by definition of \( L_{\phi_0\pi_1} \), we have that \( L_{\phi_0\pi_1}|_V \) is positive. Now let \( f \in \ker(L_{\phi_0\pi_1}|_V) \cap V^+ \). Since \( \mu_\varphi \) is a fixed point of \( L_{\varphi} \), one deduces by the monotone convergence theorem and by the definition of \( L_{\phi_0\pi_1} \) that \( \int fd(\mu_\varphi \times \lambda) = \int L_{\phi_0\pi_1}(f) d(\mu_\varphi \times \lambda) \). Hence, \( f \in \ker(L_{\phi_0\pi_1}|_V) \cap V^+ \) implies \( \int fd(\mu_\varphi \times \lambda) = 0 \), and so \( f = 0 \).
We now consider the adjoint operator \( (\mathcal{L}_{\varphi|_V})^* \). Let \( f \in V^+ \). Since \( \{f^- : f \in V\} \subset V \) and using that \( \mathcal{L}_{\varphi|_V} \) is positive, we obtain that
\[
0 \geq \left( (\mathcal{L}_{\varphi|_V})^*(f), \left( (\mathcal{L}_{\varphi|_V})^*(f) \right)^{-} \right) = \left( f, \mathcal{L}_{\varphi|_V} \left( \left( (\mathcal{L}_{\varphi|_V})^*(f) \right)^{-} \right) \right) \\
+\geq 0.
\]
Hence, we have
\[
0 = \left( (\mathcal{L}_{\varphi|_V})^*(f), \left( (\mathcal{L}_{\varphi|_V})^*(f) \right)^{-} \right) = -\| (\mathcal{L}_{\varphi|_V})^*(f) \|_2^2,
\]
giving that \( (\mathcal{L}_{\varphi|_V})^* \) is positive. Now let \( f \in \ker \left( (\mathcal{L}_{\varphi|_V})^* \right) \cap V^+ \) be given and assume that there exists \( g \in V \) with \( g > 0 \). We then have that
\[
0 = \left( (\mathcal{L}_{\varphi|_V})^*(f), g \right) = \left( f, \mathcal{L}_{\varphi|_V} \left( g \right) \right).
\]
Since \( g > 0 \), we have \( \mathcal{L}_{\varphi|_V} \left( g \right) > 0 \), which implies that \( f = 0 \). The proof is complete. \( \square \)

It turns out that the Perron-Frobenius operator is not self-adjoint in general. In fact, as we will see in the following remark, this operator is self-adjoint only in very special cases. Therefore, we will introduce the notion of an asymptotically self-adjoint operator in Definition 3.10 below.

**Remark.** We observe that the requirement that \( \mathcal{L}_{\varphi|_V} \) is self-adjoint, for some closed linear subspace \( V \) of \( L^2(\Sigma \times G, \mu \times \lambda) \), is rather restrictive. Indeed, let \( V \) be a closed linear subspace of \( L^2(\Sigma \times G, \mu \times \lambda) \) satisfying \( \{1_{[i]} \times \{g\} : i \in I, g \in G\} \subset V \) and suppose that \( \mathcal{L}_{\varphi|_V} \) is self-adjoint. It follows that \( ji \in \Sigma^2 \) and \( \Psi(i) = \Psi(j)^{-1} \), for all \( i, j \in I \) such that \( ij \in \Sigma^2 \). In particular, we have that \( \Psi(\Sigma^*) \) has at most two elements. To prove this, let \( ij \in \Sigma^2 \) be given. By the Gibbs property (2.1) of \( \mu_\varphi \) we have that \( \mu_\varphi[ij] > 0 \). Setting \( C := \frac{\max h}{\min \Gamma_\varphi} e^{-\mathcal{P}(\varphi)} \) we deduce from Lemma 3.6 that
\[
0 < (\mu_\varphi \times \lambda) \left( ([i] \times \{id\}) \cap (\sigma \times \Psi)^{-1} ([j] \times \{\Psi(i)\}) \right)
\leq C \left( \mathcal{L}_{\varphi|_V} \left( 1_{[i]} \times \{id\} \right) , 1_{[j]} \times \{\Psi(i)\} \right).
\]
Using that \( \mathcal{L}_{\varphi|_V} \) is self-adjoint and again by Lemma 3.0, we conclude that
\[
\left( \mathcal{L}_{\varphi|_V} \left( 1_{[i]} \times \{id\} \right) , 1_{[j]} \times \{\Psi(i)\} \right)
\leq C \left( (\mu_\varphi \times \lambda) \left( ([j] \times \{\Psi(i)\}) \cap (\sigma \times \Psi)^{-1} ([i] \times \{id\}) \right) \right).
\]

The previous two estimates imply that the set \( ([j] \times \{\Psi(i)\}) \cap (\sigma \times \Psi)^{-1} ([i] \times \{id\}) \) is non-empty. Hence, we have \( ji \in \Sigma^2 \) and \( \Psi(i) \Psi(j) = id \).

The next definition introduces a concept which is slightly weaker than self-adjointness.

**Definition 3.10.** Let \( V \) be a closed linear subspace of \( L^2(\Sigma \times G, \mu \times \lambda) \) and let \( T : V \to V \) be a positive bounded linear operator. We say that \( T \) is asymptotically
self-adjoint if there exist sequences \((c_m)_{m \in \mathbb{N}} \in (\mathbb{R}^+)\) and \((N_m)_{m \in \mathbb{N}} \in \mathbb{N}_0\), satisfying \(\lim_{m \to \infty} (c_m)^{1/m} = 1\) and \(\lim_{m \to \infty} m^{-1}N_m = 0\), such that for all non-negative functions \(f, g \in V\) and for all \(n \in \mathbb{N}\) we have

\[
(T^n f, g) \leq c_n \sum_{i=0}^{N_n} (f, T^{n+i} g).
\]

**Remark.** Note that \(T\) is asymptotically self-adjoint if and only if \(T^*\) is asymptotically self-adjoint. We also remark that it clearly suffices to verify (3.5) on a norm-dense subset of non-negative functions in \(V\).

The next proposition shows that if \(L_{\varphi \pi_1}|_V\) is asymptotically self-adjoint, for some closed linear subspace \(V\) of \(L^2(\Sigma \times G, \mu \times \lambda)\), then we can relate \(\sup_{g \in \mathcal{G}} \mathcal{P}(\varphi, \Psi^{-1} \{g\} \cap \Sigma^*)\) to the spectral radius of \(L_{\varphi \pi_1}|_V\). The proof, which makes use of Lemma 3.8 and Lemma 3.9 is inspired by [OW07 Proposition 1.6].

**Proposition 3.11.** Suppose that \(L_{\varphi \pi_1} = 1\) and let \(V \subseteq L^2(\Sigma \times G, \mu \times \lambda)\) be a closed linear \(L_{\varphi \pi_1}\)-invariant subspace such that \(\{f^*: f \in V\} \subseteq V\) and \(\{1_{\{\pi_2=g\}}: g \in G\} \subseteq V\). If \(L_{\varphi \pi_1}|_V\) is asymptotically self-adjoint, then we have that

\[
\sup_{g \in \mathcal{G}} \{\mathcal{P}(\varphi, \Psi^{-1} \{g\} \cap \Sigma^*)\} = \log \rho(L_{\varphi \pi_1}|_V).
\]

**Proof.** By Corollary 3.7, we have \(\sup_{g \in \mathcal{G}} \mathcal{P}(\varphi, \Psi^{-1} \{g\} \cap \Sigma^*) \leq \log \rho(L_{\varphi \pi_1}|_V)\). Let us turn to the proof of the converse inequality. Using that \(\|L_{\varphi \pi_1}|_V\| = \|L_{\varphi \pi_1}|_V\|\) for each \(m \in \mathbb{N}\), it follows from Gelfand’s formula ([Rud73 Theorem 10.13]) that

\[
\rho(L_{\varphi \pi_1}|_V) = \lim_{n \to \infty} \|L_{\varphi \pi_1}|_V\|^{1/(2n)}.
\]

Our next aim is to apply Lemma 3.8 to the self-adjoint operator

\[
T_n := (L_{\varphi \pi_1}|_V)^* L_{\varphi \pi_1}|_V,
\]

for each \(n \in \mathbb{N}\). We have to verify that \(T_n\) is positive and that \(\ker(T_n) \cap V^+ = \{0\}\), for each \(n \in \mathbb{N}\). By Lemma 3.9, we have that \(L_{\varphi \pi_1}|_V\) is positive and \(\ker(L_{\varphi \pi_1}|_V) \cap V^+ = \{0\}\). Fix some arbitrary order for the elements in \(G\), say \(G = \{g_i: i \in \mathbb{N}\}\). Using that \(V\) is a closed linear subspace containing \(\{1_{\{\pi_2=g_i\}}: i \in \mathbb{N}\}\), we obtain that \(g := \sum_{j \in \mathbb{N}} 2^{-j}1_{\{\pi_2=g_j\}} > 0\) is an element of \(V\). Since \(\{f^*: f \in V\} \subseteq V\) by our assumptions, Lemma 3.9 implies that \((L_{\varphi \pi_1}|_V)^*\) is positive with \(\ker(L_{\varphi \pi_1}|_V)^* \cap V^+ = \{0\}\). Hence, for each \(n \in \mathbb{N}\) we have that \(T_n\) is positive and \(\ker(T_n) \cap V^+ = \{0\}\). Consequently, it follows from Lemma 3.8 that for each \(n \in \mathbb{N}\) we have

\[
\|L_{\varphi \pi_1}|_V\|^* L_{\varphi \pi_1}|_V
\]

\[
= \sup_{g, g' \in G} \left\{ \limsup_{k \to \infty} \left( \left(L_{\varphi \pi_1}|_V\right)^* L_{\varphi \pi_1}|_V \right)^k \left(1_{\{\pi_2=g\}}, 1_{\{\pi_2=g'\}}\right)^{1/k} \right\}.
\]

Let \(g, g' \in G\) be given. Using that \(L_{\varphi \pi_1}|_V\) is asymptotically self-adjoint, with sequences \((c_m)_{m \in \mathbb{N}} \in \mathbb{R}^N\) and \((N_m)_{m \in \mathbb{N}} \in \mathbb{N}_0\) as in Definition 3.10, we estimate for
all \( n \in \mathbb{N} \) that
\[
\limsup_{k \to \infty} \left( \left( \mathcal{L}_{\varphi \circ \pi_1}^n \right)_V \right)^k \left( \mathbf{1}_{\{ \pi_2 = g \}} , \mathbf{1}_{\{ \pi_2 = g' \}} \right)^{1/k} \leq c_n (N_n + 1)^k
\]

Let \( \epsilon > 0 \). Since we have
\[
\limsup_{m \to \infty} \left( \mathcal{L}_{\varphi \circ \pi_1}^m \right)_V \left( \mathbf{1}_{\{ \pi_2 = g \}} , \mathbf{1}_{\{ \pi_2 = g' \}} \right)^{1/m} = e^{P(\varphi, \Psi^{-1}(g^{-1} g') \cap \Sigma^*)}
\]
by Lemma 3.6 we obtain that
\[
\limsup_{k \to \infty} \left( \max_{(i_1, \ldots, i_k) \in \{0, \ldots, N_n\}^k} \left\{ \left( \mathcal{L}_{\varphi \circ \pi_1}^{2nk + \sum_{j=1}^k i_j} \right)_V \left( \mathbf{1}_{\{ \pi_2 = g \}} , \mathbf{1}_{\{ \pi_2 = g' \}} \right) \right\} \right)^{1/k} \leq \limsup_{k \to \infty} \left( \max_{(i_1, \ldots, i_k) \in \{0, \ldots, N_n\}^k} \left\{ e^{(2nk + kN_n)(P(\varphi, \Psi^{-1}(g^{-1} g') \cap \Sigma^*) + \epsilon)}, e^{2nk(P(\varphi, \Psi^{-1}(g^{-1} g') \cap \Sigma^*) + \epsilon)} \right\} \right)^{1/k}.
\]

Since \( \epsilon > 0 \) was chosen to be arbitrary, our previous estimates imply that for each \( n \in \mathbb{N} \) and for all \( g, g' \in G \) we have
\[
\limsup_{k \to \infty} \left( \left( \mathcal{L}_{\varphi \circ \pi_1}^n \right)_V \right)^k \left( \mathbf{1}_{\{ \pi_2 = g \}} , \mathbf{1}_{\{ \pi_2 = g' \}} \right)^{1/k} \leq c_n (N_n + 1)^k \max \left\{ e^{(2nk + N_n)P(\varphi, \Psi^{-1}(g^{-1} g') \cap \Sigma^*)}, e^{2n(P(\varphi, \Psi^{-1}(g^{-1} g') \cap \Sigma^*) + \epsilon)} \right\}.
\]

Combining (3.6), (3.7) and (3.8), we obtain that
\[
\rho(\mathcal{L}_{\varphi \circ \pi_1} \mid V) = \lim_{n \to \infty} \| \left( \mathcal{L}_{\varphi \circ \pi_1}^n \right)_V \|^{1/(2n)} \leq \sup_{n \to \infty} \left( c_n (N_n + 1) \max_{g, g' \in G} \left\{ e^{(2nk + N_n)P(\varphi, \Psi^{-1}(g^{-1} g') \cap \Sigma^*)}, e^{2n(P(\varphi, \Psi^{-1}(g^{-1} g') \cap \Sigma^*) + \epsilon)} \right\} \right)^{1/(2n)} \leq \lim_{n \to \infty} (c_n (N_n + 1))^{1/(2n)} \sup_{g \in G} \left\{ e^{(1 + N_n/(2n))P(\varphi, \Psi^{-1}(g) \cap \Sigma^*)}, e^{P(\varphi, \Psi^{-1}(g) \cap \Sigma^*)} \right\}.
\]

Since \( \lim_{n \to \infty} (c_n (N_n + 1))^{1/n} = 1 \) and \( \lim_{n \to \infty} n^{-1} N_n = 0 \), the proof is complete.

In the following definition, we introduce certain important closed linear subspaces of the space \( L^2(\Sigma \times G, \mu_\varphi \times \lambda) \).

**Definition 3.12.** For \( j \in \mathbb{N}_0 \), let \( V_j \subset L^2(\Sigma \times G, \mu_\varphi \times \lambda) \) denote the subspace consisting of all \( f \in L^2(\Sigma \times G, \mu_\varphi \times \lambda) \) which possess a \( \mathcal{C}(j) \otimes \mathcal{B}(G) \)-measurable representative in \( L^2(\Sigma \times G, \mu_\varphi \times \lambda) \), where \( \mathcal{C}(j) \otimes \mathcal{B}(G) \) denotes the product \( \sigma \)-algebra of \( \mathcal{C}(j) \) and the Borel \( \sigma \)-algebra \( \mathcal{B}(G) \) on \( G \).

Note that \( V_j \) is a Hilbert space for each \( j \in \mathbb{N}_0 \). The next lemma gives an invariance property for \( V_j \) with respect to \( \mathcal{L}_{\varphi \circ \pi_1} \) for \( \mathcal{C}(k) \)-measurable potentials \( \varphi \).
Lemma 3.13. Let \( \varphi : \Sigma \to \mathbb{R} \) be \( C(k) \)-measurable for some \( k \in \mathbb{N}_0 \). Then \( V_j \) is \( L_{\varphi \circ \pi_1} \)-invariant for each \( j \in \mathbb{N} \) with \( j \geq k - 1 \). Moreover, for all \( j \in \mathbb{N}_0 \) we have that \( U(V_j) \subset V_{j+1} \).

Proof. If \( f \) is \( C(j) \)-measurable, \( j \in \mathbb{N}_0 \), then it follows from Lemma 3.5 (2) that \( L_{\varphi \circ \pi_1} \) is given by

\[
L_{\varphi \circ \pi_1}(f)(\omega, g) = \sum_{i \in I : i \omega \in \Sigma^2} e^{i\omega f} \left( i \omega, g \Psi(i)^{-1} \right).
\]

Note that the right-hand side of the previous equation depends only on \( g \in G \) and on the elements \( \omega_1, \ldots, \omega_{\max\{k-1, j-1, 1\}} \in I \). Consequently, for \( j \in \mathbb{N} \) with \( j \geq k - 1 \), we have that \( V_j \) is \( L_{\varphi \circ \pi_1} \)-invariant.

The remaining assertion follows immediately from the definition of \( U \).

We need the following notion of symmetry.

Definition 3.14. We say that \( \varphi : \Sigma \to \mathbb{R} \) is asymptotically symmetric with respect to \( \Psi \) if for each \( f \in \mathbb{C} \) and \( (m) \in \mathbb{N} \), satisfying \( \lim_m (c_m)^{1/m} = 1 \) and \( \lim_m m^{-1}N_m = 0 \), such that for each \( g \in G \) and for all \( n \in \mathbb{N} \), we have

\[
\sum_{\omega \in \Sigma^\prime : \Psi(\omega) = g} e^{S_\omega \varphi} \leq c_n \sum_{i=0}^{N_n} \sum_{\tau \in \Sigma^{n+i} : \Psi(\tau) = g^{-1}} e^{S_{\tau} \varphi}.
\]

Remark 3.15. If \( \varphi \) is asymptotically symmetric with respect to \( \Psi \), then it is straightforward to verify that, for each \( \psi : \Sigma \to \mathbb{R}^+ \) Hölder continuous and \( c \in \mathbb{R} \), we have that also \( \varphi + \log \psi - \log \psi \circ \sigma + c \) is asymptotically symmetric with respect to \( \Psi \). Using the Gibbs property (2.1) of \( \mu_\varphi \), an equivalent way to state that \( \varphi \) is asymptotically symmetric with respect to \( \Psi \) is the following: there exist sequences \( (c'_m) \in \mathbb{N} \) and \( (N'_m) \in \mathbb{N} \), satisfying \( \lim_m (c'_m)^{1/m} = 1 \) and \( \lim_m m^{-1}N'_m = 0 \), such that for each \( g \in G \) and for all \( n \in \mathbb{N} \), we have

\[
\sum_{\omega \in \Sigma^\prime : \Psi(\omega) = g} \mu_\varphi([\omega]) \leq c'_n \sum_{i=0}^{N'_n} \sum_{\tau \in \Sigma^{n+i} : \Psi(\tau) = g^{-1}} \mu_\varphi([\tau]).
\]

The next lemma gives a necessary and sufficient condition for \( L_{\varphi \circ \pi_1}|_{V_j} \) to be asymptotically self-adjoint.

Lemma 3.16. Let \( \varphi : \Sigma \to \mathbb{R} \) be \( C(k) \)-measurable, for some \( k \in \mathbb{N}_0 \). For each \( j \in \mathbb{N} \) with \( j \geq k - 1 \), we then have that \( \varphi \) is asymptotically symmetric with respect to \( \Psi \) if and only if \( L_{\varphi \circ \pi_1}|_{V_j} \) is asymptotically self-adjoint.

Proof. We first observe that by Lemma 3.6 and by the Gibbs property (2.1) of \( \mu_\varphi \), there exists \( K > 0 \) such that for all \( n \in \mathbb{N} \) and for all \( g, g' \in G \) we have

\[
K^{-1} \leq \frac{\left( L_{\varphi \circ \pi_1}(\mathbb{1}_{\Sigma \times \{g\}}, \mathbb{1}_{\Sigma \times \{g'\}}) \right)}{\sum_{\tau \in \Sigma^{n+}: \Psi(\tau) = g'} e^{S_{\tau} \varphi}} \leq K,
\]

unless the nominator and denominator in (3.10) are both equal to zero. From (3.10) we obtain that \( \varphi \) is asymptotically symmetric with respect to \( \Psi \) if and only if there
exist sequences \((c_m) \in (\mathbb{R}^+)^\mathbb{N}\) and \((N_m) \in \mathbb{N}_0^\mathbb{N}\), as in Definition 3.14, such that for all \(n \in \mathbb{N}\) and \(g, g' \in G\) we have

\[(3.11) \quad (\mathcal{L}^n_{\psi \circ \pi_1} (\mathbbm{1}_{\Sigma \times \{g\}}), \mathbbm{1}_{\Sigma \times \{g'\}}) \leq c_n \left( \mathbbm{1}_{\Sigma \times \{g\}}, \sum_{i=0}^{N_n} \mathcal{L}^{n+i}_{\psi \circ \pi_1} (\mathbbm{1}_{\Sigma \times \{g'\}}) \right).
\]

Since \(V_0 \subset V_j\) for each \(j \in \mathbb{N}_0\), we obtain that if \(\mathcal{L}_{\psi \circ \pi_1} |_{V_j}\) is asymptotically self-adjoint, then \(\varphi\) is asymptotically symmetric with respect to \(\Psi\).

For the opposite implication, let \(j \in \mathbb{N}\), \(j \geq k - 1\) and suppose that \(\varphi\) is asymptotically symmetric with respect to \(\Psi\). By Lemma 3.13, we have that for each \(\omega, \omega' \in \Sigma^j\), there exists a finite-one-to-one map which maps \(\tau \in \Sigma^*\) to an element \(\omega \gamma_1 \kappa(\omega) \gamma_2 \tau \gamma_3 \omega' \in \Sigma^*\), where \(\Psi(\gamma_i) = \text{id}\) and \(\gamma_i\) depends only on the preceding and successive symbol, for each \(i \in \{1, 2, 3\}\). Hence, in view of Lemma 3.6 and the Gibbs property (2.1) of \(\mu_\varphi\), and by using that \(\Sigma^j\) is finite, we conclude that there exist \(N \in \mathbb{N}\) and \(C > 0\) (depending on \(j\)) such that for all \(n \in \mathbb{N}\), \(g, g' \in G\) and for all \(\omega, \omega' \in \Sigma^j\), we have

\[(3.12) \quad (\mathcal{L}^n_{\psi \circ \pi_1} (\mathbbm{1}_{\Sigma \times \{g\}}), \mathbbm{1}_{\Sigma \times \{g'\}}) \leq C \sum_{r=0}^{N} (\mathcal{L}^{n+r}_{\psi \circ \pi_1} (\mathbbm{1}_{[\omega] \times \{g\}}), \mathbbm{1}_{[\omega'] \times \{g'\}}).
\]

By first using (3.11) and then (3.12), we deduce that for all \(n \in \mathbb{N}\), \(g, g' \in G\) and for all \(\omega, \omega' \in \Sigma^j\),

\[
(\mathcal{L}^n_{\psi \circ \pi_1} (\mathbbm{1}_{\Sigma \times \{g\}}), \mathbbm{1}_{\Sigma \times \{g'\}}) \leq c_n \left( \mathbbm{1}_{\Sigma \times \{g\}}, \sum_{i=0}^{N_n} \mathcal{L}^{n+i}_{\psi \circ \pi_1} (\mathbbm{1}_{\Sigma \times \{g'\}}) \right)
\]

\[
\leq c_n C \sum_{i=0}^{N_n} \sum_{r=0}^{N} (\mathbbm{1}_{[\omega] \times \{g\}}, \mathcal{L}^{n+i+r}_{\psi \circ \pi_1} (\mathbbm{1}_{[\omega'] \times \{g'\}}))
\]

\[
\leq c_n CN \sum_{i=0}^{N_n+N} (\mathbbm{1}_{[\omega] \times \{g\}}, \mathcal{L}^{n+i}_{\psi \circ \pi_1} (\mathbbm{1}_{[\omega'] \times \{g'\}})).
\]

Since \((\mathcal{L}^n_{\psi \circ \pi_1} (\mathbbm{1}_{[\omega] \times \{g\}}), \mathbbm{1}_{[\omega'] \times \{g'\}}) \leq (\mathcal{L}^n_{\psi \circ \pi_1} (\mathbbm{1}_{\Sigma \times \{g\}}), \mathbbm{1}_{\Sigma \times \{g'\}})\) for all \(\omega, \omega' \in \Sigma^j\), it follows that \(\mathcal{L}_{\psi \circ \pi_1} |_{V_j}\) is asymptotically self-adjoint with respect to the sequences \((c'_m) \in (\mathbb{R}^+)^\mathbb{N}\) and \((N'_m) \in \mathbb{N}_0^\mathbb{N}\), which are given by \(c'_m := c_n CN\) and \(N'_m := N_m + N\). The proof is complete.

The following corollary is a consequence of Proposition 3.11 and clarifies the relation between \(\sup_{g \in G} \{ \mathcal{P} (\varphi, \Psi^{-1} \{g\} \cap \Sigma^*) \} \) and the spectral radius of \(\mathcal{L}_{\psi \circ \pi_1} |_{V_j}\) provided that \(\varphi\) is asymptotically symmetric with respect to \(\Psi\).

**Corollary 3.17.** Let \(\varphi : \Sigma \to \mathbb{R}\) be \(C(k)\)-measurable, for some \(k \in \mathbb{N}_0\), and suppose that \(\varphi\) is asymptotically symmetric with respect to \(\Psi\). For each \(j \in \mathbb{N}\) with \(j \geq k - 1\), we then have that

\[
\sup_{g \in G} \{ \mathcal{P} (\varphi, \Psi^{-1} \{g\} \cap \Sigma^*) \} = \log \rho \left( \mathcal{L}_{\psi \circ \pi_1} |_{V_j} \right).
\]
Proof. Fix \( j \in \mathbb{N} \) with \( j \geq k - 1 \). By Lemma 3.13 we then have that \( V_j \) is \( \mathcal{L}_{\varphi \circ \pi_1} \)-invariant. Let us first verify that without loss of generality we may assume that \( \mathcal{L}_{\varphi} \mathbb{1} = \mathbb{1} \). Otherwise, by Theorem 2.6 there exists a \( C(\max \{ k - 1, 1 \}) \)-measurable function \( h : \Sigma \rightarrow \mathbb{R}^+ \) with \( \mathcal{L}_{\varphi} (h) = e^{P(\varphi)}h \). For \( \bar{\varphi} := \varphi + \log h - \log h \circ \sigma - \mathcal{P}(\varphi) \), we then have that \( \mathcal{L}_{\bar{\varphi}} \mathbb{1} = \mathbb{1}, \mathcal{P}(\bar{\varphi}) = 0 \) and, for each \( g \in G \),

\[
\mathcal{P}(\varphi, \Psi^{-1}\{g\} \cap \Sigma^*) = \mathcal{P}(\varphi, \Psi^{-1}\{g\} \cap \Sigma^*) - \mathcal{P}(\varphi).
\]

Further, we have that \( \bar{\varphi} \) is asymptotically symmetric with respect to \( \Psi \), by Remark 3.15. It remains to show that \( V_j \) is \( \mathcal{L}_{\bar{\varphi} \circ \pi_1} \)-invariant and that

\[
\log \rho \left( \mathcal{L}_{\bar{\varphi} \circ \pi_1} \big|_{V_j} \right) = \log \rho \left( \mathcal{L}_{\varphi \circ \pi_1} \big|_{V_j} \right) - \mathcal{P}(\varphi).
\]

Since \( h \) is \( C(\max \{ k - 1, 1 \}) \)-measurable, we have that \( V_j \) is \( M_{h \circ \pi_1} \)-invariant and, by the definition of the Perron-Frobenius operator, we obtain that

\[
\mathcal{L}_{\bar{\varphi} \circ \pi_1} \big|_{V_j} = e^{-P(\varphi)} \left( M_{h \circ \pi_1} \big|_{V_j} \right)^{-1} \circ \left( \mathcal{L}_{\varphi \circ \pi_1} \big|_{V_j} \right) \circ \left( M_{h \circ \pi_1} \big|_{V_j} \right).
\]

We conclude that \( V_j \) is \( \mathcal{L}_{\bar{\varphi} \circ \pi_1} \)-invariant and that \( \mathcal{L}_{\bar{\varphi} \circ \pi_1} \big|_{V_j} \circ e^{-P(\varphi)} \mathcal{L}_{\varphi \circ \pi_1} \big|_{V_j} \) have the same spectrum. The latter fact gives the equality in (3.13). Hence, we may assume without loss of generality that \( \mathcal{L}_{\bar{\varphi}} \mathbb{1} = \mathbb{1} \).

By Lemma 3.16 we have that \( \mathcal{L}_{\varphi \circ \pi_1} \big|_{V_j} \) is asymptotically self-adjoint. Since \( V_j \) is a closed linear subspace of \( L^2(\Sigma \times G, \mu_\varphi \times \lambda) \) such that \( \{ f^- : f \in V_j \} \cup \{ 1_{(\sigma \circ \pi_2 = \varphi)} : g \in G \} \subset V_j \), the assertion of the corollary follows from Proposition 3.11. \( \square \)

Remark. Note that, in particular, under the assumptions of the previous corollary we have that \( \rho \left( \mathcal{L}_{\varphi \circ \pi_1} \big|_{V_j} \right) \) is independent of \( j \in \mathbb{N} \) for all \( j \geq k - 1 \).

3.2. Random walks on graphs and amenability. In this section we relate the Perron-Frobenius operator to the transition operator of a certain random walk on a graph. We start by introducing the following graphs.

Definition 3.18. For each \( j \in \mathbb{N}_0 \), the \( j \)-step graph of \( (\Sigma \times G, \sigma \times \Psi) \) consists of the vertex set \( \Sigma^j \times G \) where two vertices \( (\omega, g), (\omega', g') \in \Sigma^j \times G \) are connected by an edge in \( X_j \) if and only if

\[
(\sigma \times \Psi)^{-1}([\omega] \times \{g\}) \cap ([\omega'] \times \{g'\}) \neq \emptyset
\]

or

\[
(\sigma \times \Psi)^{-1}([\omega'] \times \{g'\}) \cap ([\omega] \times \{g\}) \neq \emptyset.
\]

We use \( X_j (\Sigma \times G, \sigma \times \Psi) \) or simply \( X_j \) to denote this graph.

Provided that \( \Psi (\Sigma^*) = G \), we have that each \( j \)-step graph of \( (\Sigma \times G, \sigma \times \Psi) \) is connected. The next lemma shows that each of these graphs is roughly isometric to the Cayley graph of \( G \) with respect to \( \Psi (I) \cup \Psi (I)^{-1} \) denoted by \( X(G, \Psi (I) \cup \Psi (I)^{-1}) \). For a similar argument, see [OW07].

Lemma 3.19. Suppose that \( \Psi (\Sigma^*) = G \) and let \( j \in \mathbb{N}_0 \). We then have that the graphs \( X_j (\Sigma \times G, \sigma \times \Psi) \) and \( X(G, \Psi (I) \cup \Psi (I)^{-1}) \) are roughly isometric.
Proof. By identifying $\Sigma^0 \times G$ with $G$, we have that $X_0$ is isometric to $X(G, \Psi(I) \cup \Psi(I)^{-1})$. Suppose now that $j \in \mathbb{N}$. We show that the map $\pi_2 : \Sigma^j \times G \to G$, given by $\pi_2(\omega, g) := g$, for all $(\omega, g) \in \Sigma^j \times G$, defines a rough isometry between the metric spaces $(\Sigma^j \times G, d_j)$ and $(G, d)$, where $d_j$ denotes the graph metric on $X_j$ and $d$ denotes the graph metric on $X(G, \Psi(I) \cup \Psi(I)^{-1})$. Clearly, we have that $\pi_2$ is surjective. Further, by the definition of the edge set of $X_j$, we have that if two vertices $(\omega, g), (\omega', g') \in \Sigma^j \times G$ are connected by an edge in $X_j$, then $g$ and $g'$ are connected by an edge in $X(G, \Psi(I) \cup \Psi(I)^{-1})$. Hence, for all $(\omega, g), (\omega', g') \in \Sigma^j \times G$ we have that $d(\pi_2(\omega, g), \pi_2(\omega', g')) \leq d_j((\omega, g), (\omega', g'))$.

It remains to show that there exist constants $A, B > 0$ such that for all $(\omega, g), (\omega', g') \in \Sigma^j \times G$,

$$d_j((\omega, g), (\omega', g')) \leq Ad(\pi_2(\omega, g), \pi_2(\omega', g')) + B. \tag{3.14}$$

First note that by our assumptions, there exists a finite set $F \subset \Sigma^*$ with the following properties.

1. For all $\tau \in \Sigma^j$ there exists $\kappa(\tau) \in F$ such that $\Psi(\tau) \kappa(\tau) = \text{id}$, and for all $h \in \Psi(I) \cup \Psi(I)^{-1}$ there is $\alpha \in F$ such that $\Psi(\alpha) = h$. (We used that card $(I) < \infty$, and hence card $(\Sigma^j) < \infty$, and that $\Psi(\Sigma^*) = G$.)

2. For all $a, b \in I$ there exists $\gamma \in F \cap \Psi^{-1}\{\text{id}\} \cup \{\emptyset\}$ such that $a \gamma b \in \Sigma^*$. (We used card $(I) < \infty$ and item (3) of our standing assumptions.)

Setting $L := \max_{\gamma \in F} |\gamma|$, $A := 2L$ and $B := 3L + j$, we will show that (3.14) holds. Let $(\omega, g), (\omega', g') \in \Sigma^j \times G$ be given. First suppose that $d(\pi_2(\omega, g), \pi_2(\omega', g')) = m \in \mathbb{N}$. Hence, there exist $h_1, \ldots, h_m \in \Psi(I) \cup \Psi(I)^{-1}$ such that $g h_1 \ldots h_m = g'$. By property (1) above, there exist $\alpha_1, \ldots, \alpha_m \in F$ such that $\Psi(\alpha_i) = h_i$ for all $1 \leq i \leq m$, and there exists $\kappa(\omega) \in F$ such that $\Psi(\kappa(\omega)) = \text{id}$. Then property (2) implies the existence of $\gamma_0, \gamma_1, \ldots, \gamma_{m+1} \in F \cap \Psi^{-1}\{\text{id}\} \cup \{\emptyset\}$ such that $\omega \gamma_0 \kappa(\omega) \gamma_1 \alpha_1 \gamma_2 \alpha_2 \ldots \gamma_m \alpha_m \gamma_{m+1} \omega' \in \Sigma^*$, and hence

$$[\omega \gamma_0 \kappa(\omega) \gamma_1 \alpha_1 \gamma_2 \alpha_2 \ldots \gamma_m \alpha_m \gamma_{m+1} \omega'] \subset ([\omega] \times \{g\}) \cap (\sigma \times \Psi)^{-1}([\omega'] \times \{g'\}),$$

where we have set $l := |\omega \gamma_0 \kappa(\omega) \gamma_1 \alpha_1 \gamma_2 \alpha_2 \ldots \gamma_m \alpha_m \gamma_{m+1}| \leq (2m + 3) + j$. The inequality in (3.14) follows. Finally, if $d(\pi_2(\omega, g), \pi_2(\omega', g')) = 0$, then $g = g'$ and there exist $\gamma_0, \gamma_1 \in F \cap \Psi^{-1}\{\text{id}\} \cup \{\emptyset\}$ such that $\omega \gamma_0 \kappa(\omega) \gamma_1 \omega' \in \Sigma^*$. Hence, $d_j((\omega, g), (\omega', g')) \leq B$. The proof is complete. \hfill $\square$

In the following proposition we let $E(|\cdot |C(j)) : L^2(\Sigma \times G, \mu_\phi \times \lambda) \to V_j$ denote the conditional expectation given $C(j)$.

**Proposition 3.20.** Suppose that $\Psi(\Sigma^*) = G$. Let $\varphi : \Sigma \to \mathbb{R}$ be $C(k)$-measurable for some $k \in \mathbb{N}_0$, such that $L^2_{\varphi} \equiv 1$. The following holds for all $j \in \mathbb{N}$ with $j \geq k - 1$. For the bounded linear operator $E(U(\cdot)|C(j)) : V_j \to V_j$ we have that

$$\rho \left( \frac{E(U(\cdot)|C(j))}{V_j} \right) \leq \|E(U(\cdot)|C(j))\| = 1$$

with equality if and only if $G$ is amenable. In particular, we have that

$$\rho \left( \frac{\mathcal{L}_{\varphi \phi |V_j}}{V_j} \right) \leq \|\mathcal{L}_{\varphi \phi |V_j}\| = 1$$

with equality if and only if $G$ is amenable.
Proof. Fix \( j \in \mathbb{N} \) with \( j \geq k - 1 \). We first observe that for each \( f \in V_j \) we have that \( \mathbb{E}(U(f)\,|\,\mathcal{C}(j)) \) is the unique element in \( V_j \), such that \( (\mathbb{E}(U(f)\,|\,\mathcal{C}(j)),g) = (U(f),g) \) for all \( g \in V_j \). Since \( (U(f),g) = (f,\mathcal{L}_{\varphi\circ\pi_1}(g)) \) and \( V_j \) is \( \mathcal{L}_{\varphi\circ\pi_1} \)-invariant by Lemma 3.13, we conclude that \( \mathbb{E}(U(\cdot)\,|\,\mathcal{C}(j)) \) is the adjoint of \( \mathcal{L}_{\varphi\circ\pi_1} |_{V_j} \). Since \( U(V_0) \subset V_1 \subset V_j \), we have that the restriction of \( \mathbb{E}(U(\cdot)\,|\,\mathcal{C}(j)) \) to \( V_0 \) is equal to \( U|_{V_0} \). Because \( U \equiv 1 \) is an isometry by Lemma 3.13 (1), we conclude that \( \|\mathbb{E}(U(\cdot)\,|\,\mathcal{C}(j))\| = 1 \).

In order to prove the amenability dichotomy for \( \rho(\mathbb{E}(U(\cdot)\,|\,\mathcal{C}(j))) \) we aim to apply Theorem 2.20 to a transition matrix on the vertex set \( \Sigma^j \times G \) of the graph \( X_j \). Since a basis of \( V_j \) is given by \( \{(1_{[\omega]} \times \{g\} : (\omega,g) \in \Sigma^j \times G\} \), we obtain a Hilbert space isomorphism between \( V_j \) and \( \ell^2(\Sigma^j \times G, \nu_j) \) by setting \( \nu_j(\omega,g) := (\mu_\varphi \times \lambda)([\omega] \times \{g\}) \) for every \( (\omega,g) \in \Sigma^j \times G \). Using this isomorphism and with respect to the canonical basis of \( \ell^2(\Sigma^j \times G, \nu_j) \), we have that \( \mathbb{E}(U(\cdot)\,|\,\mathcal{C}(j)) \) is represented by the matrix \( P = (p((\omega,g),(\omega',g')) \) given by

\[
p((\omega,g),(\omega',g')) = \langle U1_{[\omega]} \times \{g'\}, 1_{[\omega]} \times \{g\} \rangle (\mu_\varphi \times \lambda)([\omega] \times \{g\})^{-1}.
\]

Note that we have chosen the matrix \( P \) to act on the left. Summing over \( (\omega',g') \in \Sigma^j \times G \) in the previous line, we obtain that \( P \) is a transition matrix on \( \Sigma^j \times G \). Using that \( \mu_\varphi \times \lambda \equiv (\sigma \times \Psi)^{-1} \) is (\( \sigma \times \Psi \)-invariant by Lemma 3.3 one then deduces from (3.15) that \( \nu_j \) is \( P \)-invariant. Let us now verify that Theorem 2.20 is applicable to the transition matrix \( P \) acting on the vertex set \( \Sigma^j \times G \) of \( X_j \). Since \( \text{card}(I) < \infty \), we have that \( X_j \) has bounded geometry. Further, it follows immediately from the definition of \( X_j \) that \( P((\omega,g),(\omega',g')) > 0 \) implies that \( (\omega,g) \sim (\omega',g') \) in \( X_j \), and hence \( P \) has bounded range \( (R = 1) \) with respect to \( X_j \). It is also clear from the definition of \( \nu_j \) that

\[
0 < \min_{\omega \in \Sigma^j} \mu_\varphi([\omega]) = \inf_{(\omega,g) \in \Sigma^j \times G} \nu_j(\omega,g) \leq \sup_{(\omega,g) \in \Sigma^j \times G} \nu_j(\omega,g) = \max_{\omega \in \Sigma^j} \mu_\varphi([\omega]) < \infty.
\]

It remains to verify that \( P \) is uniformly irreducible with respect to \( X_j \). Let \( (\omega,g),(\omega',g') \in \Sigma^j \times G \) denote a pair of vertices which is connected by an edge in \( X_j \). By definition, we then have that \( (\sigma \times \Psi)^{-1}([\omega] \times \{g\}) \cap ([\omega'] \times \{g'\}) \neq \emptyset \) or \( (\sigma \times \Psi)^{-1}([\omega] \times \{g\}) \cap ([\omega'] \times \{g'\}) \neq \emptyset \). In the first case, we have that

\[
p((\omega,g),(\omega',g')) = \mu_\varphi \times \lambda \big( (\sigma \times \Psi)^{-1}([\omega] \times \{g'\}) \cap ([\omega] \times \{g\}) \big) \mu_\varphi([\omega])^{-1}
\]

\[
= \mu_\varphi([\omega]) \mu_\varphi([\omega])^{-1} \geq \min_{\tau \in \Sigma^j} \mu_\varphi(|\tau|) > 0.
\]

Next we consider the second case in which \( (\sigma \times \Psi)^{-1}([\omega] \times \{g\}) \cap ([\omega'] \times \{g'\}) \neq \emptyset \), and thus \( g' \Psi(\omega') = g \). Similarly as in the proof of Lemma 3.19 one can verify that there exists a finite set \( F \subset \Sigma^* \) with the following properties. First, for all \( \tau \in \Sigma^j \cup I \) there exists \( \kappa(\tau) \in F \) such that \( \Psi(\tau) \Psi(\kappa(\tau)) = \text{id} \), and second, for all \( a,b \in I \) there exists \( \gamma \in F \cap \Psi^{-1}\{\text{id}\} \cup \{\emptyset\} \) such that \( a\gamma b \in \Sigma^* \). Hence, there exist \( \gamma_1, \gamma_2, \gamma_3 \in F \) such that

\[
([\omega \gamma_1 \kappa(\omega) \gamma_2 \kappa(\omega') \gamma_3 \omega'] \times \{g\}) \subset ([\omega] \times \{g\}) \cap (\sigma \times \Psi)^{-1}([\omega'] \times \{g'\}),
\]

where we have set \( l := |\omega \gamma_1 \kappa(\omega) \gamma_2 \kappa(\omega') \gamma_3| \leq j + 5 \max_{\gamma \in F} |\gamma| \). Consequently,

\[
p^{(l)}((\omega,g),(\omega',g')) \geq \left( \min_{\tau \in \Sigma^j} \mu_\varphi(|\tau|) \right)^{j+5 \max_{\gamma \in F} |\gamma|} > 0.
\]
Hence, with $K := j + 5 \max_{\gamma \in F} |\gamma|$ and $\epsilon := (\min_{\tau \in \Sigma^{j+1}} \mu_{\varphi}([\tau]))^{j+5 \max_{\gamma \in F} |\gamma|} > 0$ we have that $P$ is uniformly irreducible with respect to $X_j$.

We are now in the position to apply Theorem 2.20 to the transition matrix $P$, which gives that $\rho (P) = 1$ if and only if $X_j$ is amenable. Since $X_j$ is roughly isometric to the Cayley graph of $G$ with respect to $\Psi (I) \cup \Psi (I)^{-1}$ by Lemma 3.19 it follows from Theorem 2.15 that $X_j$ is amenable if and only if $G$ is amenable (cf. Proposition 2.17). Finally, since $\mathbb{E} (U (\cdot) | C (j))$ and $P$ are conjugated by an isomorphism of Hilbert spaces, we have $\rho \left( \mathbb{E} (U (\cdot) | C (j)) \right) = \rho (P)$, which completes the proof. $\square$

Summarizing the outcomes of this section, we obtain the following main result.

**Theorem 3.21.** Suppose that $\Psi (\Sigma^*) = G$ and let $\varphi : \Sigma \rightarrow \mathbb{R}$ be $\mathcal{C}(k)$-measurable for some $k \in \mathbb{N}_0$. The following holds for all $j \in \mathbb{N}$ with $j \geq k - 1$. We have

\[
(3.16) \quad \mathcal{P} \left( \varphi, \Psi^{-1} \{1\} \cap \Sigma^* \right) \leq \log \rho \left( \mathcal{L}_{\varphi \circ \pi_j} | V_j \right) \leq \log \rho (\mathcal{L}_{\varphi \circ \pi_j}) = \mathcal{P} (\varphi),
\]

with equality in the second inequality if and only if $G$ is amenable. Moreover, if $\varphi$ is asymptotically symmetric with respect to $\Psi$, then

\[
(3.17) \quad \mathcal{P} \left( \varphi, \Psi^{-1} \{1\} \cap \Sigma^* \right) = \log \rho \left( \mathcal{L}_{\varphi \circ \pi_j} | V_j \right),
\]

and so $G$ is amenable if and only if $\mathcal{P} \left( \varphi, \Psi^{-1} \{1\} \cap \Sigma^* \right) = \mathcal{P} (\varphi)$.

**Proof.** Fix $j \in \mathbb{N}$ with $j \geq k - 1$, which implies that $V_j$ is $\mathcal{L}_{\varphi \circ \pi_j}$-invariant by Lemma 3.13. As shown in the proof of Corollary 3.17 we may assume without loss of generality that $\mathcal{L}_{\varphi} 1 = 1$ and thus $\mathcal{P} (\varphi) = 0$.

The first inequality in (3.16) follows from Corollary 3.17 applied to $V = V_j$. The second inequality in (3.16) is an immediate consequence of the definition of the spectrum. The amenability dichotomy follows from Proposition 3.20. The equality $\log \rho (\mathcal{L}_{\varphi \circ \pi_j}) = \mathcal{P} (\varphi)$ follows from Lemma 3.5 (3).

In order to complete the proof, we now address (3.17) under the assumption that $\varphi$ is asymptotically symmetric with respect to $\Psi$. By Corollary 3.17 we then have that

\[
\sup_{g \in G} \left\{ \mathcal{P} \left( \varphi, \Psi^{-1} \{g\} \cap \Sigma^* \right) \right\} = \log \rho \left( \mathcal{L}_{\varphi \circ \pi_j} | V_j \right).
\]

Using that $\Psi (\Sigma^*) = G$ and item (3) of our standing assumptions, one easily verifies that the pressure $\mathcal{P} \left( \varphi, \Psi^{-1} \{g\} \cap \Sigma^* \right)$ is independent of $g \in G$, which completes the proof. $\square$

**Corollary 3.22.** Let $\varphi : \Sigma \rightarrow \mathbb{R}$ be $\mathcal{C}(k)$-measurable for some $k \in \mathbb{N}_0$ and let $\varphi$ be asymptotically symmetric with respect to $\Psi$. If $G$ is amenable, then $\mathcal{P} \left( \varphi, \Psi^{-1} \{1\} \cap \Sigma^* \right) = \mathcal{P} (\varphi)$.

**Proof.** Using item (3) of our standing assumptions and that $\varphi$ is asymptotically symmetric with respect to $\Psi$, one verifies that $G' := \Psi (\Sigma^*)$ is a subgroup of $G$. Since $G$ is amenable, it is well known that $G'$ is also amenable (see e.g. [Woe00 Theorem 12.2 (c)]), and the corollary follows from Theorem 3.21. $\square$

**Remark 3.23.** It is not difficult to extend Corollary 3.22 to arbitrary Hölder continuous potentials by approximating a Hölder continuous potential by a $\mathcal{C}(k)$-measurable potential and then letting $k$ tend to infinity. One obtains that, for
an amenable group \( G \) and for an asymptotically symmetric Hölder continuous potential \( \varphi \), we have \( \mathcal{P} (\varphi, \Psi^{-1} \{ \text{id} \} \cap \Sigma^*) = \mathcal{P} (\varphi) \). This was proved by the author in [Jae11 Theorem 5.3.11] and independently by Stadlbauer [Sta13 Theorem 4.1] in a slightly different setting. The converse implication of Corollary 3.22 for Hölder continuous potentials was proved recently in [Sta13 Theorem 5.4] by extending ideas of Day ([Day64]). A generalization of (3.17) in Theorem 3.21 for arbitrary Hölder continuous potentials still seems to be open.

4. Proof of the main results

For a linear GDMS \( \Phi \) associated to \( \mathbb{F}_d = \langle g_1, \ldots, g_d \rangle \), \( d \geq 2 \), we consider the Markov shift \( \Sigma \) with alphabet \( I := \{ g_1, g_1^{-1}, \ldots, g_d, g_d^{-1} \} \), given by

\[
\Sigma := \left\{ \omega \in I^\mathbb{N} : \omega_i \neq (\omega_{i+1})^{-1} \text{ for all } i \in \mathbb{N} \right\}.
\]

The involution \( \kappa : \Sigma^* \to \Sigma^* \) is given by \( \kappa (\omega) := (\omega_n^{-1}, \omega_{n-1}^{-1}, \ldots, \omega_1^{-1}) \), for all \( n \in \mathbb{N} \) and \( \omega \in \Sigma^n \).

For a normal subgroup \( N \) of \( \mathbb{F}_d \), we let \( \Psi_N : I^* \to \mathbb{F}_d / N \) denote the unique semigroup homomorphism such that \( \Psi_N (g) = g \mod N \) for all \( g \in I \). Clearly, we have that

\[
(4.1) \quad \Psi_N (\Sigma^*) = \mathbb{F}_d / N.
\]

Since the assertions in Theorem 1.1 and Proposition 1.3 are clearly satisfied in the case that \( N = \{ \text{id} \} \), we will from now on assume that \( N \neq \{ \text{id} \} \). Using that \( N \) is a normal subgroup of \( \mathbb{F}_d \) and \( d \geq 2 \), one easily verifies that there exists a finite set \( F \subset \Sigma^* \cap \Psi_N^{-1} \{ \text{id} \} \) with the following property:

\[
(4.2) \quad \text{For all } i, j \in I \text{ there exists } \tau \in F \cup \{ \emptyset \} \text{ such that } i \tau j \in \Sigma^*.
\]

Note (4.2) implies that the group-extended Markov system \( (\Sigma \times (\mathbb{F}_d / N)), \sigma \times \Psi_N \) satisfies item (3) of our standing assumptions at the beginning of Section 4. Hence, the results of Section 3 are applicable to the \( \mathcal{C} (1) \)-measurable potential \( \varphi : \Sigma \to \mathbb{R} \), given by \( \varphi |_g = \log (c_{\Phi} (g)) \) for all \( g \in I \).

**Proof of Theorem 1.1** Our aim is to apply Theorem 3.21 to the group-extended Markov system \( (\Sigma \times (\mathbb{F}_d / N)), \sigma \times \Psi_N \) and the \( \mathcal{C} (1) \)-measurable potential \( s \varphi : \Sigma \to \mathbb{R} \), for each \( s \in R \). By (4.1) and (4.2), we are left to show that \( s \varphi \) is asymptotically symmetric with respect to \( \Psi_N \). Since \( \Phi \) is symmetric we have that \( c_{\Phi} (\omega) = c_{\Phi} (\kappa (\omega)) \), for all \( \omega \in \Sigma^* \). Hence, for all \( s \in \mathbb{R} \), \( n \in \mathbb{N} \) and \( g \in \mathbb{F}_d / N \), we have that

\[
\sum_{\omega \in \Sigma^n : \Psi_N (\omega) = g} \exp (s S_{\omega} \varphi) = \sum_{\omega \in \Sigma^n : \Psi_N (\omega) = g} (c_{\Phi} (\omega))^s = \sum_{\omega \in \Sigma^n : \Psi_N (\omega) = g} (c_{\Phi} (\kappa (\omega)))^s = \sum_{\omega \in \Sigma^n : \Psi_N (\omega) = g^{-1}} \exp (s S_{\omega} \varphi),
\]

which proves that \( s \varphi \) is asymptotically symmetric with respect to \( \Psi_N \). We are now in the position to apply Theorem 3.21 which gives that amenability of \( \mathbb{F}_d / N \) is equivalent to

\[
\mathcal{P} (s \varphi, \Psi_N^{-1} \{ \text{id} \} \cap \Sigma^*) = \mathcal{P} (s \varphi).
\]
Since \( \delta(N, \Phi) \) is equal to the unique zero of \( s \mapsto P(s\varphi, \Psi_N^{-1}\{\text{id}\} \cap \Sigma^*) \) and \( \delta(F_d, \Phi) \) is equal to the unique zero of \( s \mapsto P(s\varphi) \) by Fact 2.3, we conclude that
\[
\delta(F_d, \Phi) = \delta(N, \Phi) \quad \text{if and only if} \quad F_d/N \text{ is amenable.}
\]
The proof is complete. \( \square \)

For the proof of Theorem 1.2 we need the following lemma.

**Lemma 4.1.** Let \( \Phi \) be a symmetric linear GDMS associated to \( F_d \). For every non-trivial normal subgroup \( N \) of \( F_d \), we have that
\[
\sum_{h \in N} (c_\Phi(h))^{\delta(F_d, \Phi)/2} = \infty.
\]
In particular, we have that \( \delta(N, \Phi) \geq \delta(F_d, \Phi)/2 \).

**Proof.** First observe that \( N \) and \( \Psi_N^{-1}\{\text{id}\} \cap \Sigma^* \) are in one-to-one correspondence, which implies that
\[
\sum_{h \in N} (c_\Phi(h))^{\delta(F_d, \Phi)/2} = \sum_{\omega \in \Psi_N^{-1}\{\text{id}\} \cap \Sigma^*} \exp((\delta(F_d, \Phi)/2) S_\omega \varphi).
\]
For each \( \omega \in \Sigma^* \), we can choose \( \tau(\omega) \in F \) such that \( \omega \tau(\omega) \kappa(\omega) \in \Sigma^* \) by making use of property (4.2). Further, we define the map \( \Theta : \Sigma^* \to \Psi_N^{-1}\{\text{id}\} \cap \Sigma^* \), \( \Theta(\omega) := \omega \tau(\omega) \kappa(\omega) \), which is at most \( \text{card}(F) \)-to-one. Moreover, setting \( C := \min \{ S_\tau \varphi/2 : \tau \in F \} \) and using that \( \Phi \) is symmetric, we observe that
\[
S_\omega \varphi + C = S_{\omega \varphi} + S_{\kappa(\omega) \varphi}/2 + C \leq S_{\Theta(\omega) \varphi}/2, \quad \text{for each} \quad \omega \in \Sigma^*.
\]
Consequently, we have that
\[
(4.3) \quad \sum_{\omega \in \Psi_N^{-1}\{\text{id}\} \cap \Sigma^*} \exp((\delta(F_d, \Phi)/2) S_\omega \varphi) \\
\geq \text{card}(F)^{-1} \sum_{\omega \in \Sigma^*} \exp((\delta(F_d, \Phi)/2) S_{\Theta(\omega) \varphi}) \\
\geq \text{card}(F)^{-1} \exp(\delta(F_d, \Phi) C) \sum_{\omega \in \Sigma^*} \exp(\delta(F_d, \Phi) S_{\omega \varphi}).
\]
Finally, the existence of the Gibbs measure \( \mu = \mu_{(F_d, \Phi)} \) implies that there exists a constant \( C_\mu > 0 \) such that
\[
\sum_{\omega \in \Sigma^*} \exp(\delta(F_d, \Phi) S_{\omega \varphi}) \geq C_\mu \sum_{\omega \in \Sigma^*} \mu([\omega]) = C_\mu \sum_{\omega \in \Sigma^*} \mu([\omega]) = C_\mu \sum_{n \in \mathbb{N}} \mu(\omega) = \infty.
\]
Combining the latter estimate with (4.3), the proof is complete. \( \square \)

**Proof of Theorem 1.2** By Theorem 1.1, the assertion is clearly true if \( F_d/N \) is amenable. We address the remaining case that \( F_d/N \) is non-amenable. Suppose for a contradiction that the claim is wrong. By Lemma 4.1 we obtain that
\[
(4.4) \quad \delta(N, \Phi) = \delta(F_d)/2.
\]
For notational convenience, we set \( G := F_d/N \) throughout this proof.

Consider the non-negative matrix \( P \in \mathbb{R}^{(1 \times G) \times (1 \times G)} \), given by
\[
p((v_1, g_1), (v_2, g_2)) = \begin{cases} c_\Phi(v_1)^{\delta(N, \Phi)}, & \text{if } v_1 \neq v_2^{-1} \text{ and } g_2 = g_1 \Psi_N(v_1), \\ 0, & \text{else}. \end{cases}
\]
By the assertions in (4.1) and (4.2), we have that $P$ is irreducible in the sense that for all $x, y \in I \times G$ there exists $n \in \mathbb{N}$ such that $p^{(n)}(x, y) > 0$. Using the irreducibility of $P$ and that card $(I) = 2d < \infty$, we deduce from (4.1) and Lemma 4.1 that $P$ is $R$-recurrent with $R = 1$ in the sense of Vere-Jones (see also Seneta [Sen06, Definition 6.4]). That is, $P$ satisfies the following properties:

$$\limsup_{n \to \infty} \left( p^{(n)}(x, y) \right)^{1/n} = 1 \quad \text{and} \quad \sum_{n \in \mathbb{N}} p^{(n)}(x, y) = \infty, \quad \text{for all } x, y \in I \times G. \quad (4.5)$$

Thus, by [Sen06, Theorem 6.2], it follows that there exists a positive row vector $h \in \mathbb{R}^{I \times G}$ such that

$$hP = h. \quad (4.6)$$

It also follows from [Sen06, Theorem 6.2] that the vector $h$ in (4.6) is unique up to a constant multiple. Next, we define the non-negative matrix $P_h \in \mathbb{R}^{(I \times G) \times (I \times G)}$, which is for all $x, y \in I \times G$ given by

$$p_h(x, y) = p(y, x) h(y) / h(x).$$

It follows from (4.6) that $P_h$ is a transition matrix on $I \times G$. Further, we deduce from (4.5) that $P_h$ is 1-recurrent.

In order to derive a contradiction, we consider $P_h$ as a random walk on the graph $X_1$ associated to the group-extended Markov system $(\Sigma \times G, \sigma \times \Psi_N)$ (see Definition 3.18) and we investigate the automorphisms of $X_1$. Let $\text{Aut}(X_1)$ denote the group of self-isometries of $(X_1, d_{X_1})$, where $d_{X_1}$ denotes the graph metric on $X_1$. Note that each element $g \in G$ gives rise to an automorphism $\gamma_g \in \text{Aut}(X_1)$, which is given by $\gamma_g(i, \tau) := (i, g\tau)$, for each $(i, \tau) \in I \times G$. The next step is to verify that also $\gamma_g \in \text{Aut}(X_1, P_h)$, where we have set

$$\text{Aut}(X_1, P_h) := \{ \gamma \in \text{Aut}(X_1) : P_h(x, y) = P_h(\gamma x, \gamma y), \quad \text{for all } x, y \in I \times G \}.$$ 

Since $P$ has the property that $p(x, y) = p(\gamma_g(x), \gamma_g(y))$, for all $x, y \in I \times G$ and $g \in G$, it follows that the vector $h_g \in \mathbb{R}^{I \times G}$, given by $h_g(i, \tau) := h(i, g\tau)$, $(i, \tau) \in I \times G$, satisfies $h_g P = h_g$ as well. Since the function $h$ in (4.6) is unique up to a constant multiple, we conclude that there exists a homomorphism $r : G \to \mathbb{R}^+$ such that $h_g = r(g) h$, for each $g \in G$. Consequently, we have $p_h(x, y) = p_h(\gamma_g(x), \gamma_g(y))$ for all $x, y \in I \times G$ and $g \in G$. Hence, $\gamma_g \in \text{Aut}(X_1, P_h)$ for each $g \in G$. Since card $(I) < \infty$, we deduce that $\text{Aut}(X_1, P_h)$ acts with finitely many orbits on $X_1$.

In the terminology of [Woe00] this is to say that $(X_1, P_h)$ is a quasi-transitive recurrent random walk. By [Woe00, Theorem 5.13] we then have that $X_1$ is a generalized lattice of dimension one or two. In particular, we have that $X_1$ has polynomial growth with degree one or two ([Woe00, Proposition 3.9]). Since $X_1$ is roughly isometric to the Cayley graph of $G$ by Lemma 3.19, we conclude that also $G$ has polynomial growth (see e.g. [Woe00, Lemma 3.13]). This contradicts the well-known fact that each non-amenable group has exponential growth. The proof is complete. \hfill \Box

Remark. The construction of the matrix $P_h$ and the verification of its invariance properties is analogous to the discussion of the $h$-process in [Woe00, Proof of Theorem 7.8] and goes back to the work of Guivarc’h ([Gui80, page 85]) on random walks on groups. However, note that in our case $P$ is in general not stochastic.
Proof of Proposition 1.3. In order to investigate the radial limit sets of $N$, we introduce an induced GDMS $\hat{\Phi}$ whose edge set consists of first return loops in the Cayley graph of $\mathbb{F}_d/N$. We define $\hat{\Phi} := \left( V, (X_v)_{v \in V}, \hat{E}, \hat{\iota}, \hat{t}, \left( \hat{\delta}_\omega \right)_{\omega \in \hat{E}}, \hat{A} \right)$ as follows. The edge set $\hat{E}$ and $\hat{\iota}, \hat{t} : \hat{E} \to V$ are given by

$$\hat{E} := \left\{ \omega = (v_1, w_1) \in \Sigma^*_{\hat{\Phi}} : v_1 \ldots v_{|\omega|} \in N, v_1 \ldots v_k \notin N \text{ for all } 1 \leq k < |\omega| \right\},$$

$$\hat{\iota}(\omega) := i(\omega_1), \hat{t}(\omega) := t(\omega_{|\omega|}), \omega \in \hat{E},$$

the matrix $\hat{A} = (\hat{a}(\omega, \omega')) \in \{0, 1\}^{\hat{E} \times \hat{E}}$ satisfies $\hat{a}(\omega, \omega') = 1$ if and only if $a(\omega|\omega|, \omega'_1) = 1$, and the family $\left( \hat{\delta}_\omega \right)_{\omega \in \hat{E}}$ is given by $\hat{\delta}_\omega := \phi_\omega$, $\omega \in \hat{E}$. One immediately verifies that $\hat{\Phi}$ is a conformal GDMS. Note that there are canonical embeddings from $\Sigma_{\hat{\Phi}}$ into $\Sigma_{\Phi}$ and from $\Sigma^*_{\phi}$ into $\Sigma^*_{\Phi}$, which we will both indicate by omitting the tilde, that is, $\tilde{\omega} \mapsto \omega$. For the coding maps $\pi_{\hat{\Phi}} : \Sigma_{\hat{\Phi}} \to J \left( \tilde{\Phi} \right)$ and $\pi_{\Phi} : \Sigma_{\Phi} \to J (\Phi)$ we have $\pi_{\hat{\Phi}}(\tilde{\omega}) = \pi_{\Phi}(\omega)$, for each $\tilde{\omega} \in \Sigma_{\hat{\Phi}}$. The following relations between the limit set of $\tilde{\Phi}$ and the radial limit sets of $\Phi$ are straightforward to prove. We have that

$$J^* \left( \tilde{\Phi} \right) \subset \Lambda_{ur}(N, \Phi) \subset \Lambda_r(N, \Phi) \subset J \left( \tilde{\Phi} \right) \cup \bigcup_{\eta \in \Sigma_{\Phi}, \tilde{\omega} \in \Sigma_{\hat{\Phi}}, \eta \omega \in \Sigma_{\Phi}} \phi_\eta \left( \pi_{\Phi}(\tilde{\omega}) \right).$$

Note that the right-hand side in the latter chain of inclusions can be written as a countable union of images of $J \left( \tilde{\Phi} \right)$ under Lipschitz continuous maps. Since Lipschitz continuous maps do not increase Hausdorff dimension and since Hausdorff dimension is stable under countable unions, we obtain

$$\dim_H \left( J^* \left( \tilde{\Phi} \right) \right) \leq \dim_H \left( \Lambda_{ur}(N, \Phi) \right) \leq \dim_H \left( \Lambda_r(N, \Phi) \right) \leq \dim_H \left( J \left( \tilde{\Phi} \right) \right). \tag{4.7}$$

Since the incidence matrix of $\tilde{\Phi}$ is finitely irreducible by property 1.2, the generalised Bowen’s formula (Theorem 2.9) implies $\dim_H \left( J^* \left( \tilde{\Phi} \right) \right) = \dim_H \left( J \left( \tilde{\Phi} \right) \right)$, so equality holds in (4.7).

The final step is to show that $\dim_H \left( J \left( \tilde{\Phi} \right) \right) = \delta(N, \Phi)$. By Theorem 2.9 and Fact 2.3, we have

$$\dim_H \left( J \left( \tilde{\Phi} \right) \right) = \mathcal{P}_{-\zeta_\Phi} (0, \Sigma^*_{\Phi}) = \inf \left\{ s \in \mathbb{R} : \sum_{\omega \in \Sigma^*_{\Phi}} e^{s S_{\omega} \zeta_\Phi} < \infty \right\}. \tag{4.7}$$

Since the elements $\tilde{\omega} \in \Sigma^*_{\Phi}$ are in one-to-one correspondence with $\omega \in \mathcal{C}_N$, where $\mathcal{C}_N$ is given by

$$\mathcal{C}_N := \left\{ \omega = (v_1, w_1) \in \Sigma^*_{\Phi} : v_1 \ldots v_{|\omega|} \in N \right\},$$

and using that $S_{\omega} \zeta_\Phi = S_{\tilde{\omega}} \zeta_\Phi$ for all $\omega \in \Sigma^*_{\Phi}$, we conclude that

$$\dim_H \left( J \left( \tilde{\Phi} \right) \right) = \inf \left\{ s \in \mathbb{R} : \sum_{\omega \in \mathcal{C}_N} e^{s S_{\omega} \zeta_\Phi} < \infty \right\}.$$ 

Finally, since the map from $\mathcal{C}_N$ onto $N$, given by $\omega = ((v_1, w_1), (v_2, w_2), \ldots, (v_n, w_n)) \mapsto v_1 v_2 \ldots v_n$ for $n \in \mathbb{N}$, is $(2d - 1)$-to-one, and since $S_{\omega} \zeta_\Phi = c_\phi(v_1 \ldots v_n)$ for all
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\(\omega \in \mathcal{C}_N\), it follows that
\[
\dim_H \left( J \left( \tilde{\Phi} \right) \right) = \inf \left\{ s \in \mathbb{R} : \sum_{g \in \mathcal{N}} (c_{\Phi}(g))^s < \infty \right\} = \delta (N, \Phi),
\]
which completes the proof. \(\Box\)

5. Kleinian Groups

In this section we give a more detailed discussion of Kleinian groups and how these relate to the concept of a GDMS. In particular, in Proposition 5.6 we will give the motivation for our definition of the radial limit set in the context of a GDMS associated to the free group (see Definition 2.10).

In the following we let \(G \subset \text{Con}(m)\) denote a non-elementary, torsion-free Kleinian group acting properly discontinuously on the \((m + 1)\) -dimensional hyperbolic space \(\mathbb{D}^{m+1}\), where \(\text{Con}(m)\) denotes the set of orientation preserving conformal automorphisms of \(\mathbb{D}^{m+1}\). The limit set \(L(G)\) of \(G\) is the set of accumulation points with respect to the Euclidean topology on \(\mathbb{R}^{m+1}\) of the \(G\)-orbit of some arbitrary point in \(\mathbb{D}^{m+1}\), that is, for each \(z \in \mathbb{D}^{m+1}\) we have
\[
L(G) = \overline{G(z)} \setminus G(z),
\]
where the closure is taken with respect to the Euclidean topology on \(\mathbb{R}^{m+1}\). Clearly, \(L(G)\) is a subset of \(\mathcal{S}\). For more details on Kleinian groups and their limit sets, we refer to \([\text{Bea95}, \text{Mas88}, \text{Nic89}, \text{MT98}, \text{Str06}]\).

Let us recall the definition of the following important subsets of \(L(G)\), namely the radial and the uniformly radial limit set of \(G\). Here, \(s_\xi \subset \mathbb{D}^{m+1}\) denotes the hyperbolic ray from 0 to \(\xi\) and \(B(x, r) := \{ z \in \mathbb{D}^{m+1} : d(z, x) < r \} \subset \mathbb{D}^{m+1}\) denotes the open hyperbolic ball of radius \(r\) centred at \(x\), where \(d\) denotes the hyperbolic metric on \(\mathbb{D}^{m+1}\).

**Definition 5.1.** For a Kleinian group \(G\) the radial and the uniformly radial limit set of \(G\) are given by
\[
\begin{align*}
L_r(G) &:= \{ \xi \in L(G) : \exists c > 0 \text{ such that } s_\xi \cap B(g(0), c) \neq \emptyset \text{ for infinitely many } g \in G \}, \\
L_{ur}(G) &:= \left\{ \xi \in L(G) : \exists c > 0 \text{ such that } s_\xi \subset \bigcup_{g \in G} B(g(0), c) \right\}. 
\end{align*}
\]

A Kleinian group \(G\) is said to be geometrically finite if the action of \(G\) on \(\mathbb{D}^{m+1}\) admits a fundamental polyhedron with finitely many sides. We denote by \(E_G\) the set of points in \(\mathbb{D}^{m+1}\) which lie on a geodesic connecting any two limit points in \(L(G)\). The convex hull of \(E_G\), which we will denote by \(C_G\), is the minimal hyperbolic convex subset of \(\mathbb{D}^{m+1}\) containing \(E_G\). \(G\) is called convex cocompact ([\text{Nic89}, page 7]) if the action of \(G\) on \(C_G\) has a compact fundamental domain in \(\mathbb{D}^{m+1}\).

The following class of Kleinian groups gives the main motivation for our definition of a GDMS associated to the free group (see also [\text{Mas88}, X.H]).
In particular, we have that Schottky type generated by to the free group (5.1) \( C \)
Definition 5.2. Let \( d \geq 2 \) and let \( \mathcal{D} := \{ (D_n^j) : n \in \{1, \ldots, d\}, j \in \{-1, 1\} \} \) be a family of pairwise disjoint compact Euclidean balls \( D_n^j \subset \mathbb{R}^{m+1} \) which intersect \( S^m \) orthogonally such that \( \text{diam} (D_n) = \text{diam} (D_n^{-1}) \). For each \( n \in \{1, \ldots, d\} \), let \( g_n \in \text{Con} (m) \) be the unique hyperbolic element such that \( g_n (\mathbb{D}^{m+1} \cap \partial D_n^{-1}) = \mathbb{D}^{m+1} \cap \partial D_n, \) where \( \partial D_n \) denotes the boundary of \( D_n \) with respect to the Euclidean metric on \( \mathbb{R}^{m+1} \). Then \( G := \langle g_1, \ldots, g_d \rangle \) is referred to as the Kleinian group of Schottky type generated by \( \mathcal{D} \).

Note that a Kleinian group of Schottky type \( G = \langle g_1, \ldots, g_d \rangle \) is algebraically a free group. The following construction of a particular GDMS associated to the free group \( \langle g_1, \ldots, g_d \rangle \) is canonical.

Definition 5.3. Let \( G = \langle g_1, \ldots, g_d \rangle \) be a Kleinian group of Schottky type generated by \( \mathcal{D} \). The canonical GDMS \( \Phi_G \) associated to \( G \) is the GDMS associated to the free group \( \langle g_1, \ldots, g_d \rangle \) which satisfies \( X_{g_n} := (\mathbb{D}^{m+1} \cup S^m) \cap D_n, \) for each \( n \in \{1, \ldots, d\} \) and \( j \in \{-1, 1\}, \) and for which the contractions \( \phi_{(v, w)} : X_w \to X_v \) are given by \( \phi_{(v, w)} := v \big|_{X_w}, \) for each \( (v, w) \in E. \)

For the following fact we refer to [MU03 Theorem 5.1.6].

Fact 5.4. For a Kleinian group of Schottky type \( G \) we have that \( L(G) = J(\Phi_G). \)

Remark 5.5. We remark that without our assumption on \( G \) that \( \text{diam} (D_n) = \text{diam} (D_n^{-1}) \), for each \( n \in \{1, \ldots, d\} \) in Definition 5.2, the generators of the associated GDMS \( \Phi_G \) may fail to be contractions. However, in that case, by taking sufficiently high iterates of the generators, we can pass to a finite index subgroup of \( G \), for which there exists a set \( \mathcal{D} \) as in Definition 5.2.

The following brief discussion of the geometry of a Kleinian group of Schottky type \( G \) contains nothing that is not well known; however, the reader might like to recall a few of its details. Let \( \Phi_G \) denote the canonical GDMS associated to \( G \). Recall that for the half-spaces
\[
H_v := \{ z \in \mathbb{D}^{m+1} : d(z, 0) < d(z, v(0)) \} , \text{ for each } v \in V,
\]
we have that the set
\[
F := \bigcap_{v \in V} H_v
\]
is referred to as a Dirichlet fundamental domain for \( G \). That \( F \) is a fundamental domain for \( G \) means that \( F \) is an open set which satisfies the conditions
\[
\bigcup_{g \in G} (F \cap \mathbb{D}^{m+1}) = \mathbb{D}^{m+1} \quad \text{and} \quad g(F) \cap h(F) = \emptyset \quad \text{for all } g, h \in G \text{ with } g \neq h.
\]
For \( \omega = (v_k, w_k)_{k \in \mathbb{N}} \in \Sigma_{\Phi_G} \) and \( \pi_{\Phi_G} (\omega) = \xi \), we have that the ray \( s_\xi \) successively passes through the fundamental domains \( F, v_1 (F), v_1 v_2 (F), \ldots. \)

We also make use of the fact that a Kleinian group of Schottky type \( G \) is convex cocompact. This follows from a theorem due to Beardon and Maskit ([BM74, Str06 Theorem 2]), since \( G \) is geometrically finite and \( L(G) \) contains no parabolic fixed points (cf. [Rat06 Theorem 12.27]). Clearly, if \( G \) is convex cocompact, then there exists \( R_G > 0 \) such that
\[
(5.1) \quad C_G \cap gF \subset B(g(0), R_G), \text{ for all } g \in G.
\]
In particular, we have that \( L_{ur}(G) = L_r(G) = L(G). \)
Using the fact that $G$ acts properly discontinuously on $\mathbb{D}^{m+1}$ and that $G$ is convex cocompact, one easily verifies that for each $r > 0$ there exists a finite set $\Gamma \subset G$ such that

$$B(0, r) \cap C_G \subset \bigcup_{\gamma \in \Gamma} \gamma F.$$  

The next proposition provides the main motivation for our definition of the (uniformly) radial limit set of a normal subgroup $N$ of $F_d$ with respect to a GDMS associated to $F_d$.

**Proposition 5.6.** Let $G$ be a Kleinian group of Schottky type and let $\Phi_G$ denote the canonical GDMS associated to $G$. For every non-trivial normal subgroup $N$ of $G$, we have that

$$L_r(N) = \Lambda_r(N, \Phi_G) \text{ and } L_{ur}(N) = \Lambda_{ur}(N, \Phi_G).$$

**Proof.** Let us begin by proving that $\Lambda_{ur}(N, \Phi_G) \subset L_{ur}(N)$. To start, let $\xi \in \Lambda_{ur}(N, \Phi_G)$ be given. By the definition of $\Lambda_{ur}(N, \Phi_G)$, there exists $\omega = (v_k, w_k)_{k \in \mathbb{N}} \in \Sigma_{\Phi_G}$ and a finite set $\Gamma \subset G$ such that $\pi_{\Phi_G}(\omega) = \xi$ and $v_1 v_2 \cdots v_k \in N$, for all $k \in \mathbb{N}$. Hence, using (5.1), it follows that

$$s_\xi \subset \bigcup_{h \in N} \bigcup_{\gamma \in \Gamma} B(h \gamma(0), R_G).$$

Note that for each $h \in N$, $\gamma \in \Gamma$ and $x \in B(h \gamma(0), R_G)$ we have

$$d(h(0), x) \leq d(h(0), h \gamma(0)) + d(h \gamma(0), x) < \max\{d(0, \gamma(0)) : \gamma \in \Gamma\} + R_G,$$

which implies that

$$\bigcup_{h \in N} \bigcup_{\gamma \in \Gamma} B(h \gamma(0), R_G) \subset \bigcup_{h \in N} B(h(0), R_G + \max\{d(0, \gamma(0)) : \gamma \in \Gamma\}).$$

Thus, $\xi \in L_{ur}(N)$.

For the converse inclusion, let $\xi \in L_{ur}(N)$ be given. Then, by the definition of $L_{ur}(N)$, there exists a constant $c := c(\xi) > 0$ such that

$$s_\xi \subset \bigcup_{h \in N} B(h(0), c).$$

Hence, by (5.2), there exists a finite set $\Gamma \subset G$ such that $s_\xi \subset \bigcup_{h \in N} \bigcup_{\gamma \in \Gamma} h \gamma F$. We conclude that for $\omega = (v_k, w_k)_{k \in \mathbb{N}} \in \Sigma_{\Phi_G}$ with $\pi_{\Phi_G}(\omega) = \xi$ we have that $\{v_1 v_2 \cdots v_k : k \in \mathbb{N}\} \subset N \Gamma$, and hence $\xi \in \Lambda_{ur}(N, \Phi_G)$.

Let us now address the inclusion $\Lambda_r(N, \Phi_G) \subset L_r(N)$. For this, let $\xi \in \Lambda_r(N, \Phi_G)$ be given. By the definition of $\Lambda_r(N, \Phi_G)$, there exists $\omega = (v_k, w_k)_{k \in \mathbb{N}} \in \Sigma_{\Phi_G}$, an element $\gamma \in G$, a sequence $(h_k)_{k \in \mathbb{N}}$ of pairwise distinct elements in $N$ and a sequence $(n_k)_{k \in \mathbb{N}}$ tending to infinity such that $\pi_{\Phi_G}(\omega) = \xi$ and $v_1 v_2 \cdots v_{n_k} = h_k \gamma$, for all $k \in \mathbb{N}$. Using (5.1), it follows that $s_\xi \cap B(h_k \gamma(0), R_G) \neq \emptyset$, for all $k \in \mathbb{N}$. Since $B(h_k \gamma(0), R_G) \subset B(h_k(0), R_G + d(0, \gamma(0)))$ for all $k \in \mathbb{N}$, we obtain that also $s_\xi \cap B(h_k(0), R_G + d(0, \gamma(0))) \neq \emptyset$. We have thus shown that $\xi \in L_r(N)$.

Finally, let us demonstrate that $L_r(N) \subset \Lambda_r(N, \Phi_G)$. To that end, pick an arbitrary $\xi \in L_r(N)$ and let $\omega = (v_k, w_k)_{k \in \mathbb{N}} \in \Sigma_{\Phi_G}$ with $\pi_{\Phi_G}(\omega) = \xi$ be given. Then, by the definition of $L_r(N)$, there exists $c > 0$ and a sequence $(h_k)_{k \in \mathbb{N}}$ of pairwise distinct elements in $N$ such that $s_\xi \cap B(h_k(0), c) \neq \emptyset$, for all $k \in \mathbb{N}$.
Using (5.2) we deduce that there exists a finite set $\Gamma \subset G$ such that for all $k \in \mathbb{N}$ we have
$$s_\xi \cap B(h_k(0), c) \cap \bigcup_{\gamma \in \Gamma} h_k\gamma F \neq \emptyset.$$ 
Since $\Gamma$ is finite, there exist $\gamma_0 \in \Gamma$ and sequences $(n_k)_{k \in \mathbb{N}}$ and $(l_k)_{k \in \mathbb{N}}$ tending to infinity such that
$$s_\xi \cap B(h_{n_k}(0), c) \cap h_{n_k}\gamma_0 F \neq \emptyset$$ 
and $v_1 v_2 \cdots v_{l_k} = h_{n_k}\gamma_0$, for all $k \in \mathbb{N}$. Hence, $\xi \in \Lambda_r(N, \Phi_G)$. □

Acknowledgement

Parts of this paper constitute certain parts of the author’s doctoral thesis supervised by Marc Kesseböhmer at the University of Bremen. The author would like to express his deep gratitude to Marc Kesseböhmer and Bernd Stratmann for their support and many fruitful discussions. The author thanks an anonymous referee for the careful reading of the manuscript and for valuable comments on the exposition of this paper. Final thanks go to Sara Munday for helping to improve the presentation of the paper significantly.

References


Department of Mathematics, Graduate School of Science, Osaka University, 1-1 Machikaneyama, Toyonaka, Osaka, 560-0043 Japan

E-mail address: jaerisch@cr.math.sci.osaka-u.ac.jp