ON THE SPECTRUM OF AN ANHARMONIC OSCILLATOR

MARCO MUGHETTI

Abstract. We consider the one-dimensional anharmonic oscillator $-\partial_x^2 + ax^{2h} + \mu x^{h-1}$ and we study the qualitative behaviour of its eigenvalues $\lambda_j$; in particular, we show how the sign of its eigenvalues depends on the parameters $h \in \mathbb{N}$, $a \in \mathbb{R}_+$, $\mu \in \mathbb{R}$. We applied our results to the study of $C^\infty$-hypoellipticity and of a priori estimates for certain non-transversally elliptic operators.

1. Introduction

In this paper we study the one-dimensional anharmonic oscillator

\begin{equation}
P_\mu = -\partial_x^2 + ax^{2h} + \mu x^{h-1},
\end{equation}

where $h \in \mathbb{N}$, $a \in \mathbb{R}_+$ are fixed positive constants and $\mu \in \mathbb{R}$ is a parameter. The operator $P_\mu$ is a perturbation of the anharmonic oscillator $-\partial_x^2 + ax^{2h}$, and its lowest degree term $x^{h-1}$ is chosen in such a way to behave as the commutator $[\partial_x, \sqrt{ax^h}]$. The spectral properties of the operator $P_\mu$ arise naturally in many questions (see, for instance, Gilioli-Treves [11], Menikoff [26], Hanges-Himonas [14], Cordaro-Hanges [9], Kohn [24], Mughetti-Parenti-Parmeggiani [31]).

Recently Helffer in [18] and Helffer-Persson in [19] have carried out a sharp analysis of the ground state energy associated with the anharmonic oscillator $Q_\alpha = -\partial_x^2 + (x^h/h - \alpha)^2$, $\alpha \in \mathbb{R}$. As we shall see in Section 3, although the potentials in $Q_\alpha$ and in $P_\mu$ are very similar, the corresponding lowest eigenvalues behave in a somewhat different way. Some remarks are in order.

The oscillator $P_\mu$, thought as an $L^2(\mathbb{R})$-unbounded operator on the domain

\begin{equation}
B_h = \{ f \in L^2(\mathbb{R}), \| f \|_{B_h} = \left( \sum_{\alpha/h + \beta \leq 2} \| x^\alpha \partial_x^\beta f \|_{L^2(\mathbb{R})}^2 \right)^{\frac{1}{2}} < +\infty \},
\end{equation}

turns out to be self-adjoint. Moreover, due to $a > 0$, the potential $V(x) = ax^{2h} + \mu x^{h-1}$ is bounded from below and by Theorem XIII.67 [32] (see also Theorem 3.1, Chap. 2 in [1]) we have that $P_\mu$ has a purely discrete spectrum, i.e., Spec($P_\mu$) is made of isolated eigenvalues $\lambda_j(\mu)$, $j \in \mathbb{N}$, of finite multiplicities, diverging to $+\infty$. Actually, by Proposition 3.3, Chap. 2 in [1] every eigenvalue $\lambda_j(\mu)$ is simple (i.e., of multiplicity one). We can arrange the spectrum of $P_\mu$ in such a way that, for every $\mu \in \mathbb{R}$,

\begin{equation}
\lambda_0(\mu) < \lambda_1(\mu) < \cdots < \lambda_j(\mu) < \lambda_{j+1}(\mu) < \cdots, \quad j \in \mathbb{N}.
\end{equation}
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Furthermore, as shown in Appendix I, \( \{P_\mu\}_{\mu \in \mathbb{R}} \) is an analytic family of type \((A)\) and thus an analytic family in the sense of Kato (see Definitions in XII.2 of [32], pp. 14, 16). Therefore, in view of Theorem XII.8, the eigenvalues \( \lambda_j(\mu) \) are analytic functions of \( \mu \in \mathbb{R} \) (we refer to Appendix I for further details).

If \( h = 1 \), \( P_\mu \) reduces to the classical harmonic oscillator and its spectrum can be completely computed by using, for instance, the creation operator \( L_+ = -\partial_x + \sqrt{\alpha}x \); precisely, for \( h = 1 \) we have

\[
P_\mu e^{-\frac{\sqrt{\alpha}x^2}{2}} = (\sqrt{\alpha} + \mu)e^{-\frac{\sqrt{\alpha}x^2}{2}},
\]

\[
P_\mu L_+ = L_+ P_\mu + [P_\mu, L_+] = L_+(P_\mu + 2\sqrt{\alpha}),
\]

whence it is easily seen that

\[
\lambda_j(\mu) = \sqrt{\alpha}(2j + 1) + \mu,
\]

where the corresponding eigenfunction \( \phi_j \) is the \( j \)-Hermite function

\[
\phi_j(x) = c_j L_j e^{-\frac{\sqrt{\alpha}x^2}{2}}, \quad c_j \in \mathbb{C}.
\]

Here the computation of the eigenvalues rests on two key points: the lower degree term \( \mu x^{h-1} \equiv \mu \) in \( P_\mu \) is actually a shift-operator and the commutator \([P_\mu, L_+]\) is proportional to \( L_+ \) of a constant factor \( 2\sqrt{\alpha} \). Unfortunately, for any integer \( h > 1 \) this is no longer true, and, to our knowledge, there is not any explicit description of the spectrum of \( P_\mu \) in terms of the parameter \( \mu \). Our aim is, firstly, to carry out a precise analysis of the sign of the eigenvalues \( \lambda_j(\mu) \) as \( \mu \) varies in \( \mathbb{R} \); secondly, we shall apply this result to the study of the lower bounds and of the hypoellipticity of some non-transversally elliptic operators (i.e., classical pseudodifferential operators, whose principal symbol does not vanish exactly to the second order on its characteristic manifold). In particular we show a somewhat different behaviour of the spectrum of \( P_\mu \) depending on the parity of \( h \) (in this connection we also refer to Section 3).

According to (1.3), the main result of this section is the following

**Theorem 1.1.** If \( h \) is a positive even integer, then we have, for any \( j \in \mathbb{N} \),

\[
\left\{ \begin{array}{ll}
\lambda_j(\mu) > 0 & \text{if } |\mu| < \sqrt{\alpha}(h + 1)(2j + 1); \\
\lambda_j(\mu) = 0 & \text{if } |\mu| = \sqrt{\alpha}(h + 1)(2j + 1); \\
\lambda_j(\mu) < 0 & \text{if } |\mu| > \sqrt{\alpha}(h + 1)(2j + 1).
\end{array} \right.
\]

On the other hand, if \( h \) is a positive odd integer, then we get, for any \( j \in \mathbb{N} \),

\[
\left\{ \begin{array}{ll}
\lambda_j(\mu) > 0 & \text{if } \mu > (-1)^j \sqrt{\alpha} - \sqrt{\alpha}(h + 1)(j + \theta(j)); \\
\lambda_j(\mu) = 0 & \text{if } \mu = (-1)^j \sqrt{\alpha} - \sqrt{\alpha}(h + 1)(j + \theta(j)); \\
\lambda_j(\mu) < 0 & \text{if } \mu < (-1)^j \sqrt{\alpha} - \sqrt{\alpha}(h + 1)(j + \theta(j)),
\end{array} \right.
\]

where, from now on, \( \theta(j) := 1 \) if \( j \) is even and \( \theta(j) := 0 \) if \( j \) is odd.

Furthermore, \( P_\mu \) turns out to be an \( L^2(\mathbb{R}) \)-non-negative operator (namely, \( \langle P_\mu u, u \rangle \geq C\|u\|^2_{L^2(\mathbb{R})} \), \( C \geq 0 \)) if and only if

\[
\mu \geq -h\sqrt{\alpha} \text{ if } h \text{ is odd and } |\mu| \leq (h + 1)\sqrt{\alpha} \text{ if } h \text{ is even}.
\]

Finally, \( P_\mu \) is an \( L^2(\mathbb{R}) \)-positive operator if and only if the inequalities (1.7) are strict.
Note that, for $h = 1$, one has $(-1)^j \sqrt{a} - \sqrt{a}(h + 1)(j + \theta(j)) = -\sqrt{a}(2j + 1)$; therefore conditions (1.6) easily follow from (1.4).

In the even case, the eigenvalues $\lambda_j(\mu)$ show a symmetry with respect to the origin, which is completely absent in the odd case. Indeed, only in the even case, the operators $P_\mu$ and $P_{-\mu}$ are unitarily equivalent, via the change of variable $x \to -x$. As a consequence, they have the same spectrum, and from (1.3) one easily gets that

$$\lambda_j(-\mu) = \lambda_j(\mu) \quad \text{for every } \mu \in \mathbb{R} \text{ and } j \in \mathbb{N} \quad (h \text{ even}).$$

In [8], the authors consider the one-dimensional Schrödinger operator in $\mathbb{R}$,

$$H = -\partial^2_x + V(x),$$

and prove the following upper bound for the number $N_-(H)$ of the negative eigenvalues of $H$ (see (29) in [8]):

$$N_-(H) \leq 1 + \sqrt{2} \left[ \int_{-\infty}^{+\infty} x^2 V^-(x) dx \int_{-\infty}^{+\infty} V^-(x) dx \right]^{1/4},$$

where $V^-(x) = -\min\{V(x),0\}$. We are now going to use Theorem 1.1 to check the sharpness of the bound (1.9), applied to our anharmonic oscillator $P_\mu$ in (1.1).

To see this, fix

$$\mu_\ell = -\sqrt{a}(h + 1)(2\ell + 1)$$

for some $\ell \in \mathbb{N}$ and, to begin with, assume that $h$ is even. Then it follows that $V(x) = ax^{2h} + \mu_\ell x^{h-1} \leq 0$ whenever $0 \leq x \leq \sigma := \frac{h+1}{a}\sqrt{-\mu_\ell}$, whence one gets

$$\int_{-\infty}^{+\infty} x^2 V^-(x) dx = \int_0^\sigma (-ax^{2h+2} - \mu_\ell x^{h+1}) dx = \frac{\sigma \mu_\ell^2}{a} \frac{h+1}{(h+2)(2h+3)},$$

$$\int_{-\infty}^{+\infty} V^-(x) dx = \int_0^\sigma (-ax^{2h} - \mu_\ell x^{h-1}) dx = \frac{\mu_\ell}{\sigma a} \frac{h+1}{(2h+1)h}.$$

Thus, in view of (1.10), the upper bound of $N_-(P_\mu)$ in (1.9) turns out to be

$$1 + \sqrt{2}(2\ell + 1)(h + 1) \left[ \frac{(h + 1)^2}{h(h+2)(2h+1)(2h+3)} \right]^{1/4} \simeq \sqrt{h}(2\ell + 1), \quad \text{if } h \gg 1.$$  

On the other hand, due to Theorem 1.1 we have that $N_-(P_{\mu_\ell}) = \ell$; this shows that (1.9) provides a quite good estimate for the growth of $N_-(P_{\mu_\ell})$, although the factor $\sqrt{h}$ can be somewhat large.

In the case of odd $h$, the argument leads to the same conclusion. Precisely, we easily see that $V(x) \leq 0$ whenever $-\sigma \leq x \leq \sigma$ and hence, arguing as above, the right hand side of (1.9) is equal to

$$1 + \sqrt{2}(2\ell + 1)(h + 1) \left[ \frac{4(h + 1)^2}{h(h+2)(2h+1)(2h+3)} \right]^{1/4} \simeq \sqrt{2h}(2\ell + 1), \quad \text{if } h \gg 1.$$  

Finally, again from Theorem 1.1 we have $N_-(P_{\mu_\ell}) = 2\ell + 1$.

We end this section with a corollary of Theorem 1.1 about the structure of the eigenvalues $\lambda_j(\mu)$. 


Corollary 1.2. If $h$ is a positive integer, then, for any $j \in \mathbb{N}$, there exists an analytic function $\tilde{\lambda}_j$, with $\tilde{\lambda}_j(\mu) < 0$ for $\mu \in \mathbb{R}$, such that

\[
\tilde{\lambda}_j(\mu) = \begin{cases} 
\mu^2 - a(h + 1)^2(2j + 1)^2, & \text{if } h \text{ is even;} \\
\tilde{\lambda}_j(\mu)\left((-1)^j \sqrt{a} - \sqrt{a}(h + 1)(j + \theta(j)) - \mu\right), & \text{if } h \text{ is odd.}
\end{cases}
\]

(1.11)

In the even case, $\tilde{\lambda}_j(\mu)$ turns out to be an even function.

The paper is organized as follows: in Section 2 we prove Theorem 1.1 and Corollary 1.2; in Section 3 we study the qualitative behaviour of the eigenvalues $\lambda_j(\mu)$; in Sections 4 and 5 we discuss two applications of Theorem 1.1 to lower bounds and to $C^\infty$-hypoellipticity of certain non-transversally elliptic pseudodifferential operators.

2. Proof of Theorem 1.1 and of Corollary 1.2

The first part of this section is devoted to the proof of Theorem 1.1. We start off by computing the set of values of $\mu$ for which $P_\mu$ is not $L^2$-injective, i.e., $\text{Ker}_r L^2(\mathbb{R}) P_\mu \neq \{0\}$.

We have to distinguish two cases, according to the parity of $h$.

Assume firstly that $h$ is an odd integer and consider the following second order pseudodifferential operator in $\mathbb{R}^2_{(t,y)}$:

\[
P_{\text{odd}} = -\partial_t^2 - at^2 \partial_y^2 + \mu t^{h-1}|D_y|
\]

(2.1)

Here $|D_y|$ denotes a pseudodifferential operator with symbol $|\eta|$ microlocally near $\tau = 0$. In view of the Main Theorem in [12] (see also [11]), we find out that $P_{\text{odd}}$ is hypoelliptic (with loss of $2h/(h + 1)$ derivatives) if and only if

\[-\frac{\mu + \sqrt{a}h}{2\sqrt{a}} \neq j(h + 1) \text{ or } j(h + 1) + 1, \quad \forall j \in \mathbb{N}.
\]

On the other hand, in view of Theorem 1.12 in [27], $P_{\text{odd}}$ is hypoelliptic (with loss of $2h/(h + 1)$ derivatives) if and only if the associated localized operator $-\partial_t^2 + at^2 \eta^2 + \mu t^{h-1}|\eta|$ is injective in $L^2(\mathbb{R})$ (or, equivalently, in $S(\mathbb{R})$), for every $\eta \neq 0$.

By performing the change of variable $x = |\eta|^{1/(h+1)} t$, the above condition amounts to saying that

\[P_\mu = -\partial_x^2 + ax^{2h} + \mu x^{h-1} \text{ is injective in } L^2(\mathbb{R}).
\]

In order to treat the even case, now consider the following second order differential operator in $\mathbb{R}^2_{(x,y)}$ (with $D = \frac{1}{\sqrt{-1}} \partial$):

\[
P_{\text{even}} = D_x^2 + ax^{2h} D_x^2 + \mu x^{h-1} D_y
\]

(2.2)

Due to Theorem 2 in [26], $P_{\text{even}}$ is hypoelliptic (with loss of $2h/(h + 1)$ derivatives) if and only if

\[-\frac{\mu - \sqrt{a}h}{2\sqrt{a}} \neq j(h + 1)/2, \quad \forall j \in \mathbb{Z}.
\]
Again, by virtue of Theorem 1.12 [27], this holds if and only if the associated localized operator

\[ D_x^2 + ax^{2h} \eta^2 + \mu x^{h-1} \eta \]

is injective in \( L^2(\mathbb{R}) \), for every \( \eta \neq 0 \). As before, the change of variable \( x \to |\eta|^{\frac{1}{2h}} x \) leads to the \( L^2(\mathbb{R}) \)-injectivity of the anharmonic oscillators \( P_{\pm \mu} = D_x^2 + ax^{2h} \pm \mu x^{h-1} \), which are actually unitarily equivalent, via the antipodal map \( x \to -x \).

Summing up, we have proved that

\[ P_\mu = -\partial_x^2 + ax^{2h} + \mu x^{h-1} \]

is injective in \( L^2(\mathbb{R}) \) if and only if

- \( \frac{\mu - \sqrt{ah}}{2\sqrt{a}} \neq j(h+1) + 1/2, \quad \forall j \in \mathbb{Z}, \quad \text{when } h \text{ is even}; \)
- \( -\frac{\mu + \sqrt{ah}}{2\sqrt{a}} \neq \begin{cases} j(h+1), & \forall j \in \mathbb{N}, \quad \text{when } h \text{ is odd}. \end{cases} \)

Thus, by a straightforward computation, it is seen that \( 0 \in \text{Spec}(P_\mu) = \{ \lambda_j(\mu) | j \in \mathbb{N} \} \) if and only if, for some \( j \in \mathbb{N} \), one has

(C1) \( \mu = \sqrt{a}(h+1)(2j + 1) \) or \( \mu = -\sqrt{a}(h+1)(2j + 1) \), if \( h \) is even;
(C2) \( \mu = (-1)^j \sqrt{a} - \sqrt{a}(h+1)(j + \theta(j)) \), if \( h \) is odd.

In what follows, we refer to these special values of \( \mu \) as the critical values of \( P_\mu \). If \( \mu \) attains one of its critical values, then an eigenvalue \( \lambda_j(\mu) \) in (1.3) must vanish, but we do not know which of them. In order to establish a precise relation between the critical values and the vanishing eigenvalues, we need the following lemma.

**Lemma 2.1.** Let \( \overline{\mu} \in \mathbb{R} \) be a critical value of \( P_\mu \), according to (C1) and (C2). Denote by \( \lambda(\mu) \) the eigenvalue of \( P_\mu \) such that \( \lambda(\overline{\mu}) = 0 \). Then:

1. If \( h \) is odd, \( \lambda(\mu) \) is a strictly increasing function of \( \mu \);
2. If \( h \) is even, \( \lambda(\mu) \) is strictly increasing (resp., decreasing) locally near \( \overline{\mu} \), if \( \overline{\mu} \) is negative (resp., positive).

**Proof.** In Appendix I it is proved, among other classical results, that the eigenfunctions and the eigenvalues of \( P_\mu \) are smooth (analytic) functions of the parameter \( \mu \). Let \( \phi_\mu(x) \in L^2(\mathbb{R}) \) be a real normalized eigenfunction corresponding to the eigenvalue \( \lambda(\mu) \).

By differentiating, with respect to \( \mu \), both sides of the trivial identity \( P_\mu \phi_\mu = \lambda(\mu) \phi_\mu \), we get

\[ x^{h-1} \phi_\mu + P_\mu(\partial_\mu \phi_\mu) = \lambda'(\mu) \phi_\mu + \lambda(\mu) \partial_\mu \phi_\mu, \]

and taking the inner product with \( \phi_\mu \) yields

\[ \lambda'(\mu) = \langle x^{h-1} \phi_\mu, \phi_\mu \rangle, \]

being \( \langle P_\mu(\partial_\mu \phi_\mu), \phi_\mu \rangle = \langle \partial_\mu \phi_\mu, P_\mu(\phi_\mu) \rangle = \lambda(\mu) \langle \partial_\mu \phi_\mu, \phi_\mu \rangle \) (this point is also discussed in Appendix I in the framework of the Rayleigh-Schrödinger series; see (6.6)).

If \( h \) is odd, then one has that \( \langle x^{h-1} \phi_\mu, \phi_\mu \rangle = \|x^{h-1} \phi_\mu\|^2_{L^2(\mathbb{R})} > 0 \), which concludes the proof. Finally, if \( h \) is even, we observe that

\[ 0 = \langle P_{\overline{\mu}} \phi_{\overline{\mu}}, \phi_{\overline{\mu}} \rangle = \|\partial_\mu \phi_{\overline{\mu}}\|^2_{L^2(\mathbb{R})} + a \|x^h \phi_{\overline{\mu}}\|^2_{L^2(\mathbb{R})} + \overline{\mu} \langle x^{h-1} \phi_{\overline{\mu}}, \phi_{\overline{\mu}} \rangle, \]
whence one immediately gets
\begin{equation}
\langle x^{h-1}\phi_{\mathfrak{p}}, \phi_{\mathfrak{p}} \rangle = - \frac{\| \partial_x \phi_{\mathfrak{p}} \|^2_{L^2(\mathbb{R})} + a\| x^h \phi_{\mathfrak{p}} \|^2_{L^2(\mathbb{R})}}{\mu}.
\end{equation}
Therefore, due to (2.3), \( \lambda'_{\mathfrak{p}} \) has the same sign of \(-\mu\) and this concludes the proof of (2.3).

In order to prove Theorem (1.1) we proceed by induction on \( j \). Firstly, we assume that \( h \) is an even integer; we shall see that similar arguments apply to the odd case.

In view of the parity (1.8), we can limit ourselves to studying the sign of the eigenvalues \( \lambda_j(\mu) \) for \( \mu \geq 0 \). Let us start off by proving (1.5) for \( \lambda_0(\mu) \).

We observe that \( P_0 = -\partial_x^2 + ax^{2h} \) is a positive \( L^2(\mathbb{R}) \)-operator, due to the trivial identity \( \langle P_0 u, u \rangle = \| \partial_x u \|^2_{L^2(\mathbb{R})} + a\| x^h u \|^2_{L^2(\mathbb{R})} > 0 \) (whenever \( 0 \neq u \in B_h \)). As a consequence, we have that \( \lambda_j(0) > 0 \) for every \( j \in \mathbb{N} \).

Furthermore, \( \lambda_0(\mu) \) is the lowest eigenvalue of \( P_\mu \) and is a continuous function of \( \mu \); thus, in view of (C1) above, we get
\[ \lambda_0(\mu) > 0 \quad \text{if} \quad 0 \leq \mu < \sqrt{a}(h + 1) \quad \text{and} \quad \lambda_0(\mu) = 0 \quad \text{if} \quad \mu = \sqrt{a}(h + 1). \]

In view of Lemma 2.1 there exists a positive constant \( \epsilon \) such that
\[ \lambda_0(\mu) < 0 \quad \text{if} \quad \sqrt{a}(h + 1) < \mu < \sqrt{a}(h + 1) + \epsilon; \]
by taking into account the critical values (C1) and the continuity of \( \lambda_0(\mu) \), we get
\begin{equation}
\lambda_0(\mu) < 0 \quad \text{if} \quad \sqrt{a}(h + 1) < \mu < 3\sqrt{a}(h + 1).
\end{equation}
By continuity we have \( \lambda_0(3\sqrt{a}(h + 1)) \leq 0 \), but if \( \lambda_0(3\sqrt{a}(h + 1)) = 0 \), then from Lemma 2.1 it would follow that \( \lambda_0(\mu) > 0 \) for \( 3\sqrt{a}(h + 1) - \epsilon < \mu < 3\sqrt{a}(h + 1) \), which is in contradiction with (2.5).

As a consequence, we have \( \lambda_0(3\sqrt{a}(h + 1)) < 0 \) and, in view of (C1), \( \lambda_0(\mu) \) never vanishes in the interval \( 3\sqrt{a}(h + 1) < \mu < 5\sqrt{a}(h + 1); \) thus, the continuity of \( \lambda_0 \) yields
\[ \lambda_0(\mu) < 0 \quad \text{if} \quad 3\sqrt{a}(h + 1) < \mu < 5\sqrt{a}(h + 1). \]
An iteration of this procedure proves (1.5) for \( j = 0 \).

Suppose now that (1.5) is true for every \( j < k \). In order to get (1.5) for \( j = k \) and \( \mu \geq 0 \), observe that \( \lambda_k(\mu) > \lambda_{k-1}(\mu) \geq 0 \) for \( 0 \leq \mu \leq \sqrt{a}(h + 1)(2k - 1) + 1 \) due to (1.3) and to the inductive hypothesis. By virtue of (C1), \( \lambda_k(\mu) \) never vanishes in the interval \( \sqrt{a}(h + 1)(2k - 1) + 1 < \mu < \sqrt{a}(h + 1)(2k + 1) \), and by continuity it follows that
\[ \lambda_k(\mu) > 0 \quad \text{whenever} \quad 0 \leq \mu < \sqrt{a}(h + 1)(2k - 1), \quad \text{and} \quad \lambda_k(\sqrt{a}(h + 1)(2k + 1)) \geq 0. \]
If \( \lambda_k(\sqrt{a}(h + 1)(2k + 1)) > 0 \), by the inductive hypothesis we would have \( \lambda_j(\sqrt{a}(h + 1)(2k + 1)) < 0 \) for any \( j < k \) and, by (1.3), \( \lambda_j(\sqrt{a}(h + 1)(2k + 1)) > 0 \) for any \( j \geq k \); thus it would follow that \( \lambda_j(\sqrt{a}(h + 1)(2k + 1)) \neq 0 \) for every \( j \in \mathbb{N} \), which is impossible in view of (C1). Hence we get \( \lambda_k(\sqrt{a}(h + 1)(2k + 1)) = 0 \).

In order to show that \( \lambda_k(\mu) < 0 \) if \( \mu > \sqrt{a}(h + 1)(2k + 1) \), we can argue as for the eigenvalue \( \lambda_0(\mu) \), so that Theorem (1.1) is proved for any even integer \( h \).

For what concerns the odd case, the proof proceeds very closely to the even one and, again, is strongly based on the continuity of the eigenvalues \( \lambda_j \). Since
$P_0 = -\partial_x^2 + ax^{2h}$ is an $L^2(\mathbb{R})$-positive operator, we have $\lambda_0(0) > 0$ and, by virtue of (2.2), one gets

$$\lambda_0(\mu) > 0 \quad \text{if} \quad \mu > \sqrt{a} - \sqrt{a(h + 1)} = -\sqrt{ah} \quad \text{and} \quad \lambda_0(\mu) = 0 \quad \text{if} \quad \mu = -\sqrt{ah}.$$  

Moreover, due to Lemma 2.1, $\lambda_0(\mu)$ is a strictly increasing function so that $\lambda_0(\mu) < 0$ whenever $\mu < -\sqrt{ah}$. Finally, as in the even case, an inductive argument completes the proof of (1.6) for $j > 0$.

It remains to discuss the $L^2(\mathbb{R})$-non-negativity (positivity) of $P_{\mu}$. Note that, due to (1.3), this property is equivalent to the non-negativity (positivity) of its lowest eigenvalue $\lambda_0(\mu)$; hence, (1.7) readily follows from (1.5) and (1.6) for $j = 0$. □

We are left with the proof of Corollary 1.2.

Let us begin with the even case. Since $\lambda_j(\mu)$ is an analytic function that vanishes in $\mu_j^+ = \sqrt{a(h + 1)}(2j + 1)$, we have

$$(2.6) \quad \lambda_j(\mu) = \lambda_j(\mu) - \lambda_j(\mu_j^+) = \int_0^1 \frac{d}{dt} \lambda_j(t\mu + (1 - t)\mu_j^+) dt = \psi(\mu)(\mu - \mu_j^+),$$

where $\psi(\mu) := \int_0^1 \lambda_j'(t\mu + (1 - t)\mu_j) dt$ is an analytic function of $\mu$. Again from Theorem 1.1 and from (2.6) it follows that $\psi(\mu)$ vanishes at $\mu_j^+ = -\sqrt{a(h + 1)}(2j + 1)$. By arguing as before, we obtain $\psi(\mu) = \tilde{\lambda}_j(\mu)(\mu - \mu_j^+)$, for a suitable analytic function $\tilde{\lambda}_j(\mu)$, so that

$$(2.7) \quad \lambda_j(\mu) = \tilde{\lambda}_j(\mu)(\mu - \mu_j^-) = \tilde{\lambda}_j(\mu)(\mu^2 - a(h + 1)^2(2j + 1)^2).$$

By Theorem 1.1 it is easily seen that $\tilde{\lambda}_j(\mu) < 0$ if $\mu \neq \mu_j^\pm$, and we are thus left to evaluate $\tilde{\lambda}_j(\mu_j^\pm)$. To this end, from the identity (2.3) we obtain

$$\lambda_j'(\mu_j^\pm) = \langle x^{h-1}\phi_{\mu_j^\pm}, \phi_{\mu_j^\pm} \rangle = -\frac{\|\partial_x\phi_{\mu_j^\pm}\|_{L^2(\mathbb{R})}^2 + a\|x^h\phi_{\mu_j^\pm}\|_{L^2(\mathbb{R})}^2}{\mu_j^\pm},$$

where $\phi_{\mu_j^\pm}$ is a normalized eigenfunction in Ker($P_{\mu_j^\pm} - \lambda_j(\mu_j^\pm)$I). On the other hand, from (2.7) it follows that

$$\lambda_j'(\mu_j^\pm) = 2\mu_j^\pm \tilde{\lambda}_j(\mu_j^\pm),$$

and summing up yields

$$\tilde{\lambda}_j(\mu_j^\pm) = -\frac{\|\partial_x\phi_{\mu_j^\pm}\|_{L^2(\mathbb{R})}^2 + a\|x^h\phi_{\mu_j^\pm}\|_{L^2(\mathbb{R})}^2}{2(\mu_j^\pm)^2} < 0.$$  

Finally, the parity of $\tilde{\lambda}_j(\mu)$ is a trivial consequence of (1.8).

As for the odd case, arguing as above gives

$$\lambda_j(\mu) = \tilde{\lambda}_j(\mu)(\mu_j - \mu) \quad \text{and} \quad \tilde{\lambda}_j(\mu_j) = -\lambda_j'(\mu_j) = -\langle x^{h-1}\phi_{\mu_j}, \phi_{\mu_j} \rangle,$$

where $\tilde{\lambda}_j(\mu)$ is an analytic function of $\mu$ and $\mu_j = (-1)^j \sqrt{a} - \sqrt{a(h + 1)(j + \theta(j))}$. Since $h$ is odd, the term $-\langle x^{h-1}\phi_{\mu_j}, \phi_{\mu_j} \rangle = -\int x^{h-1}|\phi_{\mu_j}(x)|^2 dx$ is strictly negative, so that the proof is complete. □

Remark 2.2. We point out that, unlike the even case, if $h$ is odd, the normalized eigenfunctions $\phi_{\mu_j}$ in the kernel of $P_{\mu_j}$ are completely known (we address the reader to Proposition 2.1 in [14] for the precise description); thus, the value $\tilde{\lambda}_j(\mu_j) = -\langle x^{h-1}\phi_{\mu_j}, \phi_{\mu_j} \rangle$ can be “explicitly” computed. Note that the operator (2.2) in [14]
reduces to the anharmonic oscillator $P_\mu$ only for $a = 1$; however, by performing the change of variable $y = a^{-\frac{h}{\alpha+1}} x$ in (2.2), we easily get $P_\mu$ in the general case $a \in \mathbb{R}_+$.

3. BEHAVIOUR OF THE EIGENVALUES OF $P_\mu$

Our aim is to analyse the qualitative behaviour of the eigenvalues $\lambda_j(\mu)$ of $P_\mu$ as $\mu$ varies in $\mathbb{R}$. In particular, we are interested in finding out the extrema and the points of local minimum or maximum of the $\lambda_j(\mu)$.

In [18] and [19], this analysis is carried out for the lowest eigenvalue of the anharmonic oscillator $-\partial_x^2 + (x^h/h - \alpha)^2$, $\alpha \in \mathbb{R}$. However, as we shall see in this section, the behaviour of our $\lambda_0(\mu)$ is here rather different, despite the fact that the potential $x^{2h}/h^2 - 2(\alpha/h)x^h + \alpha^2$ and $x^{2h}/h^2 - 2(\alpha/h)x^{h-1}$ seem similar.

We start off by studying the asymptotic behaviour of the eigenvalues $\lambda_j(\mu)$ of $P_\mu$ as $\mu \to \infty$.

**Proposition 3.1.** If $h$ is even, we have that, for any $j \in \mathbb{N}$,

\begin{equation}
\lambda_j(\mu) = K_{\min}|\mu|^{\frac{2h}{h+1}} + e_j|\mu|^{\frac{h-1}{h+1}} + O(|\mu|^{-\frac{2}{h+1}}), \quad \mu \to \pm \infty,
\end{equation}

where

\[ K_{\min} := \min_{x \in \mathbb{R}} \{ax^{2h} - x^{-h-1}\} = -\frac{h+1}{2h} \left(\frac{h-1}{2h}\right)^{\frac{h-1}{h+1}} < 0, \]

\[ e_j := \sqrt{\frac{h+1}{2}}(2ha)^{-\frac{h-3}{2(h+1)}}(h-1)^{\frac{h-1}{h+1}}(2j+1). \]

Assume that $h$ is odd. In this case the potential $ax^{2h} - x^{-h-1}$ has symmetric double wells so that the consecutive eigenvalues $\lambda_{2j}(\mu)$ and $\lambda_{2j+1}(\mu)$ have the same asymptotic behaviour as $\mu \to -\infty$:

\begin{equation}
\lambda_{2j}(\mu) = K_{\min}|\mu|^{\frac{2h}{h+1}} + e_j|\mu|^{\frac{h-1}{h+1}} + O(|\mu|^{-\frac{2}{h+1}}), \quad \mu \to -\infty,
\end{equation}

\begin{equation}
\lambda_{2j+1}(\mu) = K_{\min}|\mu|^{\frac{2h}{h+1}} + e_j|\mu|^{\frac{h-1}{h+1}} + O(|\mu|^{-\frac{2}{h+1}}). \quad \mu \to +\infty,
\end{equation}

As for $\mu \to +\infty$, consider the “reduced” anharmonic oscillator $Q_0 = D_x^2 + x^{h-1}$ (here $h-1$ is even). Its spectrum is made of the simple eigenvalues $\nu_j \in \mathbb{R}_+$ such that

\begin{equation}
0 < \nu_0 < \nu_1 < \cdots < \nu_j < \nu_{j+1} < \cdots, \quad j \in \mathbb{N}.
\end{equation}

Denote by $\psi_j(x) \in B_{\nu_{j+1}}$ (see (1.2)) an $L^2(\mathbb{R})$-normalized eigenfunction of $Q_0$ corresponding to the eigenvalue $\nu_j$ (as a matter of fact, it turns out that $\psi_j(x) \in S(\mathbb{R})$). Then we have that, for any $j \in \mathbb{N}$,

\begin{equation}
\lambda_j(\mu) = \nu_j \mu^{\frac{2}{h+1}} + (x^{2h}\psi_j, \psi_j)\mu^{-\frac{2h}{h+1}} + O(\mu^{-\frac{4h+2}{h+1}}), \quad \mu \to +\infty.
\end{equation}

Note that, if $h$ is odd, the eigenvalues $\lambda_j(\mu)$ behave very different according to whether $\mu \to -\infty$ or $\mu \to +\infty$. This fact is a direct consequence of the geometry of the potential $V_\mu(x) = ax^{2h} + \mu x^{h-1}$: if $\mu < 0$, the absolute minimum of $V_\mu(x)$ is negative and non-degenerate, whereas, if $\mu > 0$, its absolute minimum is zero and is degenerate (of order $h-1$).

**Proof of Proposition 3.1.** Let us first assume that $\mu < 0$. If we perform the change of variable $x \to |\mu|^{-\frac{h}{h+1}} x$, the anharmonic oscillator $P_\mu$ is turned into

\[
\overline{P}_\mu = |\mu|^{-\frac{h}{h+1}} \left(D_x^2 + \mu^2(ax^{2h} - x^{h-1})\right),
\]
which has the same spectrum as $P_\mu$. An easy computation shows that

$$K_{\text{min}} := \min_{x \in \mathbb{R}} \{ax^{2h} - x^{h-1}\} = -\frac{h+1}{2h} \left(\frac{h-1}{2ha}\right)^{\frac{h-1}{h+1}} < 0.$$ 

In order to deal with a non-negative potential $V(x)$, let us write

$$\tilde{P}_\mu = |\mu|^{-\frac{2}{h+1}} \left(D_x^2 + \mu^2(ax^{2h} - x^{h-1} - K_{\text{min}})\right) + K_{\text{min}}|\mu|^{\frac{2}{h+1}},$$

and note that the $V_-(x)$ attains its absolute minimum $0$ at the unique point $x_e := \sqrt[2h-1]{\frac{h-1}{2h}}$, if $h$ is even, and at the opposite points $x_o^\pm := \pm \sqrt[2h-1]{\frac{h-1}{2h}}$, if $h$ is odd. Moreover, in each case, the origin is a non-degenerate minimum for

$$V''(x) = (2ha)^{-\frac{h+3}{h+1}} (h-1)^{\frac{2h-2}{h+1}} (h+1) > 0,$$

where $x = x_e$ or $x_o$, according to the parity of $h$. As pointed out in [34] (see also [17]), the Schrödinger operator $D_x^2 + \mu^2(ax^{2h} - x^{h-1} - K_{\text{min}})$ looks like the harmonic oscillator $|\mu| (D_x^2 + \frac{1}{2} V''(x)x^2)$, as $\mu \to -\infty$; thus the eigenvalues of the former are asymptotically equivalent to the ones of the latter. Precisely, denote by $\lambda_0(\mu) < \lambda_1(\mu) < \cdots$ the eigenvalues of $D_x^2 + \mu^2(ax^{2h} - x^{h-1} - K_{\text{min}})$ and by $e_j$ those of $(D_x^2 + \frac{1}{2} V''(x)x^2)$, i.e.,

$$e_j = \sqrt[2h+1]{\frac{1}{2} V''(x)} (2j+1) = \sqrt[2h+1]{\frac{h+1}{2} (2ha)^{-\frac{h+3}{2h+1}} (h-1)^{\frac{2h-2}{h+1}} (2j+1)}.$$

If $h$ is even, the potential $V_-(x)$ has a single well; thus from Theorem 4.1 [34] it follows that

$$\tilde{\lambda}_j(\mu) = e_j|\mu| + O(1), \quad \mu \to -\infty.$$

In view of (3.5), we have the identity

$$\lambda_j(\mu) = K_{\text{min}}|\mu|^{\frac{2}{h+1}} + |\mu|^{-\frac{2}{h+1}} \tilde{\lambda}_j(\mu),$$

whence, due to (1.5), (3.1) immediately follows.

On the other hand, if $h$ is odd, $V_-(x)$ has double symmetric wells and, as a consequence, the eigenvalues tend to group in pairs; indeed, by Theorem 5.1 in [34] (see “Errata” in [34]) the eigenvalues $\tilde{\lambda}_{2j}(\mu)$ and $\tilde{\lambda}_{2j+1}(\mu)$ have the same asymptotic growth $e_j|\mu| + O(1)$ as $\mu \to -\infty$, so that, by (3.6), (3.2) is proved.

In order to study the behaviour of the $\lambda_j(\mu)$ when $\mu \to +\infty$ and $h$ is odd, we apply to $P_\mu$ the change of variable $x \to \mu^{\frac{1}{h+1}} x$ and we get the unitarily equivalent operator

$$\tilde{P}_\mu = \mu^{\frac{2}{h+1}} \left(D_x^2 + x^{h-1} + \frac{1}{\mu^2} ax^{2h}\right) = \mu^{\frac{2}{h+1}} (H_0 + \epsilon V),$$

where we have set $H_0 = D_x^2 + x^{h-1}$, $V = ax^{2h}$, $\epsilon = 1/\mu^2$. We are so left to study the asymptotic behaviour of the eigenvalues $\{\nu_j(\epsilon)\}_{j \in \mathbb{N}}$ of $H_0 + \epsilon V$ as $\epsilon \to 0^+$. Observe that the $\nu_j := \nu_j(0)$ are exactly the eigenvalues of $H_0$, which are supposed to be arranged as in (3.3).

The standard “regular” perturbation theory (see Appendix I) does not apply to $H_0 + \epsilon V$, since $V$ is not a “small” perturbation of $H_0$. In fact, the natural domain $B_{\frac{h-1}{h+1}}$ of $H_0$ (see (1.2)) immediately changes as soon as the perturbation $V$ is turned on, for $D(H_0 + \epsilon V) = B_h \subsetneq B_{\frac{h-1}{h+1}}$, whenever $\epsilon > 0$. However, as shown in Section III.1 and in Theorem A.II.2 of [33], upon denoting $V_0 = x^{h-1}$, $V_{\text{pert}} = ax^{2h}$,
the asymptotic behaviour of the eigenvalue \( \nu_j(\epsilon) \), as \( \epsilon \to 0^+ \), is described by the Rayleigh-Schrödinger series (6.4)

\[
\nu_j(\epsilon) \sim \nu_j(0) + \sum_{s=0}^{+\infty} \epsilon^{s+1} \langle VA_s \phi_j, \phi_j \rangle,
\]

where \( \psi_j(x) \in B_{s+1} \) (see (1.2)) is an \( L^2(\mathbb{R}) \)-normalized eigenfunction corresponding to the eigenvalue \( \nu_j(0) =: \nu_j \). Therefore, from (6.5) it follows that

\[
\nu_j(\epsilon) = \nu_j + \epsilon \langle V \psi_j, \psi_j \rangle + O(\epsilon^2).
\]

By taking into account (3.7), we finally conclude that

\[
\lambda_j(\mu) = \nu_j(0) + \frac{2}{\mu^{1/4}} + \langle x^{2h} \psi_j, \psi_j \rangle \mu^{-\frac{2h}{\mu^{1/4}}} + O(\mu^{-\frac{4h+2}{\mu^{1/4}}}), \quad \mu \to +\infty.
\]

As a straightforward consequence of Proposition 3.1 we see that, for any \( j \in \mathbb{N} \),

\[
(3.8) \quad \lim_{\mu \to \pm\infty} \lambda_j(\mu) = -\infty \quad \text{if } h \text{ is even},
\]

\[
(3.9) \quad \lim_{\mu \to -\infty} \lambda_j(\mu) = -\infty, \quad \lim_{\mu \to +\infty} \lambda_j(\mu) = +\infty, \quad \text{if } h \text{ is odd}.
\]

Thus, by virtue of (3.9) and (1) of Lemma 2.1 we have the following

**Corollary 3.2.** If \( h \) is odd, then every eigenvalue \( \lambda_j(\mu) \) does not admit any point of local minimum or maximum. Furthermore, one has that \( \inf_{\mathbb{R}} \lambda_j = -\infty \) and \( \sup_{\mathbb{R}} \lambda_j = +\infty \).

If \( h \) is even, the picture is more complicated. Due to (3.8) we know that \( \inf_{\mathbb{R}} \lambda_j = -\infty \) and that there exists (at least) a \( \mu_{\text{max}}^{(j)} \in \mathbb{R} \) for which

\[
\sup_{\mathbb{R}} \lambda_j = \lambda_j(\mu_{\text{max}}^{(j)}).
\]

Moreover, if \( \phi_{j,\mu} \) is a normalized eigenfunction associated with \( \lambda_j(\mu) \), we trivially have

\[
\lambda_j(\mu) = \langle P_\mu \phi_{j,\mu}, \phi_{j,\mu} \rangle = \| \partial_x \phi_{j,\mu} \|_{L^2(\mathbb{R})}^2 + a \| x^h \phi_{j,\mu} \|_{L^2(\mathbb{R})}^2 + \mu \langle x^{h-1} \phi_{j,\mu}, \phi_{j,\mu} \rangle.
\]

By using (2.3) (see also (6.6)) we obtain

\[
\lambda_j'(\mu) = \langle x^{h-1} \phi_{j,\mu}, \phi_{j,\mu} \rangle = \frac{\lambda_j(\mu) - \| \partial_x \phi_{j,\mu} \|_{L^2(\mathbb{R})}^2 - a \| x^h \phi_{j,\mu} \|_{L^2(\mathbb{R})}^2}{\mu}.
\]

In view of (1.5), it follows that the eigenvalue \( \lambda_j(\mu) \) is strictly increasing if \( \mu < -\sqrt{a}(h+1)(2j+1) \) and is strictly decreasing if \( \mu > \sqrt{a}(h+1)(2j+1) \). As a consequence, the only possible points of local minimum or maximum lie inside the interval \( |\mu| < \sqrt{a}(h+1)(2j+1) \) and hence \( |\mu_{\text{max}}^{(j)}| < \sqrt{a}(h+1)(2j+1) \).

From (1.8) it follows that the first derivative of \( \lambda_j \) is an odd function, so that \( \lambda_j'(0) = 0 \). Moreover, \( \lambda_j(\mu) \) is a (non-constant) analytic function at \( \mu = 0 \), hence \( \mu = 0 \) must be a strict local minimum or maximum according to the sign of its \( m \)-th derivative \( \lambda_j^{(m)}(0) \), where \( m = \min \{ n \in \mathbb{N} | \lambda_j^{(n)}(0) \neq 0 \} \).

Unfortunately, we are not able to establish the precise nature of the origin, for a general eigenvalue \( \lambda_j(\mu) \); furthermore, we do not know if there are other critical points inside the interval \( |\mu| < \sqrt{a}(h+1)(2j+1) \).
However, if we limit ourselves to consider the ground state energy $\lambda_0(\mu)$ of $P_\mu$, we have the following result.

**Lemma 3.3.** Assume that $h$ is even. Then

1. $\lambda_0(\mu)$ is a strictly concave function;
2. its maximum is attained only at the origin; namely, $\mu_{\text{max}}^{(0)} = 0$ and $\sup_\mathbb{R} \lambda_0 = \lambda_0(0)$;
3. the origin is the only critical point of $\lambda_0(\mu)$ and is non-degenerate.

**Proof.** As noted above, the origin is a critical point of $\lambda_0(\mu)$; the proof is thus a straightforward consequence of (6.10). \qed

### 4. Lower bounds

In this section we discuss the existence of an $L^2$-lower bound for the quadratic form associated with a (pseudo)differential operator (see (4.3) below with $m = 2$). In order to introduce our problem, let us briefly recall some classical results about lower bounds.

Let $\Omega \subset \mathbb{R}^n$ be an open set and $Q = q(z,D) \in \text{OPS}^m(\mathbb{R}^n)$ be a classical formally self-adjoint operator with $q(z,\zeta) \sim \sum_{j\geq 0} q_{m-j}(z,\zeta)$. For the sake of simplicity we assume that $m > 0$.

It is well-known (Gårding Inequality) that $Q$ is positive elliptic (namely, $q_m(z,\zeta) > 0$ for $(z,\zeta) \in T^*\Omega \setminus 0$) if and only if, for every compact set $K \subset \Omega$, there exist two positive constants $c, C$ for which

$$\langle Qu, u \rangle \geq c\|u\|^2_{m/2} - C\|u\|_0^2, \quad \forall u \in C_0^\infty(K),$$

where $\|u\|_s$ denotes the usual $H^s$-Sobolev norm of $u$.

If the principal symbol $q_m(x,\zeta)$ vanishes, i.e., $q_m(z,\zeta) \geq 0$, it was proved by Hörmander [20] that $Q$ satisfies, in general, only a weaker inequality, the so-called Sharp Gårding Inequality:

$$\langle Qu, u \rangle \geq -C\|u\|^2_{m-1}, \quad \forall u \in C_0^\infty(K).$$

We point out that (4.1) is stable under perturbation of $Q$ with operators of order $\leq (m-1)$. If we are interested in improving this inequality, we are forced to consider the impact of the lower terms $q_{m-j}(z,\zeta)$.

Note that, due to the non-negativity, $q_m$ vanishes (at least) to the second order on its characteristic set $\Sigma = \{(z,\zeta) \in T^*\Omega \setminus 0 | q_m(z,\zeta) = 0\}$. We say that $Q$ is transversally elliptic, if $q_m$ vanishes exactly to the second order on $\Sigma$; namely,

$$|q_m(z,\zeta)| \approx |\zeta|^m \text{dist}_\Sigma(z,\zeta)^2,$$

where $\text{dist}_\Sigma(z,\zeta)$ denotes the distance of $(z,\zeta/|\zeta|)$ to $\Sigma$. In [21] Hörmander improved the Sharp Gårding Inequality in the case of transversally elliptic operators $Q$, for which $\Sigma$ is a smooth submanifold of $T^*\Omega \setminus 0$ and the symplectic 2-form $\sigma = \sum_{j=1}^n d\xi_j \wedge dx_j$ has constant rank on the connected components of $\Sigma$ (see Chapter III in [21]). In this set-up, he proved that

$$\langle Qu, u \rangle \geq -C_K\|u\|^2_{m/2-1}, \quad \forall u \in C_0^\infty(K),$$

holds for any compact set $K \subset \Omega$, if and only if

$$\varrho \in \Sigma \implies q_{m-1}^s(\varrho) + \text{Tr}^+ F_{q_m}(\varrho) \geq 0,$$
$R \subset K$ turns out to be transversally elliptic (see (4.2)) only if

$$q^*_m(q) := q_{m-1}(q) + i \sum_{j=1}^{n} \frac{\partial^2 q_{m-1}}{\partial z_j \partial \zeta_j}(q)$$

is the subprincipal symbol of $Q$, and $\text{Tr}^+ F_{q_m}(q)$ is the positive trace of the fundamental matrix associated with $Q$ at $q \in \Sigma$, defined by

$$\sigma(v, F_{q_m}(q)w) = \frac{1}{2} \langle \text{Hess} q_m(q) v, w \rangle, \quad \forall v, w \in T_q T^* \Omega.$$ 

Now we want to show that hypothesis (4.4) is not, in general, enough to ensure (4.3) if one removes the transversal ellipticity condition (4.2). In [31] this fact is studied in a quite general setting and requires highly non-trivial technical machinery; our aim here is to discuss a simple example by using only "basic tools".

Let $h \in \mathbb{N}$, $a \in \mathbb{R}_+$, $b \in \mathbb{R}$ and consider the following Grushin-type operator in $\mathbb{R}^2_{(x,y)}$:

$$Q = D_x^2 + ax^{2h}D_y^2 + bx^{h-1}D_y, \quad D = \frac{1}{\sqrt{-1}} \partial.$$ 

Its principal symbol $q_2(x, y, \xi, \eta) = \xi^2 + ax^{2h}\eta^2 \geq 0$ vanishes on the symplectic manifold $\Sigma = \{(x, y, \xi, \eta) | x = 0 = \xi \}$, and it is easily seen that, conically near $\Sigma$, $\text{dist}_\Sigma(x, y, \xi, \eta) \approx (|x| + \frac{|\xi|}{|\eta|})$. Thus,

$$q_2(x, y, \xi, \eta) = \xi^2 + ax^{2h}\eta^2 \approx \eta^2 \left( |x|^h + \frac{|\xi|}{|\eta|} \right)^2$$

turns out to be transversally elliptic (see (4.2)) only if $h = 1$. In this case, condition (4.4) reads as $|\mu| \leq \sqrt{a}$ and yields (4.3). On the other hand, if $h > 1$, (4.4) is automatically verified for $q_1^2 \equiv 0$, $\text{Tr}^+ F_{q_2} \equiv 0$ on $\Sigma$, but, as we shall see, (4.3) is, in general, false.

It is worth noting that the choice of the coefficient $x^{h-1}$ in the first order term of (4.5) is forced; in fact, as we shall see later on, the Hörmander inequality (4.3) does not hold for any power $x^\gamma$ with $0 \leq \gamma < h - 1$ (unless $b = 0$).

Assume that the operator (4.5) satisfies (4.3) for any compact neighborhood $K \subset \mathbb{R}^2$ of the origin. Let us choose $0 \neq \eta \in \mathbb{R}$, $1 \leq t \in \mathbb{R}$ and $\phi(x), v(y) \in C_0^\infty(\mathbb{R})$ such that $\phi(tx)v(y) \in C_0^\infty(K)$ for $t$ large enough and $\int_{\mathbb{R}} |v(y)|^2 dy = 1$. We have, for any $1 \leq t \in \mathbb{R},$

$$Q(e^{it^{h-1}v\phi(tx)v(y)}) = e^{it^{h-1}v\phi(tx)v(y)} \left( (t^2 D_x^2 + an^2 t^{2h+2}x^{2h} + bn^2 t^{h-1}x^{h-1})\phi(tx)v(y) + 2t^{h+1} an^2 t^{2h}x^{2h}\phi(tx)D_y v + ax^{2h}\phi(tx)D_y^2 v + bx^{h-1}\phi(tx)D_y v \right).$$

Hence, by applying the change of variable $z = tx$, we get

$$\langle Q(e^{it^{h-1}v\phi(tx)v(y)}), e^{it^{h-1}v\phi(tx)v(y)} \rangle = t\langle (D_z^2 + an^2 z^{2h} + bn^2 t^{h-1})\phi(z)v(y), \phi(z)v(y) \rangle + o(t)$$

and

$$\|e^{it^{h-1}v\phi(tx)v(y)}\|^2_{L^2(\mathbb{R})} = t^{-1} \|\phi v\|^2_{L^2(\mathbb{R})} = t^{-1} \|\phi\|^2_{L^2(\mathbb{R})}.$$ 

Inserting the above relations in (4.3), dividing by $t$ and letting $t \to +\infty$ lead to

$$\langle (D_z^2 + an^2 z^{2h} + bn^2 t^{h-1})\phi(z), \phi(z) \rangle_{L^2(\mathbb{R})} \geq 0, \quad \forall \phi \in C_0^\infty(\mathbb{R}).$$
By choosing \( \eta = \pm 1 \) we deduce that \( P_{\pm b} = D_x^2 + az^{2h} \pm bz^{h-1} \) is an \( L^2(\mathbb{R}) \)-non-negative operator; by virtue of the last part of Theorem 1.1 this is equivalent to the following explicit condition:

\[
|b| \leq h\sqrt{a} \text{ if } h \text{ is odd} \quad \text{and} \quad |b| \leq (h+1)\sqrt{a} \text{ if } h \text{ is even.}
\]

So far we have proved that (4.6) is a necessary condition in order for the operator \( Q \) in (4.5) to satisfy the Hörmander inequality (4.3). As a consequence, if \( h > 1 \) and \( |b| \) is chosen greater enough, \( Q \) violates (4.3) although hypothesis (4.4) is trivially verified. Therefore, in the Hörmander theorem, the transversal ellipticity condition cannot be a priori omitted.

If we replace the coefficient \( x^{h-1} \) in the operator \( Q \) by any power \( x^\gamma \) with \( 0 \leq \gamma < h - 1 \) and we apply the same localization argument used above, we obtain that

\[
bnh^{h-\gamma}\langle z^\gamma \phi(z)v(y), \phi(z)v(y) \rangle + o(t^{h-\gamma}) \geq t^{-1}||v||_0^2,
\]

whence, by setting again \( \eta = \pm 1 \),

\[
\pm b\langle z^\gamma \phi(z), \phi(z) \rangle_{L^2(\mathbb{R})} \geq 0, \quad \forall \phi \in C^\infty_0(\mathbb{R}),
\]

which gives \( b = 0 \). It is exactly this argument that suggests to us the choice of the first order term in (4.5).

We are now going to show that the transversal ellipticity condition, although important, is not actually necessary to have (4.3). To this aim, it suffices to prove that (4.6) is indeed sufficient to have (4.3).

Observe that, by using the Parseval formula with respect to the \( y \)-variable, one has

\[
\langle Qu, u \rangle = (2\pi)^{-1} \int (D_x^2 + ar^2 x^{2h} + bnx^{h-1}) \hat{u}(x, \eta), \hat{u}(x, \eta),
\]

where \( \hat{u}(x, \eta) \) denotes the Fourier transform of \( u \in C^\infty_0(K) \) with respect to the \( y \)-variable.

Performing the change of variable \( z = |\eta|^{1/(h+1)}x \) yields

\[
\langle Qu, u \rangle = (2\pi)^{-1} \int |\eta|^{1/(h+1)} \int (D_x^2 + az^{2h} + sgn(\eta)bz^{h-1}) \hat{u}(|\eta|^{-1/(h+1)}z, \eta)
\]

\[
\cdot \hat{u}(|\eta|^{-1/(h+1)}z, \eta) |dzd\eta = (2\pi)^{-1} \int |\eta|^{1/(h+1)} \langle P_\mu \hat{u}(|\eta|^{-1/(h+1)}z, \eta), \hat{u}(|\eta|^{-1/(h+1)}z, \eta) \rangle_{L^2(\mathbb{R})} d\eta,
\]

where \( sgn(\eta) \) denotes the sign function of \( \eta \) and \( P_\mu \) is the operator (1.1) in the \( z \)-variable, with \( \mu = sgn(\eta)b \). Since \( \lambda_0(\mu) \) is the lowest eigenvalue of the spectrum of \( P_\mu \), one has \( P_\mu \geq \lambda_0(\mu) \), whence it readily follows that

\[
\langle Qu, u \rangle \geq (2\pi)^{-1} \min\{\lambda_0(b), \lambda_0(-b)\} \int |\eta|^{1/(h+1)} \int |\hat{u}(|\eta|^{-1/(h+1)}z, \eta)|^2 |dzd\eta.
\]

By going back to the \( x \)-variable and by again applying the Parseval formula we obtain

\[
\langle Qu, u \rangle \geq (2\pi)^{-2} \min\{\lambda_0(b), \lambda_0(-b)\} \int \int |\eta|^{2/(h+1)} |\hat{u}(\xi, \eta)|^2 d\xi d\eta.
\]

Therefore, the Hörmander inequality (4.3) easily follows if \( \min\{\lambda_0(b), \lambda_0(-b)\} \geq 0 \); in view of Theorem 1.1 this is exactly equivalent to (4.6).
Note that, conically near $\Sigma$, we have $|\xi| \lesssim |\eta|$ so that $|\eta| \approx |(\xi, \eta)|$, whereas, outside $\Sigma$, $Q$ is microlocally elliptic; hence, from (4.7) we get, for a suitable positive constant $C$,

$$\langle Qu, u \rangle \geq C \min\{\lambda_0(b), \lambda_0(-b)\} \int \int |(\xi, \eta)|^{2/(h+1)}|\hat{u}(\xi, \eta)|^2d\xi d\eta,$$

and if $\min\{\lambda_0(b), \lambda_0(-b)\} > 0$ (i.e., the inequalities in (4.6) hold strictly) the following stronger estimate holds:

$$\langle Qu, u \rangle \geq c \|u\|_{1/(h+1)}^2 - C' \|u\|_{1/(h+1)}^2, \quad \forall u \in C_0^\infty(K),$$

where $c, C'$ are positive constants depending on $K$.

5. Hypoellipticity

In this section we apply Theorem 1.1 in some questions arising from the study of the hypoellipticity of non-transversally elliptic operators.

Precisely, here we study the $C^\infty$-hypoellipticity of the Grushin-type operator

$$G = L^* L + \alpha(x, y)[L^*, L] = D_x^2 + x^{2h}D_y^2 - (1 + 2\alpha(x, y))hx^{h-1}D_y,$$

where $L$ is the Mizohata operator $D_x - ix^hD_y$ and $\alpha(x, y) \in C^\infty(\mathbb{R}^2, \mathbb{R})$.

From now on, for the sake of brevity, we assume that $h > 1$ is an odd integer, so that $G$ is not transversally elliptic.

If $\alpha(x, y) \equiv \alpha$ is constant, the $C^\infty$-hypoellipticity of $G$ is completely studied by Gilioli-Treves in [11] and in [12], where it is proved that $G$ is $C^\infty$-hypoelliptic if and only if

$$1 + 2\alpha \neq \pm((-1)^{j+1}/h + (1 + 1/h)(j + \theta(j))), \quad \forall j \in \mathbb{N},$$

where, as usual, $\theta(j) := 1$ if $j$ is even and $\theta(j) := 0$ if $j$ is odd.

Precisely, in this case $G$ is hypoelliptic with loss of $\delta = 2h/(h + 1)$ derivatives; namely,

$$Gu \in H_{loc}^{2+s-\delta} \implies u \in H_{loc}^{2+s-\delta}.$$ 

More recently, in Theorem 1 in [9] (see also the references therein) Cordaro and Hanges have shown that the assumptions (5.2) are necessary and sufficient also for the analytic hypoellipticity of $G$.

On the other hand, if $\alpha(x, y)$ is not constant, condition (5.2) is no longer necessary to guarantee the hypoellipticity of $G$, as we shall show in the sequel (see also [28], [29]. For instance, assume that condition (5.2) is violated at the origin for some $j_0 \in \mathbb{N}$; namely,

$$1 + 2\alpha(0,0) = \frac{(-1)^{j_0+1}}{h} + (1 + 1/h)(j_0 + \theta(j_0)),$$

and

$$\partial_x \alpha(0,0) = 0, \quad \partial_{xx} \alpha(0,0) \neq 0.$$ 

The above conditions on the derivatives ensure that $\alpha(x, y)$ is not constant and are chosen to make the exposition as clear as possible.
The main result of this section is the following

**Theorem 5.1.** In the setting above, \( G \) can be \( C^\infty \)-hypoelliptic with loss of \( \delta \geq 2 \) derivatives only. Moreover, assume that

\[
\begin{align*}
1 + 2 \alpha(0, y) & \\
\alpha & \\
\end{align*}
\]

whenever \( y \) is near 0. Then \( G \) is \( C^\infty \)-hypoelliptic with loss of derivatives exactly equal to 2.

The last part of this section is devoted to the proof of the theorem above (we refer the reader to [28] for further details).

Let us now consider the “localized” operator \( G_{y, \eta} \) at \((0, y, 0, \eta)\),

\[
G_{y, \eta} = D_x^2 + x^2 \eta^2 - (1 + 2\alpha(0, y))h \eta^{-1}h,
\]

and observe that \( G_{y, \eta} \) is an anharmonic oscillator of type (1.1) by setting \( \alpha = \eta^2 \) and \( \mu = -(1 + 2\alpha(0, y))h \eta \); hence, its spectrum is discrete, made of simple eigenvalues

\[
\lambda_0(y, \eta) < \lambda_1(y, \eta) < \cdots < \lambda_j(y, \eta) < \lambda_{j+1}(y, \eta) < \cdots, \quad j \in \mathbb{N}.
\]

In view of Theorem 1.1, condition (1.4) implies that

\[
\lambda_{j_0}(0, \eta) \equiv 0 \quad \text{for} \quad \eta > 0, \quad \text{whereas} \quad \lambda_{j_0}(0, \eta) \neq 0 \quad \text{for} \quad \eta < 0.
\]

Therefore, the localized operator \( (5.7) \) is not invertible at \( y = 0 \), and this is actually the reason for which \( G \) cannot be hypoelliptic with the loss of derivatives \( 2h/(h + 1) \).

Our aim is to show that \( G \) can still be \( C^\infty \)-hypoelliptic under the hypothesis \( (5.6) \) on the behaviour of \( \lambda_{j_0}(y, \eta) \) when \( y \) is near zero. This will be achieved by constructing a sort of parametrix of \( G \) starting from a “partial inverse” of its localized operator \( (5.7) \).

Let us start by giving a brief plan of the proof. The idea is essentially a linear algebra remark due to Schur (see [36]): assume that the \( n \times n \) matrix \( A \) has zero in its spectrum with multiplicity one. Then of course \( A \) is not invertible, but, denoting by \( e_0 \) the zero eigenvector of \( A \), the matrix (in block form)

\[
\begin{bmatrix}
A & e_0 \\
e_0 & 0
\end{bmatrix}
\]

is invertible as an \((n + 1) \times (n + 1)\) matrix in \( \mathbb{C}^{n+1} \). Here \( e_0 \) denotes the row vector \( e_0 \).

In our case the localized operator \( G_{y, \eta} \) has a zero simple eigenvalue and plays the role of the matrix \( A \) above.

Denote by \( \phi_{j_0}(x, y, \eta) \in C^\infty(\mathbb{R}^2_{(y, \eta)}, S(\mathbb{R}_x)) \) a normalized eigenfunction of \( G_{y, \eta} \) corresponding to the simple eigenvalue \( \lambda_{j_0}(y, \eta) \). According to the above linear algebra remark, it is easy to see that the matrix operator

\[
P_{(y, \eta)} = \begin{pmatrix}
G_{y, \eta} & \phi_{j_0}(\cdot, y, \eta) \\
\langle \cdot, \phi_{j_0}(\cdot, y, \eta) \rangle_{L^2(\mathbb{R}_x)} & 0
\end{pmatrix} : S(\mathbb{R}_x) \times \mathbb{C} \rightarrow S(\mathbb{R}_x) \times \mathbb{C},
\]

\[
P_{(y, \eta)}(f(x), z) = (G_{y, \eta}(f)(x) + z\phi_{j_0}(x, y, \eta), \langle f, \phi_{j_0}(x, y, \eta) \rangle_{L^2(\mathbb{R}_x)})
\]
is invertible for \( y \) sufficiently near zero. The point is now to construct the following square system:

\[
P = \begin{bmatrix}
G & \phi_{j_0}(x, y, D_y) \\
\phi_{j_0}(x, y, D_y) & 0
\end{bmatrix} : C^\infty_0(\mathbb{R}^2(x, y)) \times C^\infty_0(\mathbb{R}^2) \rightarrow C^\infty(\mathbb{R}^2(x, y)) \times C^\infty(\mathbb{R}^2)
\]

in such a way that \( P(y, \eta) \) is the “localized operator” naturally associated with \( P \) (all this procedure will be made rigorous in the sequel). Since \( P(y, \eta) \) turns out to be invertible, we shall construct a parametrix \( Q \) of \( P \) having the form

\[
Q = \begin{bmatrix}
F(x, y, D_x, D_y) & \psi(x, y, D_y) \\
\psi^*(x, y, D_y) & -\Lambda(y, D_y)
\end{bmatrix},
\]

where \( \psi(\cdot, y, \eta) \in C^\infty(\mathbb{R}^2(\cdot, y, \eta), \mathcal{S}(\mathbb{R}_x)), F(x, y, D_x, D_y) \) is constructed starting from a “partial” inverse of \( G_{y, \eta} \) (see \( F_0 \) below in \([5,23]\)), and \( \Lambda(y, D_y) \) is a pseudodifferential operator in the \( y \)-variable only, having \( \lambda_{j_0}(y, \eta) \) as its principal symbol.

This idea was exploited by several authors in the study of hypoellipticity (see, for instance, \([33,15]\), and, in particular, the approach followed in \([30]\)), and will allow us to reduce the problem of the hypoellipticity of \( G \) to the simpler analysis of the one-variable pseudodifferential operator \( \Lambda(y, D_y) \) (see, for instance, \([5]\)).

Note that the operator \( G \) is not transversally elliptic if \( h > 1 \) (i.e., \( G \) does not vanish exactly to the second order on its characteristic manifold \( \Sigma = \{ x = 0 = \xi, \eta \neq 0 \} \)), due to

\[
\sigma_{\text{princ}}(G) = \xi^2 + x^2 h^2 \eta^2 \approx \eta^2 \left( |x|^h + \frac{|\xi|}{|\eta|} \right)^2.
\]

Therefore, in order to carry out the above program, we need a variant of the Boutet de Monvel pseudodifferential calculus (see \([4]\) and also \([15]\)), which is briefly recalled in Appendix II (further details can be found in Section 2 of \([17]\) and in Appendix B of \([28]\)).

Let us now start the construction of a right parametrix \( Q \) of the operator \( P \) as a map from \( C^\infty_0(\mathbb{R}^2(x, y)) \times C^\infty_0(\mathbb{R}^2) \) into \( C^\infty(\mathbb{R}^2(x, y)) \times C^\infty(\mathbb{R}^2) \). A left parametrix \( Q' \) of \( P \) can be easily obtained by arguing in a similar way, so that \( Q \) is actually a complete parametrix of \( P \) since, from standard pseudodifferential calculus, one trivially has \( Q = Q' \) (mod. a regularizing operator).

Firstly, we introduce the pseudodifferential framework used to construct the matrix operator \( P \). To this aim, note that the eigenfunction

\[
\phi_{j_0}(\cdot, y, \eta) \in \ker \left( G_{y, \eta} - \lambda_{j_0}(y, \eta) \text{Id} \right)
\]

is a rapidly decreasing function in \( x \), smoothly depending on \((y, \eta)\), i.e., \( \phi_{j_0}(\cdot, y, \eta) \in C^\infty(\mathbb{R}^2(y, \eta), \mathcal{S}(\mathbb{R}_x)) \) (see, for instance, Thm. 1.9.1. and (1.9.2) in \([16]\)). Furthermore, the symbol of the localized operator \( G_{y, \eta} \) satisfies the scaling property

\[
\sigma \left( G_{y, \mu \eta} \right)(\mu^{-\frac{1}{n+1}}x, \mu^{\frac{1}{n+1}}\xi) = \mu^{2/(h+1)} \sigma \left( G_{y, \eta} \right)(x, \xi),
\]

whence, the corresponding homogeneity properties immediately follow:

\[
\lambda_{j_0}(y, \mu \eta) = \mu^{2/(h+1)} \lambda_{j_0}(y, \eta), \quad \phi_{j_0}(\mu^{-\frac{1}{n+1}}x, y, \mu \eta) = \mu^{1/2(h+1)} \phi_{j_0}(x, y, \eta), \quad \mu > 0,
\]

where the factor \( \mu^{1/2(h+1)} \) appears in the second formula because of the \( L^2(\mathbb{R}_x) \)-normalization of \( \phi_{j_0}(\cdot, y, \eta) \). As a consequence, we get that \( \lambda_{j_0}(y, \eta) \in S^{2/(h+1)}_{1,0}(\mathbb{R}^2) \) and \( \phi_{j_0}(x, y, \eta) \in H^{1/2(h+1)}_h \) in view of \([7,4]\) in Appendix II.
We are looking for an operator \( Q \) such that

\[
G(x, y, D_x, D_y) = \sum_{j \geq 0} G_{-j}(x, y, D_x, D_y) + \mathcal{OPS}_{h}^{2, \infty},
\]

where

\[
\sigma(G_0)(x, y, \xi, \eta) = \xi^2 + x^{2h}\eta^2 - (1 + 2\alpha(0, y))h x^{-1-\eta},
\]

\[
\sigma(G_{-j})(x, y, \xi, \eta) = -\frac{2}{j!} \partial^j_x \alpha(0, y) h x^{j-\eta} \quad \text{if} \ j > 0.
\]

According to Definition 7.5, the term \( G_{-j} \) is the globally homogeneous part of degree \( \frac{2}{n+1} - \frac{j}{n+1} \) of the symbol of \( G \). Note that \( G_0(x, y, D_x, \eta) \) coincides with the localized operator \( G_{y, \eta} \) in (5.7); for this reason, the terms \( G_{-j}(x, y, D_x, \eta) \) can be thought of as higher order localized operators of \( G \).

By arguing as done in the proof of Prop. 3.1.2 of [15], in (5.10) we can indentify \( G \) by its asymptotic sum \( \sum_{j \geq 0} G_{-j} \), overlooking the error term in \( \mathcal{OPS}_{h}^{2, \infty} \).

From Lemma 7.4 we obtain that

\[
\sigma(G \circ F) \sim \sum_{s \geq 0} \sum_{(h+1)\alpha + i + j = s} \frac{1}{\alpha!} \sigma(\partial^s_{\xi} G_{-j}(x, y, D_x, \eta) \circ_x D^\alpha_y F_i(x, y, D_x, \eta)).
\]

Furthermore from Lemma 7.2(i) we may write that

\[
\sigma(\phi_0 \circ \psi^*) \sim e^{-ix\xi} \sum_{s \geq 0} \sum_{(h+1)\alpha + i + s} \frac{1}{\alpha!} \partial^s_{\eta} \phi_j(x, y, \eta) D^\alpha_y \psi_s(x, y, \eta).
\]
Analogously Lemmas \(7.3\) and \(7.2\)(iii) give
\[
\sigma(G \circ \psi) \sim \sum_{s \geq 0} \sum_{(h+1)\ell+i+j=s} \frac{1}{\ell!} \partial_y^{\ell} G_{-j}(x, y, D_x, \eta)(D_{x,y}^{i} \psi_{-i}(\cdot, y, \eta)),
\]
\[
\sigma(\phi_{j_0} \circ \Lambda) \sim \sum_{s \geq 0} \sum_{(h+1)\alpha+\ell=s} \frac{1}{\alpha!} \partial_{\eta}^{\alpha} \phi_{j_0}(x, y, \eta) D_{y}^{\alpha} \Lambda_{-\ell}(y, \eta).
\]
Finally Lemmas \(7.4(i)\) and \(7.2(ii)\) yield
\[
\sigma(\phi_{j_0}^{*} \circ F) \sim \sum_{s \geq 0} \sum_{(h+1)\alpha+j=s} \frac{1}{\alpha!} D_{y}^{\ell} (F_{-j}(x, y, D_x, \eta))^{*} \partial_{y}^{\ell} \phi_{j_0}(\cdot, y, \eta),
\]
and
\[
\sigma(\phi_{j_0}^{*} \circ \psi) \sim \sum_{s \geq 0} \sum_{(h+1)\alpha+j=s} \frac{1}{\alpha!} \int \partial_{\eta}^{\alpha} \phi_{j_0}(x, y, \eta) D_{y}^{\alpha} \psi_{-j}(x, y, \eta) dx.
\]
Let us consider the terms globally homogeneous of degree 0. We obtain the relations
\[
G_{y,\eta}(x, y, D_x, \eta) \circ_x F_{0}(x, y, D_x, \eta) + \phi_{j_0}(x, y, \eta) \otimes \psi_0(\cdot, y, \eta) = Id,
\]
\[
G_{y,\eta}(x, y, D_x, \eta)(\psi_0(\cdot, y, \eta)) - \Lambda_0(y, \eta) \phi_{j_0}(x, y, \eta) = 0,
\]
\[
(F_0(x, y, D_x, \eta))^{*} (\phi_{j_0}(\cdot, y, \eta)) = 0,
\]
\[
\int \widetilde{\phi}_{j_0}(x, y, \eta) \psi_0(x, y, \eta) dx = 1.
\]
Here we denoted by \(\phi_{j_0} \otimes \psi_0\) the operator \(u = u(x) \mapsto \phi_{j_0} \int \psi_0 u dx; \phi_{j_0} \otimes \psi_0\) must be a globally homogeneous symbol of degree zero.

By choosing
\[
\psi_0 := \phi_{j_0} \quad \text{and} \quad \Lambda_0(y, \eta) := \lambda_{j_0}(y, \eta)
\]
conditions \((5.19)\) and \((5.21)\) are automatically satisfied. Upon denoting by \(\Pi_0\) the orthogonal projection onto \(\text{Ker}(G_{y,\eta} - \lambda_{j_0}(y, \eta) Id)\) = \([\phi_{j_0}]\), Conditions \((5.18)\) and \((5.20)\) can be rewritten as
\[
G_{y,\eta}(x, y, D_x, \eta) \circ_x F_{0}(x, y, D_x, \eta) = Id - \Pi_0,
\]
\[
\text{Im } F_{0}(x, y, D_x, \eta) \subset [\phi_{j_0}]_{1}^{\perp},
\]
whence
\[
F_0(x, y, D_x, \eta) = \begin{cases} 
(G_{y,\eta} |_{[\phi_{j_0}]_{1}^{\perp} \cap B_h})^{-1} & \text{on } [\phi_{j_0}]_{1}^{\perp}, \\
0 & \text{on } [\phi_{j_0}]_h,
\end{cases}
\]
where \(B_h = \{ f \in L^2(\mathbb{R}^*) \mid |x^\alpha \partial^\beta f| \in L^2(\mathbb{R}^*_x) \quad \alpha/h + |\beta| \leq 2 \} \). We point out that \(G_{y,\eta}\) is \(h\)-globally elliptic w.r.t. \((x, \xi)\), smoothly depending on the parameters \((y, \eta)\), \(\eta \neq 0\), i.e., for \(|x|^h + |\xi| \gg 1\) one has that
\[
|\sigma(G_{y,\eta})(x, \xi)| = |\xi|^2 + x^{2h} \eta^2 - (1 + 2 \alpha(0,y))h x^{h-1} \eta| \geq C_{y,\eta}(|\xi| + |x|^h + 1)^2.
\]
Following \(16\) one can show that \(F_0(x, y, D_x, \eta)\) is actually a pseudodifferential operator whose symbol verifies \((7.3)\) with \(m = k = -2, j = 0,\) and is globally homogeneous of degree \(-2/(h+1)\).
Once we have completed the analysis of the globally homogeneous terms of degree 0 in (5.10), let us pass to the terms of degree \(-1/(h+1)\) in Equations (5.11)–(5.14). Upon noting that \(\frac{1}{h+1} < 1\), we get

\[
G_{-\frac{1}{h+1}} \circ_x F_0 + G_{y,\eta} \circ_x F_{-\frac{1}{h+1}} + \phi_{j_0} \otimes \psi_{-\frac{1}{h+1}} = 0, 
\]

(5.24)

\[
G_{y,\eta}(\psi_{-\frac{1}{h+1}}) + G_{-\frac{1}{h+1}}(\phi_{j_0}) - \Lambda_{-\frac{1}{h+1}} \phi_{j_0} = 0, 
\]

(5.25)

\[
(F_{-\frac{1}{h+1}})^*(\phi_{j_0}) = 0, 
\]

(5.26)

\[
\langle \psi_{-\frac{1}{h+1}}, \phi_{j_0} \rangle_{L^2(\mathbb{R}_+)} = 0. 
\]

(5.27)

First we solve w.r.t. \(\psi_{-\frac{1}{h+1}}\). From (5.27) we get immediately that \(\psi_{-\frac{1}{h+1}} \in [\phi_{j_0}]^\perp\). Thus, since \(G_{y,\eta}([\phi_{j_0}]^\perp) \subset [\phi_{j_0}]^\perp\) we must have that \(G_{y,\eta}(\psi_{-\frac{1}{h+1}}) \in [\phi_{0}]^\perp\), whence

\[
\Lambda_{-\frac{1}{h+1}} = \langle G_{-\frac{1}{h+1}}(\phi_{j_0}), \phi_{j_0}\rangle, 
\]

(5.28)

\[
\psi_{-\frac{1}{h+1}} = F_0 \left( -G_{-\frac{1}{h+1}}(\phi_{j_0}) + \Lambda_{-\frac{1}{h+1}} \phi_{j_0} \right) = -F_0 \left( G_{-\frac{1}{h+1}}(\phi_{j_0}) \right). 
\]

(5.29)

From (5.26) we deduce that \(\Pi_0 F_{-\frac{1}{h+1}} = 0\). Then from (5.23), applying \(F_0\) to both sides of (5.24), we obtain that

\[
F_{-\frac{1}{h+1}} = (Id - \Pi_0) F_{-\frac{1}{h+1}} = -F_0 \left( G_{-\frac{1}{h+1}} \circ_x F_0 + \phi_{j_0} \otimes \psi_{-\frac{1}{h+1}} \right). 
\]

(5.30)

Inspecting (5.29), (5.30) we see that \(\psi_{-\frac{1}{h+1}} \in H^2_{\frac{2\pi}{(h+1)}} - \frac{(h+1)}{h+1}\), globally homogeneous of degree \(1/2(h+1) - 1/(h+1)\), and \(F_{-\frac{1}{h+1}} \in S^{-2, -2+\frac{1}{h}}_h\), globally homogeneous of degree \(-2/(h+1) - 1/(h+1)\). From (5.28) we have that \(\Lambda_{-\frac{1}{h+1}}\) is a homogenous symbol in \(S^{-2, 2+\frac{1}{h}}_{1,0} - \frac{1}{h+1}\). This ends the analysis of the terms of degree \(-1/(h+1)\) in (5.10).

Let us finally compute explicitly the terms of degree \(-2/(h+1)\), which will be useful in the sequel of this section. The procedure can be iterated for each level of homogeneity, arguing in a similar way.

Since \(2/(h+1) < 1\), Equations (5.11)–(5.14) at level \(-2/(h+1)\) read

\[
G_{-\frac{2}{h+1}} \circ_x F_0 + G_{-\frac{2}{h+1}} \circ_x F_{-\frac{1}{h+1}} + G_{y,\eta} \circ_x F_{-\frac{2}{h+1}} + \phi_{j_0} \otimes \psi_{-\frac{2}{h+1}} = 0, 
\]

(5.31)

\[
G_{y,\eta}(\psi_{-\frac{2}{h+1}}) + G_{-\frac{2}{h+1}}(\psi_{-\frac{1}{h+1}}) + G_{-\frac{2}{h+1}}(\phi_{j_0}) - \Lambda_{-\frac{2}{h+1}} \phi_{j_0} = 0, 
\]

(5.32)

\[
(F_{-\frac{2}{h+1}})^*(\phi_{j_0}) = 0, 
\]

(5.33)

\[
\langle \psi_{-\frac{2}{h+1}}, \phi_{j_0} \rangle_{L^2(\mathbb{R}_+)} = 0. 
\]

(5.34)

Arguing as above, from (5.34) we have that \(\psi_{-\frac{2}{h+1}} \in [\phi_{j_0}]^\perp\), so that (5.32) gives that

\[
[\phi_{0}]^\perp \ni G_{y,\eta}(\psi_{-\frac{2}{h+1}}) = -G_{-\frac{1}{h+1}}(\psi_{-\frac{1}{h+1}}) - G_{-\frac{2}{h+1}}(\phi_{j_0}) + \Lambda_{-\frac{2}{h+1}} \phi_{j_0}, 
\]

(5.35)
whence, from (5.29) it follows that
\[
\Lambda_{-\frac{2}{n+1}} = \langle G_{-\frac{2}{n+1}}(\phi_{j_0}), \phi_{j_0} \rangle + \langle G_{-\frac{1}{n+1}}(\psi_{-\frac{1}{n+1}}), \phi_{j_0} \rangle
\]
(5.35)\[= \langle G_{-\frac{2}{n+1}}(\phi_{j_0}), \phi_{j_0} \rangle - \langle F_0 \left( G_{-\frac{1}{n+1}}(\phi_{j_0}) \right), G_{*_{\frac{1}{n+1}}}(\phi_{j_0}) \rangle\]
and that
\[
\psi_{-\frac{2}{n+1}} = F_0 \left( -G_{-\frac{1}{n+1}}(\psi_{-\frac{1}{n+1}}) - G_{-\frac{2}{n+1}}(\phi_{j_0}) + \Lambda_{-\frac{2}{n+1}}(\phi_{j_0}) \right).
\]
In view of (5.33) we see that \(\Pi_0 F_{-\frac{2}{n+1}} \equiv 0\). As a consequence, applying \(F_0\) to both sides of (5.31) yields that
\[
F_{-\frac{2}{n+1}} = -F_0 \left( G_{-\frac{2}{n+1}} \circ_x F_0 + G_{-\frac{1}{n+1}} \circ_x F_{-\frac{1}{n+1}} + \phi_{j_0} \otimes \psi_{-\frac{2}{n+1}} \right).
\]
This completes the proof of (5.10). Mirroring the argument above, we see that \(Q\) is also a left parametrix,
\[
\left[ F(x, y, D_x, D_y), \psi(x, y, D_y) \right] \circ \left[ G(x, y, D_x, D_y), \phi_{j_0}(x, y, D_y) \right] = \left[ \text{Id}_{C^\infty_0(\mathbb{R}^2)}, 0 \right],
\]
so that
\[
F(x, y, D_x, D_y) \circ G(x, y, D_x, D_y) = \text{Id} - \psi(x, y, D_y) \circ \phi_{j_0}^*(x, y, D_y),
\]
(5.38)\[
\psi^*(x, y, D_y) \circ G(x, y, D_x, D_y) = \Lambda(y, D_y) \circ \phi_{j_0}^*(x, y, D_y).
\]
As a consequence, we have the following

**Proposition 5.2.** If \(\Lambda\) is hypoelliptic with a loss of \(\delta > 0\) derivatives, then \(G\) is also hypoelliptic with a loss of derivatives equal to \(2 \cdot \frac{h}{n+1} + \delta\).

**Proof.** Assume that \(Gu \in H_{loc}^s(\mathbb{R}^2)\). From Lemma 7.5 we have that \(FGu \in H_{loc}^{s+2/(h+1)}(\mathbb{R}^2)\). By (5.37) we have that \(u - \psi \phi_{j_0}^* u \in H_{loc}^{s+2/(h+1)}(\mathbb{R}^2)\). Again, using Lemma 7.5, \(\psi^* Gu \in H_{loc}^s(\mathbb{R})\), so that, by (5.33), \(\Lambda \phi_{j_0}^* u \in H_{loc}^s(\mathbb{R})\). The hypoellipticity of \(\Lambda\) then yields that \(\phi_{j_0}^* u \in H_{loc}^{s+\frac{2}{n+1} - \delta}(\mathbb{R})\). From Lemma 7.5 we obtain that \(\psi \phi_{j_0}^* u \in H_{loc}^{s+\frac{2}{n+1} - \delta}(\mathbb{R})\). Thus \(u = (\text{Id} - \psi \phi_{j_0}^*) u + \psi \phi_{j_0}^* u \in H_{loc}^{s+\frac{2}{n+1} - \delta} = H_{loc}^{s+\frac{2}{n+1} - \delta}\). This proves the proposition.

**Remark 5.3.** The converse of Proposition 5.2 is also true and can be shown similarly by using the identities (5.12) and (5.14).

By applying Proposition 5.2 we have reduced the study of the hypoellipticity (h.e.) of \(G\) to the analysis of the h.e. of \(\Lambda(y, D_y) \sim \sum_{j \geq 0} \Lambda_{-j}(y, D_y)\) in (5.15).

Let us now write explicitly the symbol \(\Lambda(y, \eta)\), by taking into account (5.22), (5.28), (5.35) and (5.17):
\[
\Lambda_0(y, \eta) = \lambda_{j_0}(y, \eta),
\]
(5.39)\[
\Lambda_{-\frac{1}{n+1}} = \langle G_{-\frac{1}{n+1}}(\phi_{j_0}), \phi_{j_0} \rangle = -2\partial_x \alpha(0, y) h \eta \langle x^h \phi_{j_0}, \phi_{j_0} \rangle,
\]
\[
\Lambda_{-\frac{2}{n+1}} = \langle G_{-\frac{2}{n+1}}(\phi_{j_0}), \phi_{j_0} \rangle - \langle F_0 \left( G_{-\frac{1}{n+1}}(\phi_{j_0}) \right), G_{*_{\frac{1}{n+1}}}(\phi_{j_0}) \rangle
\]
(5.40)\[
= -\partial_x^2 \alpha(0, y) h \eta \langle x^{h+1} \phi_{j_0}, \phi_{j_0} \rangle - 4\partial_x \alpha(0, y)^2 h^2 \eta^2 \langle F_0 \left( x^h \phi_{j_0} \right), x^h \phi_{j_0} \rangle.
\]
We are going to show that $\Lambda_{-\frac{1}{n+1}}(y,\eta)$ vanishes identically. To see this, we recall that $h$ is an odd integer, hence the localized operator $G_{y,\eta}$ in (5.7) is invariant under the action of the antipodal map $x \mapsto -x$. Since the eigenvalue $\lambda_{j_0}(y,\eta)$ is simple (see the Introduction), the eigenfunction $\phi_{j_0}$ must have a parity with respect to the $x$ variable, so that $\langle x^h\phi_{j_0}, \phi_{j_0} \rangle \equiv 0$, and then

$$\Lambda_{-\frac{1}{n+1}}(y,\eta) \equiv 0.$$  

Moreover, due to (5.8) one also has that

$$\Lambda_0(0,\eta) = \lambda_{j_0}(0,\eta) \equiv 0 \quad \text{for} \quad \eta > 0.$$  

From Lemma 27.1.5, Vol. IV of [22], the h.e. of $\Lambda = \Lambda(y, D_y) \in OP S_{1,0}^{2/(h+1)}$ with loss of $0 < \delta < 1$ derivatives (near the origin) is equivalent to the following a priori estimate:

$$(5.41) \quad \|u\|_{\frac{2}{n+1} - \delta}^2 \leq C(\|\Lambda u\|_0^2 + \|u\|_{\mu}^2), \quad \forall u \in C_0^\infty(K),$$

where $K$ is a compact neighborhood of the origin and $\mu < 2/(h+1) - \delta$.

Firstly, we observe that $\Lambda(y,\eta) \equiv \lambda_{j_0}(y,\eta) \pmod{OP S_{1,0}^{2/(h+1) - \delta}}$ whenever $\delta < 2/(h+1)$, and hence $\Lambda(0,\eta) \equiv 0 \pmod{OP S_{1,0}^{2/(h+1) - \delta}}$ for every $\eta > 0$. As a consequence of a standard localization argument, (5.41) cannot hold if $\delta < 2/(h+1)$; therefore, due to Lemma 27.1.5, Vol. IV of [22], $\Lambda(y, D_y)$ can be h.e. with loss of $\delta \geq 2/(h+1)$ only, and by Remark 5.3 the same holds for $G$ with the minimal loss of derivatives equal to $2h/(h+1) + 2/(h+1) = 2$. This proves the first claim of Theorem 5.1.

We are left to show that, under the assumption (5.6), $G$ is h.e. with loss of 2 derivatives, which means, via Proposition 5.2, that $\Lambda(y, D_y)$ is h.e. with loss of $2/(h+1)$ derivatives. As observed above, we are reduced to prove (5.41) with $\delta = 2/(h+1)$. In doing this, we shall assume that $\eta > 0$; indeed, if $\eta < 0$, $\Lambda(y, D_y)$ is elliptic because of (5.39) and (5.8). This task will be achieved by applying the Fefferman-Phong inequality (see [10] and also Thm. 18.6.8, Vol. III of [22]) to estimate the quadratic form $\|\Lambda u\|_0^2 = \langle \Lambda^*\Lambda u, u \rangle$. To this aim it is convenient to use the Weyl quantization (see Section 18.5, Vol. III of [22]), and to point out that the terms $\Lambda_{-j/(h+1)}(y,\eta)$ in the asymptotic expansion of $\Lambda \sim \sum_{j \geq 0} \Lambda_{-j/(h+1)}$ are homogeneous of order $2/(h+1) - j/(h+1)$. By Theorem 18.5.10, Vol. III of [22] and by (5.39) we get

$$\sigma^w(\Lambda) = \lambda_{j_0}(y,\eta) + \Lambda_0 - \frac{2}{n+1}(y,\eta) + \frac{i}{2} \partial_y \partial_y \lambda_{j_0}(y,\eta) + e(y,\eta), \quad \sigma^w(\Lambda^*) = \sigma^w(\Lambda),$$

where $e(y,\eta) \in S_{1,0}^{-\frac{1}{h+1}}$. We recall that, in our case, $h > 1$ is an odd integer, thus $h$ is actually equal or greater than 3. The Weyl pseudodifferential calculus (see Thm. 18.5.4, Vol. III of [22]) yields

$$\sigma^w(\Lambda^*\Lambda) = \lambda_{j_0}^2 + 2\lambda_{j_0} \Lambda_0 - \frac{2}{n+1} + \Lambda_0^2 - \frac{2}{n+1} + 2\lambda_{j_0} \Re e + e'$$

$$(5.42) \quad \geq (1 - \epsilon^2)\lambda_{j_0}^2 + 2\lambda_{j_0} \Lambda_0 - \frac{2}{n+1} + \Lambda_0^2 - \frac{2}{n+1} + e'',$$

where $e'(y,\eta)$ is an error term of order $-\frac{1}{h+1}$, $e' := -1/\epsilon^2(\Re e)^2 + e' \in S_{1,0}^{-\frac{1}{h+1}}$ and $\epsilon$ is a fixed positive constant less than 1.
The key point is to recognize that, under the hypotheses of Theorem 5.1,
\[ \lambda_{j_0}(y, \eta) \Lambda^{-\frac{2}{n+1}}(y, \eta) \geq 0 \]
whenever \( y \) is sufficiently near zero. From (5.5) and (5.40) it follows that
\[ \Lambda^{-\frac{2}{n+1}}(0, \eta) = -\partial^2_{xx}\alpha(0, 0) h\eta \langle x^{h+1} \phi_{j_0}, \phi_{j_0} \rangle_{y=0} \]
\[ = -\partial^2_{xx}\alpha(0, 0) h\| x^{\frac{h+1}{2}} \phi_{j_0} \|_{y=0}^2 \neq 0. \]
Here we have that \( \eta > 0 \). Hence, due to (5.9) the condition \( \lambda_{j_0}(y, \eta) \Lambda^{-\frac{2}{n+1}}(y, \eta) \geq 0 \) means that
\[ (5.43) \quad \lambda_{j_0}(y, 1) \leq 0 \text{ if } \partial^2_{xx}\alpha(0, 0) > 0 \text{ and } \lambda_{j_0}(y, 1) \geq 0 \text{ if } \partial^2_{xx}\alpha(0, 0) < 0. \]
We stress that the “true” value of the eigenvalue \( \lambda_{j_0}(y, 1) \) is a priori unknown; nevertheless, by virtue of Theorem 1.1, conditions (5.43) can be explicitly read from the operator \( G \) and they are equivalent to hypothesis (5.6) of Theorem 5.1.

Therefore, in (5.42) we find out that, for \( y \) near zero,
\[ \sigma^w(\Lambda^* \Lambda)(y, \eta) \geq \Lambda^{-\frac{2}{n+1}}(y, \eta)^2 + e''(y, \eta) \geq \theta + e''(y, \eta), \]
where \( \theta \) is a suitable positive constant.

Finally, by applying the Fefferman-Phong Inequality to \( \Lambda^* \Lambda - \theta I - \text{Op}^w(e'') \) we finally get
\[ \| \Lambda u \|_0^2 = \langle \Lambda^* \Lambda u, u \rangle \geq \theta \| u \|_0^2 + \langle \text{Op}^w(e'') u, u \rangle - C \| u \|_{\frac{4}{n+1}-2}^2 \]
\[ \geq \theta \| u \|_0^2 - C' \| u \|_{\frac{4}{n+1}-2}^2, \]
which is exactly the inequality (5.41) with \( \delta = 2/(h + 1) \), that we were seeking.

Note that the full strength of the Fefferman-Phong Inequality is actually used in the case \( h = 3 \) only; as a matter of fact, for the other values of \( h > 3 \), the Sharp Gårding Inequality (see Thm. 18.1.14, Vol. III of [22]) provides the correct estimate.

Finally, we point out that, if \( h > 3 \), a parametrix of \( \Lambda(y, D_y) \) can be constructed by noting, as seen above, that \( |\sigma(\Lambda)(y, \eta)| \geq c > 0 \ (|\eta| \gg 1) \), and thus using Thm. 22.1.3, Vol. III of [22].

6. Appendix I: Perturbation theory for the anharmonic oscillator \( P_\mu \)

In this appendix, for the sake of completeness, we recall some classical results about the Rayleigh-Schrödinger series applied to our anharmonic oscillator \( P_\mu \). As an immediate consequence, we shall show that the eigenfunctions and the eigenvalues of \( P_\mu \) depend smoothly on the parameter \( \mu \).

Fix \( \overline{\mu} \in \mathbb{R} \) and let us write, for simplicity,
\[ P_\mu = -\partial^2_x + ax^{2h} + \mu x^{h-1} = H_0 + \epsilon V, \]
where \( H_0 = -\partial^2_x + ax^{2h} + \overline{\mu} x^{h-1}, \epsilon = \mu - \overline{\mu}, \) and \( V = x^{h-1} \). We trivially have that the domains of the operators \( H_0 \) and \( V \) satisfy the relation \( \mathcal{D}(H_0) = \mathcal{B}_h \subset \mathcal{D}(V) \).
(see (1.2)); furthermore, since $x^{2h} - x^{2h-2} + 1 \geq 0$, we easily see that, for all $\psi \in B_h$, 
\[
\frac{1}{a} \langle H_0 \psi, \psi \rangle + (1 + \pi^2/a^2) \| \psi \|_0^2 \geq \langle (x^{2h} + (\pi/a)x^{h-1} + 1 + \pi^2/a^2) \psi, \psi \rangle \\
\geq \langle (x^{2h-2} + (\pi/a)x^{h-1} + \pi^2/a^2) \psi, \psi \rangle \\
= \langle (3/4x^{2h-2} + (1/2x^{h-1} + \pi/a)^2) \psi, \psi \rangle \\
\geq 3/4 \| x^{h-1} \psi \|_0^2,
\]
whence, by the Cauchy-Schwarz inequality one gets
\[
(6.1) \quad \frac{1}{a} \| H_0 \psi \|_0^2 + (1 + \pi^2/a^2 + \frac{1}{a}) \| \psi \|_0^2 \geq 3/4 \| V \psi \|_0^2.
\]

As a result, by the lemma in Chapter XII.2 of [32], p. 16, the oscillator $H_0 + \epsilon V$, thought of as an unbounded operator in $L^2(\mathbb{R})$ with domain $B_h$, is an analytic family in the sense of Kato (analytic family of type $(A)$).

By Proposition 3.3, Chap. 2 of [1], $H_0 = P^\perp$ has a discrete spectrum made of the simple eigenvalues $\lambda_j(\overline{\mu})$. If we fix $j_0 \in \mathbb{N}$, there exists a $\delta = \delta(j_0) > 0$, small enough, such that the operator
\[
(6.2) \quad \Pi_\epsilon = \frac{1}{2\pi i} \int_{|\sigma - \lambda_{j_0}(\overline{\mu})| = \delta} (\sigma I - H_0 - \epsilon V)^{-1} d\sigma
\]
is the orthogonal projection onto the eigenspace $\text{Ker}(H_0 + \epsilon V - \lambda_{j_0}(\overline{\mu} + \epsilon)I)$, provided that $\epsilon = \mu - \overline{\mu}$ is small enough (see, for instance, Theorem XII.6 and XII.8 of [32]).

We have that
\[
\sigma I - H_0 - \epsilon V = \left( I - \epsilon V(\sigma I - H_0)^{-1} \right) (\sigma I - H_0),
\]
whence
\[
(\sigma I - H_0 - \epsilon V)^{-1} = (\sigma I - H_0)^{-1} \left( I - \epsilon V(\sigma I - H_0)^{-1} \right)^{-1}.
\]

In view of (6.1), $V(\sigma I - H_0)^{-1}$ is bounded (see Theorem XII.9 [32] for further details); thus an application of the Neumann series shows that $\Pi_\epsilon$ is analytic in $\epsilon$ near the origin. Precisely, we obtain
\[
(\sigma I - H_0 - \epsilon V)^{-1} = \sum_{s=0}^{+\infty} \epsilon^s (\sigma I - H_0)^{-1} (V(\sigma I - H_0)^{-1})^s,
\]
whence
\[
(6.3) \quad \Pi_\epsilon = \sum_{s=0}^{+\infty} \epsilon^s A_s, \quad A_s = \frac{1}{2\pi i} \int_{|\sigma - \lambda_{j_0}(\overline{\mu})| = \delta} (\sigma I - H_0)^{-1} (V(\sigma I - H_0)^{-1})^s d\sigma.
\]

Let $\phi_{j_0}(x) \in L^2(\mathbb{R})$ be a real normalized eigenfunction corresponding to the eigenvalue $\lambda_{j_0}(\overline{\mu})$; we obtain that $\Pi_\epsilon \phi_{j_0}(x) \in \text{Ker}(H_0 + \epsilon V - \lambda_{j_0}(\overline{\mu} + \epsilon)I)$ is analytic in $\epsilon$ and $\| \Pi_\epsilon \phi_{j_0} \|_{L^2(\mathbb{R})} = \| \phi_{j_0} \|_{L^2(\mathbb{R})} = 1$. Due to (6.3), the analyticity of the eigenvalue $\lambda_{j_0}(\overline{\mu} + \epsilon)$ is a consequence of the following identities:
\[
\lambda_{j_0}(\overline{\mu} + \epsilon) = \lambda_{j_0}(\overline{\mu} + \epsilon) \| \Pi_\epsilon \phi_{j_0} \|_{L^2(\mathbb{R})} = \lambda_{j_0}(\overline{\mu} + \epsilon) \| \Pi_\epsilon \phi_{j_0} \|_{L^2(\mathbb{R})} = \langle H_0 + \epsilon V \Pi_\epsilon \phi_{j_0}, \phi_{j_0} \rangle = \langle \Pi_\epsilon \phi_{j_0}, H_0 \phi_{j_0} \rangle + \epsilon \langle V \Pi_\epsilon \phi_{j_0}, \phi_{j_0} \rangle = \lambda_{j_0}(\overline{\mu}) + \epsilon \langle V \Pi_\epsilon \phi_{j_0}, \phi_{j_0} \rangle.
\]
Precisely, by inserting (6.3) into the above formula, we get the so-called Rayleigh-Schrödinger series for the eigenvalue $\lambda_{j_0}$:

\begin{equation}
\lambda_{j_0}(\mu + \epsilon) = \lambda_{j_0}(\mu) + \sum_{s=0}^{+\infty} \epsilon^{s+1} \langle VA_s \phi_{j_0}, \phi_{j_0} \rangle.
\end{equation}

In particular, it will be useful to have explicit formulas for the first and the second derivative of $\lambda_{j_0}$ at $\mu$.

To this purpose, we observe that

\begin{equation}
A_0 \phi_{j_0} = \frac{1}{2\pi i} \oint_{|\sigma - \lambda_{j_0}(\mu)| = \delta} (\sigma I - H_0)^{-1} d\sigma \phi_{j_0} = \Pi_0 \phi_{j_0} = \phi_{j_0}
\end{equation}

and we immediately get that

\begin{equation}
\lambda'_{j_0}(\mu) = \langle V \phi_{j_0}, \phi_{j_0} \rangle,
\end{equation}

as shown in (2.3) by following a different approach.

Furthermore, by (6.3) we have that

\begin{equation}
\lambda''_{j_0}(\mu) = 2 \langle VA \phi_{j_0}, \phi_{j_0} \rangle = \frac{1}{\pi i} \oint_{|\sigma - \lambda_{j_0}(\mu)| = \delta} (\sigma I - H_0)^{-1} (\sigma I - H_0)^{-1} \phi_{j_0}, V \phi_{j_0} d\sigma
\end{equation}

From Theorem 3.1, Chap. 2 of [1], the eigenfunctions of the Schrödinger operator give rise to a complete orthonormal system $\{\phi_{j}\}_{j \in \mathbb{N}}$ of $L^2(\mathbb{R})$; we thus have that $V \phi_{j_0} = \sum_{n=0}^{+\infty} \langle V \phi_{j_0}, \phi_{n} \rangle \phi_{n}$ and that

\begin{equation}
V \phi_{j_0} = \sum_{n=0}^{+\infty} \langle V \phi_{j_0}, \phi_{n} \rangle \phi_{n}, \quad \langle \sigma I - H_0 \rangle^{-1} \phi_{j_0} = \sum_{n=0}^{+\infty} \langle \phi_{j_0}, \phi_{n} \rangle (\sigma - \lambda_{n}(\mu))^{-1} \phi_{n}.
\end{equation}

By using this identity in (6.7), we obtain

\begin{equation}
\lambda''_{j_0}(\mu) = \sum_{n=0}^{+\infty} \frac{1}{\pi i} \oint_{|\sigma - \lambda_{j_0}(\mu)| = \delta} (\sigma - \lambda_{j_0}(\mu))^{-1} \langle \sigma - \lambda_{n}(\mu) \rangle^{-1} \langle V \phi_{j_0}, \phi_{n} \rangle V \phi_{j_0} d\sigma
\end{equation}

We trivially have that $C_{j_0,j_0} = 0$, whereas, if $n \neq j_0$, we see that

\begin{equation}
C_{j_0,n} = \frac{1}{\lambda_{j_0}(\mu) - \lambda_{n}(\mu)} \left( \frac{1}{2\pi i} \oint_{|\sigma - \lambda_{j_0}(\mu)| = \delta} \frac{1}{\sigma - \lambda_{j_0}(\mu)} d\sigma - \frac{1}{2\pi i} \oint_{|\sigma - \lambda_{j_0}(\mu)| = \delta} \frac{1}{\sigma - \lambda_{n}(\mu)} d\sigma \right).
\end{equation}

The above integrals represent the index of the point $\lambda_{j_0}(\mu)$ and $\lambda_{n}(\mu)$ with respect to the circle $|\sigma - \lambda_{j_0}(\mu)| = \delta$; since $\lambda_{j_0}(\mu)$ lies inside the circle, whereas $\lambda_{n}(\mu)$ lies
outside, we obtain that $C_{j_0, n} = \frac{1}{\lambda_{j_0}(\overline{\mu}) - \lambda_n(\overline{\mu})}$, whence we get

\begin{equation}
\lambda''_{j_0}(\overline{\mu}) = \sum_{n \neq j_0}^{+\infty} \frac{2|\langle V\phi_{j_0}, \phi_n \rangle|^2}{\lambda_{j_0}(\overline{\mu}) - \lambda_n(\overline{\mu})}.
\end{equation}

In particular, if we choose $j_0 = 0$, i.e., the lowest eigenvalue, we have that $\lambda_0(\overline{\mu}) - \lambda_n(\overline{\mu}) < 0$ for $n \geq 1$, which yields that

\begin{equation}
\lambda''_{0}(\overline{\mu}) = \sum_{n=1}^{+\infty} \frac{2|\langle V\phi_{0}, \phi_n \rangle|^2}{\lambda_{0}(\overline{\mu}) - \lambda_n(\overline{\mu})} \leq 0.
\end{equation}

As a matter of fact, the above inequality is actually strict. To see this, assume, for the sake of argument, that $\lambda''_{0}(\overline{\mu}) = 0$. From (6.9) it would follow that $\langle V\phi_{0}, \phi_n \rangle = 0$ for every $n \geq 1$, and hence that $V\phi_{0} = x^h - A\phi_{0}$, which is false ($h > 1$). Therefore, we have proved that

\begin{equation}
\lambda''_{0}(\mu) < 0, \quad \forall \mu \in \mathbb{R}.
\end{equation}

As a result, the lowest eigenvalue $\lambda_{0}(\mu)$ is a strictly concave function of $\mu \in \mathbb{R}$.

7. Appendix II: A variant of the Boutet de Monvel Calculus

In this appendix, following the ideas of [3] and [4], we develop the Boutet de Monvel Calculus adapted to our non-transversally elliptic case (further details can be found in Section 4 of [6] and in Appendix B of [28]). Firstly, we introduce the classes of symbols and operators we deal with; essentially, they are obtained by looking at $G$ in (5.1) (see Definition 7.1 below) and at the eigenfunctions of its localized operator (5.7) (see Definition 7.3). Finally we discuss their corresponding composition formulas.

**Definition 7.1.** We define the class of symbols $S^{m,k}_{h}(\Omega, \Sigma)$, where $\Omega$ is a conic neighborhood of the point $(0, e_2)$ and $\Sigma$ denotes the characteristic manifold $\{x = 0, \xi = 0\}$, as the set of all $C^\infty$ functions such that, on any conic subset of $\Omega$ with compact base,

\begin{equation}
|\partial^\alpha_y \partial^\beta_\eta \partial^\gamma_x \partial^\delta_\xi a(x, y, \xi, \eta)| \lesssim (1 + |\eta|)^{m-\beta-\delta} \left( \frac{|\xi|}{|\eta|} + |x|^h + \frac{1}{|\eta| \frac{h+1}{\rho\delta}} \right)^{k-\frac{2}{\rho\delta} - \delta}.
\end{equation}

We simply write $S^{m,k}_{h}$ for $S^{m,k}_{h}(\mathbb{R}^2 \times \mathbb{R}^2, \Sigma)$ and we set $S^{m,\infty}_{h} = \bigcap_{j \geq 0} S^{m,j}_{h}$. Finally we denote by $OPS^{m,k}_{h}$ and by $OPS^{m,\infty}_{h}$ the corresponding class of pseudodifferential operator.

By a straightforward computation (see e.g. [4]), we have $S^{m,k}_{h} \subset S^{m',k'}_{h}$ iff $m \leq m'$ and $m - \frac{h}{h+1} k \leq m' - \frac{h}{h+1} k'$. $S^{m,k}_{h}$ can be embedded in the Hörmander classes $S^{m+\frac{h}{h+1} k}_{\rho, \delta}$, where $k_- = \max\{0, -k\}$, $\rho = \delta = 1/(h + 1) \leq 1/2$. Thus, from (5.1) we easily see that $G \in OPS^{2,2}_{h}(\mathbb{R}^2, \Sigma)$. 
We shall need also the following

**Definition 7.2** (H). Let $\Omega$ and $\Sigma$ be as above. We define the class $\mathcal{H}_h^m(\Omega, \Sigma)$ by

$$\mathcal{H}_h^m(\Omega, \Sigma) = \bigcap_{j=1}^{\infty} S_h^{m-j, -\frac{\beta+j}{\beta+1}}(\Omega, \Sigma).$$

We write $\mathcal{H}_h^m$ for $\mathcal{H}_h^m(\mathbb{R}^2 \times \mathbb{R}^2, \Sigma)$.

Let $\Sigma_1 = \pi_x \Sigma$ be the space projection of $\Sigma$. Then we set the following

**Definition 7.3.** We write $H^m_h$ for $\mathcal{H}_h^m(\mathbb{R}^2_{x,y} \times \mathbb{R}_\eta, \Sigma_1)$, i.e., the class of all smooth functions in $\bigcap_{j=1}^{\infty} S_h^{m-j, -\frac{\beta+j}{\beta+1}}(\mathbb{R}^2_{x,y} \times \mathbb{R}_\eta, \Sigma_1)$. Here $S_h^{m,k}(\mathbb{R}^2_{x,y} \times \mathbb{R}_\eta, \Sigma_1)$ denotes the set of all smooth functions such that

$$|\partial_\alpha^\eta \partial_\beta^\eta \partial_\gamma^\eta a(x, y, \eta)| \lesssim (1 + |\eta|)^{m-\beta} \left( |x|^h + \frac{1}{|\eta|^\frac{k}{\beta+1}} \right)^{k-\frac{2}{\beta}}.$$  

Define the action of a symbol $a(x, y, \eta)$ in $H^m_q$ as the map $a(x, y, D_y): C_0^\infty(\mathbb{R}_\eta) \to C^\infty(\mathbb{R}^2_{x,y})$ defined by

$$a(x, y, D_y)u(x, y) = (2\pi)^{-1} \int e^{iy\eta} a(x, y, \eta) \hat{u}(\eta) d\eta.$$  

Such an operator, modulo a regularizing operator (w.r.t. the $y$ variable), is called a Hermite operator, and we denote by $\text{OPH}_h^m$ the corresponding class.

We also need the adjoint of the Hermite operators defined in Definition 7.3.

**Definition 7.4.** Let $a \in H^m_h$. We define the map $a^*(x, y, D_y): C_0^\infty(\mathbb{R}^2_{x,y}) \to C^\infty(\mathbb{R}_\eta)$ as

$$a^*(x, y, D_y)u(y) = (2\pi)^{-1} \int \int e^{iy\eta} \overline{a(x, y, \eta)} \hat{u}(x, \eta) dxd\eta.$$  

We denote by $\text{OPH}_h^{*m}$ the related set of operators.

Following is a lemma on compositions involving the two different types of Hermite operators defined above. First we give a definition of “global” homogeneity:

**Definition 7.5.** We say that a symbol $a(x, y, \xi, \eta)$ is globally homogeneous (abbreviated g.h.) of degree $m$, if, for $\lambda \geq 1$, $a(\lambda^{-1/(h+1)}x, y, \lambda^{1/(h+1)}\xi, \lambda\eta) = \lambda^m a(x, y, \xi, \eta)$. Analogously a symbol, independent of $\xi$, of the form $a(x, y, \eta)$ is said to be globally homogeneous of degree $m$ if $a(\lambda^{-1/(h+1)}x, y, \lambda\eta) = \lambda^m a(x, y, \eta)$.

Let $f_j(x, y, \xi, \eta) \in S_{h}^{m,k+\frac{j}{\pi}}$, $j \in \mathbb{N}$. Then there exists $f(x, y, \xi, \eta) \in S_{h}^{m,k}$ such that $f \sim \sum_{j=0}^{\infty} f_j$, i.e., $f - \sum_{j=0}^{N-1} f_j \in S_{h}^{m,k+\frac{N}{\pi}}$; thus $f$ is defined modulo a symbol in $S_{h}^{m,\infty} = \bigcap_{s=0}^{\infty} S_{h}^{m,s}$.

Analogously, let $f_{-j}$ be globally homogeneous of degree $m - k\frac{h}{\pi+1} - j\frac{1}{\pi+1}$ and such for every $\alpha, \beta \geq 0$ satisfies the estimates

$$|\partial_\gamma^\eta f_{-j}(x, y, \xi, \eta)| \lesssim (|\xi| + |x|^h + 1)^{k-\frac{2}{\beta}}, \text{ for } (x, \xi, \eta) \in \mathbb{R}^2,$$

for $(y, \eta)$ in a compact subset of $\mathbb{R} \times \mathbb{R} \setminus 0$ and every multiindex $\gamma$. Then $f_{-j} \in S_{h}^{m,k+\frac{1}{\pi}}$.  

Accordingly, let \( \phi_{-j}(x, y, \eta) \in H_h^{m - \frac{j}{h+1}} \). Then there exists \( \phi(x, y, \eta) \in H_h^m \) such that \( \phi \sim \sum_{j \geq 0} \phi_{-j} \), i.e., \( \phi - \sum_{j=0}^{N-1} \phi_{-j} \in H_h^{m - \frac{N}{h+1}} \), so that \( \phi \) is defined modulo a regularizing symbol (w.r.t. the \( y \) variable).

Similarly, let \( \phi_{-j} \) be globally homogeneous of degree \( m - \frac{j}{h+1} \) and such that for every \( \alpha, \ell \geq 0 \) satisfies the estimates

\[
| \partial_{(y, \eta)}^\beta \partial_{x}^\alpha \phi_{-j}(x, y, \eta) | \lesssim (|x|^h + 1)^{-\ell - \frac{\beta}{h+1}}, \quad x \in \mathbb{R},
\]

for \((y, \eta)\) in a compact subset of \( \mathbb{R} \times \mathbb{R} \) and every multiindex \( \beta \). Then \( \phi_{-j} \in H_h^{m - \frac{j}{h+1}} \).

As a matter of fact, in the construction in Section 5 we deal with the asymptotic series of homogeneous symbols.

Next we give a brief description of the composition of the various types of operators introduced so far.

**Lemma 7.1** ([15], Formula 2.4.9). Let \( a \in S_h^{m,k}, b \in S_h^{m',k'}, \) with asymptotic globally homogeneous expansions

\[
a \sim \sum_{j \geq 0} a_{-j}, \quad a_{-j} \in S_h^{m,k+\frac{j}{h+1}}, \text{ g.h. of degree } m - \frac{h}{h+1} - \frac{j}{h+1}, \\
b \sim \sum_{i \geq 0} b_{-i}, \quad b_{-i} \in S_h^{m',k'+\frac{i}{h+1}}, \text{ g.h. of degree } m' - \frac{h}{h+1} - \frac{i}{h+1}.
\]

Then \( a \circ b \) is an operator in \( OPS_h^{m+m',k+k'} \) with

\[
(7.5) \quad \sigma(a \circ b) = \sum_{s=0}^{N-1} \sum_{(h+1)\alpha+i+j=s} \frac{1}{\alpha!} \sigma \left( \partial_{(y, \eta)}^\alpha \partial_{x}^\alpha a_{-j}(x, y, D_x, \eta) \circ_x D_y^\alpha b_{-i}(x, y, D_x, \eta) \right) \in S_h^{m+m' - N,k+k'}.
\]

Here \( \circ_x \) denotes the composition w.r.t. the \( x \)-variable.

**Lemma 7.2** ([4], Section 5 and [15], Sections 2.2, 2.3). Let \( a \in H_h^m, b \in H_h^{m'} \) and \( \lambda \in S_{1,0}^{m''}(\mathbb{R} \times \mathbb{R}) \) with homogeneous asymptotic expansions

\[
a \sim \sum_{j \geq 0} a_{-j}, \quad a_{-j} \in H_h^{m - \frac{j}{h+1}}, \text{ g.h. of degree } m - \frac{j}{h+1}, \\
b \sim \sum_{i \geq 0} b_{-i}, \quad b_{-i} \in H_h^{m' - \frac{i}{h+1}}, \text{ g.h. of degree } m' - \frac{i}{h+1}, \\
\lambda \sim \sum_{\ell \geq 0} \lambda_{-\ell}, \quad \lambda_{-\ell} \in S_{1,0}^{m'' - \frac{\ell}{h+1}}, \text{ homogeneous of degree } m'' - \frac{\ell}{h+1}.
\]

Then

(i) \( a \circ b^* \) is an operator in \( OP\mathcal{X}_h^{m+m'-\frac{1}{h+1}}(\mathbb{R}^2, \Sigma) \) with

\[
(7.6) \quad \sigma(a \circ b^*)(x, y, \xi, \eta) = e^{-ix\xi} \sum_{s=0}^{N-1} \sum_{(h+1)\alpha+i+j=s} \frac{1}{\alpha!} \partial_{(y, \eta)}^\alpha \partial_{x}^\alpha a_{-j}(x, y, \eta) D_y^\alpha \hat{b}_{-i}(\xi, y, \eta) \in \mathcal{X}_h^{m+m' - \frac{1}{h+1} - \frac{N}{h+1}},
\]

where the Fourier transform in \( D_y^\alpha \hat{b}_{-i}(\xi, y, \eta) \) is taken w.r.t. the \( x \)-variable.
(ii) $b^* \circ a$ is an operator in $\text{OPS}^{m+m'-1}_{1,0}(\mathbb{R}_y)$ with

$$\sigma(b^* \circ a)(y, \eta) - \sum_{s=0}^{N-1} \sum_{(h+1)\alpha+j+i=s} \frac{1}{\alpha!} \int \partial_{\eta}^\alpha b_{-i}(x, y, \eta) D_y^\alpha a_{-j}(x, y, \eta) dx$$

$$\in S^{m+m'-1}_{1,0}(\mathbb{R}_y \times \mathbb{R}_\eta).$$

(iii) $a \circ \lambda$ is an operator in $\text{OPH}^{m+m''}_h$. Furthermore its asymptotic expansion is given by

$$\sigma(a \circ \lambda) - \sum_{s=0}^{N-1} \sum_{(h+1)\alpha+j+i=s} \frac{1}{\alpha!} \partial_{\eta}^\alpha a_{-j}(x, y, \eta) D_y^\alpha \lambda_{-\ell}(y, \eta) \in H^{m+m''}_{h} - \frac{N}{\pi+1}.$$

**Lemma 7.3.** Let $a(x, y, D_x, D_y)$ be an operator in the class $\text{OPS}^{m,k}_{h}(\mathbb{R}^2, \Sigma)$ and $b(x, y, D_y) \in \text{OPH}^m_h$ with g.h. asymptotic expansions

$$a \sim \sum_{j \geq 0} a_{-j}, \quad a_{-j} \in \mathcal{S}^{m,k}_{h}, \text{ g.h. of degree } m - \frac{h}{h+1}k - \frac{j}{h+1};$$

$$b \sim \sum_{i \geq 0} b_{-i}, \quad b_{-i} \in H^{m'}_{h} - \frac{i}{h+1};$$

Then $a \circ b \in \text{OPH}^{m+m'-k}_{h} - \frac{h}{\pi+1}$ and has a g.h. asymptotic expansion of the form

$$\sigma(a \circ b) - \sum_{s=0}^{N-1} \sum_{(h+1)\ell+i+j=s} \frac{1}{\ell!} \partial_{\eta}^\ell a_{-j}(x, y, D_x, \eta)(D_y^\ell b_{-i}(\cdot, y, \eta))$$

$$\in H^{m+m'-k}_{h} - \frac{h}{\pi+1}.$$

**Lemma 7.4.** Let $a(x, y, D_x, D_y)$ be an operator in the class $\text{OPS}^{m,k}_{h}(\mathbb{R}^2, \Sigma)$, $b^*(x, y, D_y) \in \text{OPH}^{m'}_h$ and $\lambda(y, D_y) \in \text{OPS}^{m''}_{1,0}(\mathbb{R}_y)$ with homogeneous asymptotic expansions

$$a \sim \sum_{j \geq 0} a_{-j}, \quad a_{-j} \in \mathcal{S}^{m,k}_{h}, \text{ g.h. of degree } m - \frac{h}{h+1}k - \frac{j}{h+1};$$

$$b \sim \sum_{i \geq 0} b_{-i}, \quad b_{-i} \in H^{m'}_{h} - \frac{i}{h+1};$$

$$\lambda \sim \sum_{\ell \geq 0} \lambda_{-\ell}, \quad \lambda_{-\ell} \in \mathcal{S}^{m''}_{1,0} - \frac{\ell}{\pi+1}, \text{ homogeneous of degree } m'' - \frac{\ell}{h+1};$$

Then

(i) $b^*(x, y, D_y) \circ a(x, y, D_x, D_y) \in \text{OPH}^{m+m'-k}_{h} - \frac{h}{\pi+1}k$ with g.h. asymptotic expansion

$$\sigma(b^* \circ a) - \sum_{s=0}^{N-1} \sum_{(h+1)\ell+i+j=s} \frac{1}{\ell!} D_y^\ell (a_{-j}(x, y, D_x, \eta))^* (\partial_{\eta}^\ell b_{-i}(\cdot, y, \eta))$$

$$\in H^{m+m'-k}_{h} - \frac{h}{\pi+1} - \frac{N}{\pi+1}.$$
(ii) \( \lambda(y, D_y) \circ b^*(x, y, D_y) \in OPH_h^{m'+m''} \) with asymptotic expansion

\[
(7.11) \quad \sigma(\lambda \circ b^*) = -\sum_{s=0}^{N-1} \frac{1}{(h+1)^{\alpha+\ell}} \sum_{\alpha+\ell = s} \frac{\partial^m_{\eta}}{\eta} \lambda_\ell(y, \eta) D^s_{y} b_{-i}(x, y, \eta),
\]

Finally, let us conclude this appendix by stating (without proving) the Sobolev continuity properties of the operators defined above.

**Lemma 7.5.**

(a) Let \( a \in S^{m,k}_h \), properly supported, with \( k \leq 0 \). Then \( Op a \) is continuous from \( H^{s}_{loc}(\mathbb{R}^2) \) to \( H^{s-m+k+\frac{h}{h+1}}_{loc}(\mathbb{R}^2) \).

(b) Let \( \phi \in H^{m+\frac{h}{h+1}}_h \), properly supported. Then \( Op \phi \) is continuous from \( H^{s}_{loc}(\mathbb{R}) \) to \( H^{s-m}_{loc}(\mathbb{R}) \). Moreover, \( \phi^*(x, y, D_y) \) is continuous from \( H^{s}_{loc}(\mathbb{R}^2) \) to \( H^{s-m}_{loc}(\mathbb{R}) \).
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