MOVEMENT OF CENTERS WITH RESPECT TO VARIOUS POTENTIALS
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Abstract. We investigate a potential with a radially symmetric and strictly decreasing kernel depending on a parameter. We regard the potential as a function defined on the upper half-space \( \mathbb{R}^m \times (0, +\infty) \) and study some geometric properties of its spatial maximizer. To be precise, we give some sufficient conditions for the uniqueness of a maximizer of the potential and study the asymptotic behavior of the set of maximizers.

Using these results, we imply geometric properties of some specific potentials. In particular, we consider applications for the solution of the Cauchy problem for the heat equation, the Poisson integral (including a solid angle) and \( r^{\alpha-m} \)-potentials.

1. Introduction

Let \( f : \mathbb{R}^m \to \mathbb{R} \) be a bounded measurable function with compact support. We consider a potential of the form

\[
K f(x, t) = \int_{\mathbb{R}^m} f(y) k(|x - y|, t) \, dy, \quad x \in \mathbb{R}^m, \quad t > 0.
\]

When \( k(r, t) \) is given by the Gauss kernel \( (4\pi t)^{-m/2} \exp(-r^2/(4t)) \), \( K f(x, t) \) is the solution of the Cauchy problem for the heat equation with initial datum \( f \), and its spatial maximum point for each \( t \) is called a hot spot at time \( t \). When \( k(r, t) \) is given by the Poisson kernel \( 2t(r^2 + t^2)^{-(m+1)/2} / \text{Area}(S^m) \), \( K f(x, t) \) is the Poisson integral which is a solution of the Laplace equation for the upper half-space \( \mathbb{R}^m \times (0, +\infty) \) with boundary datum \( f \). When \( k(r, \alpha) \) is given by \( \text{sign}(m - \alpha)r^{\alpha-m} \) if \( 0 < \alpha \neq m \) or by \( -\log r \) if \( \alpha = m \), \( K f(x, \alpha) \) is the \( r^{\alpha-m} \)-potential (an extension of the Newton potential or the Riesz potential), and its maximizer is called an \( r^{\alpha-m} \)-center, after O’Hara [11].

We remark that the kernel \( k(r, t) \) is allowed to diverge at \( r = 0 \) if the potential \( K f(x, t) \) can be defined for any \( x \in \mathbb{R}^m \). We suggest such a condition of \( k(r, t) \) and show some basic properties of \( K f \) with modification of the argument in [7] pp. 303–318. In particular, we give some differentiation formulas.

When \( f \) is non-zero and non-negative, and when \( k(r, t) \) is strictly decreasing with respect to \( r \) for each \( t \), the object of our investigation is a maximizer of \( K f(\cdot, t) : \mathbb{R}^m \to \mathbb{R} \). We call a maximizer of \( K f(\cdot, t) \) a \( k \)-center of \( f \) at time \( t \). The existence of a \( k \)-center is rather straightforward (the idea of its proof is due...
to \([2,4,11]\), but the uniqueness does not always hold. In fact, we can easily make an example where (at least) two \(k\)-centers exist in the case of the heat equation. Our first main result is a sufficient condition for the uniqueness; namely, if \(k(r,t)\) is concave as a function of \(r\), then \(f\) has a unique \(k\)-center. In other words, the concavity of the kernel \(k(\cdot,t)\) implies that of the potential \(Kf(\cdot,t)\). For example, if \(k(r,\alpha) = -r^{\alpha-m}\) and \(\alpha \geq m+1\), then \(f\) has a unique \(k\)-center.

We next study the asymptotic behavior of the set of \(k\)-centers at time \(t\) as \(t\) goes to \(+\infty\). It is well-known that any hot spot of the initial datum \(f\) converges to the centroid (the center of mass) of \(f\) as \(t\) goes to \(+\infty\), which was shown by Chavel and Karp in \([4]\). Our second main result is to generalize the result in \([4]\) in terms of the potential \(Kf(x,t)\); that is, we give a sufficient condition such that any \(k\)-center converges to the centroid of \(f\) as \(t\) goes to \(+\infty\).

We also consider the case where \(f\) coincides with the characteristic function of a body (the closure of a bounded open set) \(\Omega\) in \(\mathbb{R}^m\). We denote the potential \(K\chi_{\Omega}\) by \(K_{\Omega}\); that is,

\[
K_{\Omega}(x,t) = \int_{\Omega} k(\|x-y\|,t) \, dy, \; x \in \mathbb{R}^m, \; t > 0.
\]

We show some new differentiation formulas of the potential in this case. In particular, we show some boundary integral expressions of the derivative of \(K_{\Omega}\) by \(K\); that is,

\[
K_{\Omega}(x,t) = \int_{\Omega} k(\|x-y\|,t) \, dy, \; x \in \mathbb{R}^m, \; t > 0.
\]

We show some new differentiation formulas of the potential in this case. In particular, we show some boundary integral expressions of the derivative of \(K_{\Omega}\) by \(K\); that is,

\[
K_{\Omega}(x,t) = \int_{\Omega} k(\|x-y\|,t) \, dy, \; x \in \mathbb{R}^m, \; t > 0.
\]

We next restrict the location of a \(k\)-center. Using radial symmetry of the kernel and the philosophy of Alexandrov’s reflection principle or the moving plane method (\([5,13]\)), we can construct a smaller region, depending only on \(\Omega\), so that its complement has no chance of having any center in it. This region was introduced in \([11]\) and called the minimal unfolded region of \(\Omega\). When \(\Omega\) is convex, the minimal unfolded region is also called the heart of \(\Omega\), and it was independently defined by Brasco, Magnanini and Salani in \([8]\) (see also \([2]\)). But the idea of using the moving plane argument to restrict the region containing all \(k\)-centers dates back to \([8]\).

It is easily shown that the center of a closed \(m\)-ball \(B\) coincides with the unique \(k\)-center of \(B\) by the moving plane method (or the minimal unfolded region of \(B\)). Using this fact, by the same argument as in \([12]\), we show that if \(B\) is a closed \(m\)-ball in \(\mathbb{R}^m\) with the same volume as \(\Omega\), and if \(K_B\) is the potential defined in \([12]\) for the same kernel as \(K\), then the maximum value of \(K_B\) is not greater than that of \(K\). Moreover, equality holds if and only if \(\Omega\) is a closed \(m\)-ball.

These investigations can be considered on the unit sphere \(S^m\) or on the hyperbolic space \(\mathbb{H}^m\). On these non-Euclidean spaces, we obtain the same results as in the case of the Euclidean space arguing in a similar way.

Studying geometric properties of maximizers of \(Kf(\cdot,t)\) originated in \([11]\) by O’Hara. The consideration in \([11]\) corresponds to the case of \(r^{\alpha-m}\)-potentials. He investigated the Hadamard finite part (the renormalization) of the \(r^{\alpha-m}\)-potential of the characteristic function \(\chi_{\Omega}\) for \(\alpha \leq 0\) and showed the uniqueness of a maximum
point of the $r^{\alpha-m}$-potential when $\Omega$ is convex and $\alpha \leq 1$. On the other hand, it is easy to show that, for any $\Omega$, there is a unique maximum point of the $r^{\alpha-m}$-potential if $\alpha \geq m + 1$. Thus he obtained a generalization of the centroid of a body $\Omega$ which corresponds to the case of $\alpha = m + 2$. In this connection, if $\Omega$ is convex, then an $r^{\alpha-m}$-center is also called a radial center of order $\alpha$ introduced by Moszyńska in [10].

This type of research also originated in [14] by Shibata. The consideration in [14] corresponds to the case of the Poisson integral. He introduced a spatial illuminating center of a triangle $\triangle$ in $\mathbb{R}^2$ of height $h > 0$. The center of $\triangle$ is defined as a point that maximizes the “total brightness” of a triangular park $\triangle$ when a light source is located above that point by height $h$. It is easy to see that the total brightness is proportional to the Poisson integral; namely, the total brightness is given by

$$
\mathbb{R}^2 \ni x \mapsto \int_{\triangle} \frac{h}{(|x-y|^2 + h^2)^{3/2}}dy \in \mathbb{R}.
$$

This function also coincides with the solid angle of $\triangle$ at the light source. Let us generalize Shibata’s notion for a body $\Omega$ in $\mathbb{R}^m$. Then we imply some basic results on the generalized total brightness of $\Omega$ and spatial illuminating centers as byproducts of our discussion on $K_{\Omega}$. Moreover, by using the explicit form of the kernel, we show a new sufficient condition for the uniqueness of a spatial illuminating center.

The consideration about $k$-centers also includes that about hot spots as a specific example. Therefore, it is expected that we obtain some properties of $Kf(x,t)$ in the same manner as in [4]. Let us generalize the notion in [4] for our potential. After the generalization, we show that the set of maximum points of the Poisson integral has similar properties to that of hot spots.

Furthermore, we show a new property about hot spots. It is known that if $t \geq (\text{diam}(\text{supp } f))^2/2$, then $f$ has a unique hot spot at time $t$, which was indicated by Jimbo and Sakaguchi in [6]. In particular, we consider the case where the initial datum $f$ coincides with the characteristic function of a body $\Omega$. Then we can slightly improve the condition of $t$ given in [6].

Summarizing the above, our framework in this paper can be applied to such examples and presents a new viewpoint to study them.

Throughout this paper, $X^c$, $\bar{X}$, $\hat{X}$, $\text{conv } X$ and $\text{diam } X$ denote the complement, the closure, the interior, the convex hull and the diameter of a set $X$ in $\mathbb{R}^m$, respectively. We denote the Lebesgue surface measure of any $N$-dimensional surface by $\sigma_N$. In particular, the symbol $\sigma$ is used in the case of $N = m - 1$, for short.

2. Preliminaries

Throughout this paper, the conditions $(B)$, $(C_0^\alpha)$, $(C_1^\alpha)$ and $(C_2^\alpha)$ for a function $\varphi : (0, +\infty) \to \mathbb{R}$ are defined as follows:

$(B)$ $\varphi$ can be defined at 0.

$(C_0^\alpha)$ $\alpha > 0$, $\varphi$ is continuous on the interval $(0, +\infty)$, and

$$
\varphi(r) = \begin{cases} 
O(r^{\alpha-m}) & (\alpha < m), \\
O(\log r) & (\alpha = m), \\
O(1) & (\alpha > m),
\end{cases}
$$

as $r \to 0^+$. 
\((C_\alpha^1)\) \(\alpha > 1, \varphi\) is of class \(C^1\) on the interval \((0, +\infty)\) and satisfies the condition \((C_\alpha^0)\), and
\[
\varphi'(r) = \begin{cases} 
O(r^{\alpha-m-1}) & (\alpha < m+1), \\
O(\log r) & (\alpha = m+1), \\
O(1) & (\alpha > m+1), 
\end{cases}
\]
as \(r \to 0^+\).
\((C_\alpha^2)\) \(\alpha > 2, \varphi\) is of class \(C^2\) on the interval \((0, +\infty)\) and satisfies the condition \((C_\alpha^1)\), and
\[
\varphi''(r) = \begin{cases} 
O(r^{\alpha-m-2}) & (\alpha < m+2), \\
O(\log r) & (\alpha = m+2), \\
O(1) & (\alpha > m+2), 
\end{cases}
\]
as \(r \to 0^+\).

Let \(f : \mathbb{R}^m \to \mathbb{R}\) be a bounded measurable function with compact support. We consider a kernel \(k : (0, +\infty) \times (0, +\infty) \to \mathbb{R}\) such that \(k(\cdot, t) : (0, +\infty) \to \mathbb{R}\) satisfies any of the conditions \((B), (C_\alpha^0), (C_\alpha^1)\) or \((C_\alpha^2)\) for each \(t > 0\). Let
\[
Kf(x, t) = \int_{\mathbb{R}^m} f(y)k(r,t)dy, \ x \in \mathbb{R}^m, \ t > 0, \ r = |x - y|.
\]
We remark that if \(k(\cdot, t)\) satisfies the condition \((B)\), then \(Kf(x, t)\) is defined for any \(x \in \mathbb{R}^m\). But, for other cases, the well-definedness of \(Kf(x, t)\) is non-trivial. (It will be shown later.)

Under the condition \((C_\alpha^i)\), let
\[
\tilde{C}_\alpha^i(t) = \begin{cases} 
\lim_{r \to 0^+} \left| \frac{\partial^i k(r,t)}{\partial r^i} \right| r^{\alpha-m-i} & (\alpha < m+i), \\
\lim_{r \to 0^+} \left| \frac{\partial^i k(r,t)}{\partial r^i} \right| \log r & (\alpha = m+i), \\
\lim_{r \to 0^+} \left| \frac{\partial^i k(r,t)}{\partial r^i} \right| & (\alpha > m+i), 
\end{cases}
\]
and let
\[
C_\alpha^i(t) = \max \left\{ 2 \max_{0 \leq j \leq i} \tilde{C}_\alpha^j(t), 1 \right\}
\]
in what follows. Here, we used the notation \(\partial^0 k/\partial r^0 = k\).

We denote a point in \(\mathbb{R}^m\) by \(x = (x_1, \ldots, x_m)\) and a point in \(\text{supp} \ f\) by \(y = (y_1, \ldots, y_m)\). We understand that the letter \(r\) is always used for \(r = |x - y|\). We denote the closed \(m\)-ball centered at \(x\) with radius \(\varepsilon > 0\) by \(B_\varepsilon(x)\).

### 2.1 Basic properties of \(Kf\) under the condition \((C_\alpha^0)\)

In this subsection, we assume that \(k(\cdot, t)\) satisfies the condition \((C_\alpha^0)\) for a positive \(t\).

**Lemma 2.1.** Let \(0 < \alpha < m\). There exists an \(\varepsilon' > 0\) such that if \(0 < \varepsilon < \varepsilon'\), then
\[
\int_{B_\varepsilon(x)} |k(r,t)|dy \leq \frac{C_\alpha^0(t) \sigma(S^{m-1}) \varepsilon^\alpha}{\alpha}
\]
for any \(x \in \mathbb{R}^m\).
Proof. There exists an \( \varepsilon' > 0 \) such that, for any \( 0 < r < \varepsilon' \), \( |k(r, t)| \leq C_0^0(t)r^{\alpha-m} \); and fix such an \( \varepsilon' \). Hence we obtain

\[
\int_{B_\varepsilon(x)} |k(r, t)| dy \leq C_0^0(t) \int_{B_\varepsilon(x)} r^{\alpha-m} dy = \frac{C_0^0(t)\sigma(S^{m-1})\varepsilon^\alpha}{\alpha}
\]

if \( 0 < \varepsilon < \varepsilon' \).

\[ \square \]

Corollary 2.2. For any \( \alpha > 0 \), we have

\[
\lim_{\varepsilon \to 0} \int_{B_\varepsilon(x)} |k(r, t)| dy = 0
\]

uniformly on \( \mathbb{R}^m \).

Proposition 2.3. \( Kf(\cdot, t) \) is defined and continuous on \( \mathbb{R}^m \).

Proof. Fix a small enough positive constant \( \varepsilon \). We remark that we have

\[
|Kf(x, t)| \leq \|f\|_\infty \left( \int_{B_\varepsilon(x)} |k(r, t)| dy + \int_{\text{supp} f \setminus B_\varepsilon(x)} |k(r, t)| dy \right).
\]

By Lemma 2.1 the first integral is bounded on \( \mathbb{R}^m \). Since \( k(r, t) \) is continuous on the compact set \( \text{supp} f \setminus B_\varepsilon(x) \) as a function of \( y \) for each \( x \), the second integral is also bounded. Hence \( Kf(\cdot, t) \) is defined on \( \mathbb{R}^m \).

It is sufficient to show that \( Kf(\cdot, t) \) is continuous on an arbitrary bounded open set \( F \) containing \( \text{supp} f \). In order to show the continuity of \( Kf(\cdot, t) \) on \( F \), let

\[(2.7) \quad K_\varepsilon f(x, t) = \int_{\mathbb{R}^m} f(y)k(r, t)\psi\left(\frac{r}{\varepsilon}\right) dy, \quad x \in \mathbb{R}^m,\]

where \( \psi \) is a \( C^2 \) function which satisfies the following conditions:

\[(2.8) \quad \psi(r) = 0 \text{ if } 0 \leq r \leq 1, \quad 0 \leq \psi'(r) \leq 2 \text{ if } 1 \leq r \leq 2, \quad \text{and } \psi(r) = 1 \text{ if } 2 \leq r.\]

Since we have

\[
|k(r, t)\psi\left(\frac{r}{\varepsilon}\right)| \leq \sup_{\varepsilon \leq r \leq \text{diam } F} |k(r, t)| < +\infty
\]

for any \( x \in F \) and \( y \in \text{supp} f \), \( K_\varepsilon f(\cdot, t) \) is defined on \( F \). For an arbitrary point \( x \in F \) and an arbitrary sequence \( \{x(\ell)\} \subset F \) converging to \( x \), we have \( K_\varepsilon f(x(\ell), t) \) converges to \( K_\varepsilon f(x, t) \) as \( \ell \) goes to \( +\infty \) by Lebesgue’s dominated convergence theorem. Hence \( K_\varepsilon f(\cdot, t) \) is continuous on \( F \).

Then we have

\[
|(K - K_\varepsilon) f(x, t)| \leq \|f\|_\infty \int_{\text{supp} f} k(r, t) \left( 1 - \psi\left(\frac{r}{\varepsilon}\right) \right) dy
\]

\[
\leq \|f\|_\infty \int_{B_{2\varepsilon}(x)} |k(r, t)| dy,
\]

and Corollary 2.2 implies that \( Kf(\cdot, t) \) converges to \( K_\varepsilon f(\cdot, t) \) as \( \varepsilon \) tends to zero uniformly on \( F \). Hence \( Kf(\cdot, t) \) is continuous on \( F \). \[ \square \]
2.2. Basic properties of $Kf$ under the condition $(C_\alpha^1)$. In this subsection, we assume that $k(\cdot, t)$ satisfies the condition $(C_\alpha^1)$ for a positive $t$.

**Lemma 2.4.** Let $1 < \alpha < m + 1$. There exists an $\varepsilon' > 0$ such that if $0 < \varepsilon < \varepsilon'$, then
\[
\int_{B_\varepsilon(x)} \left| \frac{\partial}{\partial x_j} k(r, t) \right| dy \leq \frac{C_\alpha^1(t) \sigma(S_{m-1} - 1) \varepsilon^{\alpha - 1}}{\alpha - 1}
\]
for any $x \in \mathbb{R}^m$.

**Proof.** We can show this statement in the same manner as in Lemma [2.1].

**Corollary 2.5.** For any $\alpha > 1$, we have
\[
\lim_{\varepsilon \to 0} \int_{B_\varepsilon(x)} \left| \frac{\partial}{\partial x_j} k(r, t) \right| dy = 0
\]
uniformly on $\mathbb{R}^m$.

**Proposition 2.6.** $Kf(\cdot, t)$ is of class $C^1$ on $\mathbb{R}^m$, and we have
\[
\frac{\partial Kf}{\partial x_j}(x, t) = \int_{\mathbb{R}^m} f(y) \frac{\partial}{\partial x_j} k(r, t) dy
\]
for any $x \in \mathbb{R}^m$.

**Proof.** It is sufficient to show that the statement holds on an arbitrary bounded open set $F$ containing $\text{supp} f$.

Let
\[
g(x, t) = \int_{\mathbb{R}^m} f(y) \frac{\partial}{\partial x_j} k(r, t) dy
\]
for $x \in F$. We can show the well-definedness (convergence) and the continuity of $g(\cdot, t)$ on $F$ in the same manner as in those of $Kf(\cdot, t)$ (see Proposition [2.3]) by using the function
\[
g_\varepsilon(x, t) = \int_{\mathbb{R}^m} \left( f(y) \frac{\partial}{\partial x_j} k(r, t) \right) \psi \left( \frac{r}{\varepsilon} \right) dy, \quad x \in \mathbb{R}^m,
\]
where $\psi$ is defined in (2.8).

It suffices to show that the first derivative of $K_\varepsilon f(\cdot, t)$ is defined and converges to $g(\cdot, t)$ uniformly on $F$, where $K_\varepsilon f$ is defined in (2.7). For any $x \in F$ and $y \in \text{supp} f$, we have
\[
\left| \frac{\partial}{\partial x_j} \left( k(r, t) \psi \left( \frac{r}{\varepsilon} \right) \right) \right| \leq \sup_{\varepsilon \leq r \leq \text{diam} F} \left| \frac{\partial k}{\partial r} (r, t) \right| + \frac{2}{\varepsilon} \sup_{\varepsilon \leq r \leq \text{diam} F} \left| k(r, t) \right| < +\infty.
\]
Hence the first derivative $(\partial K_\varepsilon f / \partial x_j)(x, t)$ exists as
\[
\lim_{\lambda \to 0} \frac{K_\varepsilon f(x + \lambda e_j, t) - K_\varepsilon f(x, t)}{\lambda} = \int_{\mathbb{R}^m} f(y) \lim_{\lambda \to 0} \frac{k \left( \|x + \lambda e_j - y\|, t \right) \psi \left( \frac{\|x + \lambda e_j - y\|}{\varepsilon} \right) - k \left( \|x - y\|, t \right) \psi \left( \frac{\|x - y\|}{\varepsilon} \right)}{\lambda} dy
\]
for any $x \in \mathbb{R}^m$.
by Lebesgue’s dominated convergence theorem, where \( e_j \) is the \( j \)-th unit vector of \( \mathbb{R}^m \). Then we get that \( (\partial K_\varepsilon f/\partial x_j)(x, t) \) converges to \( g(x, t) \) as \( \varepsilon \) tends to zero uniformly on \( F \) by Lemma 2.1 and Corollary 2.5 in the same manner as in Proposition 2.3.

2.3. Basic properties of \( Kf \) under the condition \((C^2_\alpha)\). In this subsection, we assume that \( k(\cdot, t) \) satisfies the condition \((C^2_\alpha)\) for a positive \( t \).

Lemma 2.7. Let \( 2 < \alpha < m + 1 \). There exists an \( \varepsilon' > 0 \) such that if \( 0 < \varepsilon < \varepsilon' \), then

\[
\int_{B_\varepsilon(x)} \left| \frac{\partial^2}{\partial x_i \partial x_j} k(r, t) \right| dy \leq \frac{2C^2_\alpha(t)\sigma(S^{m-1})\varepsilon^{\alpha-2}}{\alpha-2}
\]

for any \( x \in \mathbb{R}^m \).

Proof. There exists an \( \varepsilon' > 0 \) such that, for any \( 0 < r < \varepsilon' \), the following inequalities hold:

\[
\left| \frac{\partial^2 k}{\partial r^2} (r, t) \right| \leq C^2_\alpha(t)r^{\alpha-m-2}, \quad \left| \frac{\partial k}{\partial r} (r, t) \right| \leq C^2_\alpha(t)r^{\alpha-m-1}.
\]

The rest is similar to the proof of Lemma 2.1.

Corollary 2.8. For any \( \alpha > 2 \), we have

\[
\lim_{\varepsilon \to 0} \int_{B_\varepsilon(x)} \left| \frac{\partial^2}{\partial x_i \partial x_j} k(r, t) \right| dy = 0
\]

uniformly on \( \mathbb{R}^m \).

Proposition 2.9. \( Kf(\cdot, t) \) is of class \( C^2 \) on \( \mathbb{R}^m \), and we have

\[
\frac{\partial^2 Kf}{\partial x_i \partial x_j}(x, t) = \int_{\mathbb{R}^m} f(y) \frac{\partial^2}{\partial x_i \partial x_j} k(r, t) dy,
\]

for any \( x \in \mathbb{R}^m \).

Proof. It is sufficient to show that the statement holds on an arbitrary bounded open set \( F \) containing \( \text{supp } f \).

Let

\[
g(x, t) = \int_{\mathbb{R}^m} f(y) \frac{\partial^2}{\partial x_i \partial x_j} k(r, t) dy
\]

for \( x \in F \). We can show the well-definedness (convergence) and the continuity of \( g(\cdot, t) \) on \( F \) in the same manner as in those of \( Kf(\cdot, t) \) (see Proposition 2.3) by using the function

\[
g_\varepsilon(x, t) = \int_{\mathbb{R}^m} \left( f(y) \frac{\partial^2}{\partial x_i \partial x_j} k(r, t) \right) \psi \left( \frac{r}{\varepsilon} \right) dy, \quad x \in \mathbb{R}^m,
\]

where \( \psi \) is defined in (2.8).

The rest is similar to the calculation as in Proposition 2.6 that is, we can show that the second derivative of \( K_\varepsilon f(\cdot, t) \) is defined and converges to \( g(\cdot, t) \) as \( \varepsilon \) tends to zero uniformly on \( F \).
3. Results on k-centers

3.1. Existence and uniqueness of a k-center, energy of $Kf$. In this subsection, we assume that $f$ is non-zero and non-negative. We understand that $f$ is non-zero if the set of points that give non-zero values to $f$ has a positive measure. Moreover, we assume that $k(r,t)$ is strictly decreasing with respect to $r$ for each $t$. We remark that the results in this subsection can be applied to the case where $k(r,t)$ is strictly increasing with respect to $r$ by considering the kernel $-k(r,t)$.

The ideas of the proofs of Lemma 3.1 and Proposition 3.2 are due to [2] (see also [4,11]).

**Lemma 3.1.** For any positive constant $t$, $Kf(\cdot,t)$ is upper semi-continuous on $\mathbb{R}^m$.

*Proof.* It suffices to show the statement under the condition $(B)$. Thanks to Fatou’s lemma, for any $x \in \mathbb{R}^m$, we have

$$\limsup_{\xi \to x} Kf(\xi,t) \leq \int_{\mathbb{R}^m} f(y) \limsup_{\xi \to x} k(|\xi - y|,t) dy = Kf(x,t).$$

Here, we use the fact that any monotonic function only has at most countable discontinuous points. □

**Proposition 3.2.** For any positive constant $t$, there exists a maximum point of $Kf(\cdot,t)$, and all the possible maximum points are contained in the convex hull of the support of $f$.

*Proof.* Since $Kf(\cdot,t)$ is upper semi-continuous on $\mathbb{R}^m$ for any $t > 0$, and since conv(supp $f$) is compact, there exists a point $x$ that gives the maximum value of $Kf(\cdot,t)$ in conv(supp $f$) when we restrict the domain of $Kf(\cdot,t)$ to conv(supp $f$).

We show that the point $x$ gives the maximum value of $Kf(\cdot,t)$. For any point $x'$ in the complement of conv(supp $f$), we can choose a point $x''$ on the boundary of conv(supp $f$) such that $\text{dist}(x',\partial(\text{conv(supp } f)))$ is attained by the point. Then conv(supp $f$) is contained in a half-space whose boundary is the hyperplane orthogonal to the line through $x'$ and $x''$. Hence we have $|x' - y| > |x'' - y|$ for any point $y$ in supp $f$, and hence $Kf(x',t) < Kf(x'',t) \leq Kf(x,t)$. □

**Definition 3.3.** A point $x$ is called a k-center of $f$ at time $t$ if it gives the maximum value of $Kf(\cdot,t)$. We denote the set of k-centers of $f$ at time $t$ by $K_f(t)$; that is,

$$K_f(t) = \left\{ x \in \mathbb{R}^m \mid Kf(x,t) = \max_{\xi \in \mathbb{R}^m} Kf(\xi,t) \right\}.$$

**Theorem 3.4.** Let $B_f$ be the minimum closed ball containing conv(supp $f$). If $k(\cdot,t)$ is concave on the interval $(0, \text{diam(supp } f)]$, then the potential $Kf(\cdot,t)$ is strictly concave on the ball $B_f$. 
Proof. Fix two points $x$ and $x'$ in $B_f$ arbitrarily. By the strictly decreasing behavior and the concavity of $k(\cdot, t)$, we have
\[
K_f \left( \frac{x + x'}{2}, t \right) = \int_{\mathbb{R}^m} f(y) k \left( \left| \frac{x + x'}{2} - y \right|, t \right) dy \\
> \int_{\mathbb{R}^m} f(y) k \left( \left| x - y \right| + \left| x' - y \right|, t \right) dy \\
\geq \int_{\mathbb{R}^m} f(y) k \left( \left| x - y \right|, t \right) + k \left( \left| x' - y \right|, t \right) dy \\
= \frac{K_f(x, t) + K_f(x', t)}{2},
\]
which completes the proof. \qed

Corollary 3.5. If $k(\cdot, t)$ is concave on the interval $[0, \diam(\text{supp } f)]$, then $f$ has a unique $k$-center.

Morgan considered a variational problem for a potential energy in [9]. In order to apply his result to our case, we set
\[
(3.1) \quad \mathcal{F} = \left\{ f \in L^\infty_c(\mathbb{R}^m) \mid 0 \leq f \leq 1, \int_{\mathbb{R}^m} f(y) dy = 1 \right\}.
\]

Theorem 3.6 ([9]). Suppose that $k$ is a positive function. Then, for each $t$, the potential energy
\[
E_t(f) = \int_{\mathbb{R}^m} f(x) K_f(x, t) dx = \int_{\mathbb{R}^m \times \mathbb{R}^m} f(x)f(y)k(r,t)dxdy
\]
is maximum in $\mathcal{F}$ if and only if $f$ is the characteristic function of a closed $m$-ball up to a zero measure set.

3.2. A separation of variables form. In this subsection, we assume that $f$ is non-zero and non-negative. Moreover, we assume that $k(r, t)$ is strictly decreasing with respect to $r$ for each $t$. We remark that the results in this subsection can be applied to the case where $k(r, t)$ is strictly increasing with respect to $r$ by considering the kernel $-k(r, t)$.

We study the asymptotic behavior of the set of maximum points $K_f(t)$ as $t$ goes to $+\infty$ when the kernel $k(r, t)$ is given by the separation of variables form
\[
(3.2) \quad k(r, t) = \tilde{k}(\varphi(r)\psi_1(t) + \psi_2(t)).
\]
We understand that the kernel $k(r, t)$ is expressed as the form (3.2) on the rectangle $(0, R) \times (T, +\infty)$ if the function $\tilde{k}$ is defined on the interval
\[
(3.3) \quad \mathcal{I}(\varphi, \psi_1, \psi_2; R, T) = \left[ \inf \left( \varphi(r)\psi_1(t) + \psi_2(t) \right), \sup \left( \varphi(r)\psi_1(t) + \psi_2(t) \right) \right].
\]
Here, we take the infimum and the supremum over the rectangle $(0, R) \times (T, +\infty)$, and the over-bar means the closure in $\mathbb{R}$ with respect to the Euclidean norm.

For any strictly monotonic function $\varphi : (0, +\infty) \rightarrow \mathbb{R}$ which satisfies the condition $(C_3^\beta)$, we denote the set of critical points of the following potential by $C(\varphi, f)$:
\[
(3.4) \quad \mathbb{R}^m \ni x \mapsto \int_{\mathbb{R}^m} f(y)\varphi(r)dy \in \mathbb{R}.
\]
Thanks to Proposition 3.2, $C(\varphi, f)$ is not empty. We denote the the $\varepsilon$-tubular neighborhood of $C(\varphi, f)$ by $N_\varepsilon(C(\varphi, f))$. 
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Lemma 3.7. Suppose that there exists a non-negative constant $T$ such that if $t > T$, then $k(r, t)$ satisfies the condition $(C_1^1)$. Moreover, we assume that there exist functions $\varphi$, $\psi_1$, $\psi_2$ and $k$ which satisfy the following conditions:

- $k(r, t)$ can be expressed as $k(r, t) = \tilde{k}(\varphi(r)\psi_1(t) + \psi_2(t))$ on the rectangle $(0, \text{diam}(\text{supp } f)] \times (T, +\infty)$.
- $\varphi$ is a strictly monotonic function satisfying the condition $(C_\beta^1)$ for some $\beta > (m + 1)/2$.
- $\psi_1(t)$ tends to 0, and $\psi_2(t)$ converges to a constant $a \in \mathbb{R}$ as $t$ goes to $+\infty$.
- $k$ is of class $C^2$, the first derivative $k'$ does not vanish at $a$, and the second derivative $k''$ is bounded.

For any positive $\varepsilon$, there exists a constant $T' \geq T$ such that if $t \geq T'$, and if $x \in (\text{conv}(\text{supp } f)) \setminus N_\varepsilon(C(\varphi, f))$, then the first derivative of $Kf(\cdot, t)$ does not vanish for some directions.

Proof. We remark that, for any $\delta, M$ and $\bar{M} \leq \|\bar{M}\| = (T, +\infty)$.

Fix an arbitrary $\varepsilon > 0$, and let

$$L(\varepsilon) = |\bar{k}'(a)| \max_{1 \leq j \leq m} \left( \inf_{x \in (\text{conv}(\text{supp } f)) \setminus N_\varepsilon(C(\varphi, f))} \left| \frac{\partial}{\partial x_j} \int_{\mathbb{R}^m} f(y) \varphi(r) dy \right| \right) > 0.$$

Let $\delta = (2|\psi_1(t)|^2/C_\alpha^1(t))^{1/(\alpha - 1)}$, where $C_\alpha^1(t)$ is defined in equation (2.6). Thanks to Lemma 2.1, Lemma 2.4, and the mean value theorem, there exist positive constants $M_1$, $M_2$, $M_3$ and $M_4$ such that, for any large enough positive $t$ and $x \in \text{conv}(\text{supp } f)$, we have

$$\left| \frac{\partial}{\partial x_j} \int_{\mathbb{R}^m} f(y) (\tilde{k}(\varphi(r)\psi_1(t) + \psi_2(t)) - \bar{k}'(a)\varphi(r)\psi_1(t)) dy \right|$$

\begin{align*}
&\leq \int_{\mathbb{R}^m \setminus B_\varepsilon(x)} f(y) \left| \frac{\partial}{\partial x_j} (\tilde{k}(\varphi(r)\psi_1(t) + \psi_2(t)) - \bar{k}'(a)\varphi(r)\psi_1(t)) \right| dy \\
&+ \int_{B_\varepsilon(x)} f(y) \left| \frac{\partial}{\partial x_j} \bar{k}(\varphi(r)\psi_1(t) + \psi_2(t)) \right| dy \\
&+ |\bar{k}'(a)| \int_{B_\varepsilon(x)} f(y) \left| \frac{\partial}{\partial x_j} \varphi(r) \right| dy \\
&\leq |\psi_1(t)| \int_{\mathbb{R}^m \setminus B_\varepsilon(x)} f(y) |\varphi'(r)| \left| \tilde{k}'(\varphi(r)\psi_1(t) + \psi_2(t)) - \bar{k}'(a) \right| dy + M_3C_\alpha^1(t)\delta^{\alpha - 1} \\
&+ M_4 |\psi_1(t)| \delta^{\beta - 1} \\
&\leq ||\bar{k}''||_\infty |\psi_1(t)| \int_{\mathbb{R}^m} f(y) |\varphi'(r)| |\varphi(r)\psi_1(t) + \psi_2(t) - a| dy + M_3C_\alpha^1(t)\delta^{\alpha - 1} \\
&+ M_4 |\psi_1(t)| \delta^{\beta - 1}.
\end{align*}
can be obtained as the (unique) critical point of the potential $V$

Corollary 3.9. Then we use the case where

Remark 3.11

Corollary 3.9.

We consider the case where

\begin{equation}
\text{(3.5)}
\end{equation}

\begin{equation}
\text{diam(supp } f)\text{)}\text{}
\end{equation}

\begin{equation}
\text{in } K_f(t)
\end{equation}

\begin{equation}
\text{conv(supp } f)
\end{equation}

By the assumptions of $\psi_1$ and $\psi_2$, for any large enough positive $t$, we obtain

\begin{equation}
\max_{1 \leq j \leq m} \left( x \in (\text{conv(supp } f) \setminus N_\epsilon(C(\varphi, f))) \frac{\partial Kf}{\partial x_j}(x, t) \right) / |\psi_1(t)|
\end{equation}

\begin{equation}
L(\epsilon) - \left( M_1 |\psi_1(t)| + M_2 |\psi_2(t) - a| + M_3 |\psi_1(t)| + M_4 |\psi_1(t)|^{2(\beta-1)/(\alpha-1)} \right)
\end{equation}

which completes the proof. \hfill \Box

\textbf{Theorem 3.8.} Let $k$ be as in Lemma 3.7. For any strictly increasing sequence \{\text{ti}\} and any k-center $c(t_i) \in K_f(t_i)$, if \{\text{ti}\} diverges to $+\infty$ as $t$ goes to $+\infty$, then the distance between $c(t_i)$ and $C(\varphi, f)$ tends to 0 as $t$ goes to $+\infty$.

\textbf{Corollary 3.9.} Let $k$ be as in Lemma 3.7. If either $\varphi$ or $-\varphi$ is concave and strictly decreasing on the interval $(0, \text{diam(supp } f)]$, then the set of k-centers $K_f(t)$ converges to the set $C(\varphi, f) \cap \text{conv(supp } f)$ with respect to the Hausdorff distance as $t$ goes to $+\infty$.

\textbf{Proof.} Thanks to Theorem 3.4, the set $C(\varphi, f) \cap \text{conv(supp } f)$ consists of one point. Hence Theorem 3.8 implies the conclusion. \hfill \Box

\textbf{Remark 3.10.} Under the same assumptions as in Lemma 3.7, if the set $C(\varphi, f) \cap \text{conv(supp } f)$ becomes a one-point set, then we obtain the same conclusion as in Corollary 3.9.

\textbf{Remark 3.11.} In section 5, we consider some applications of Corollary 3.5 and Corollary 3.9. Then we use the case where $\varphi(r) = r^{\beta-m}$ for some $\beta > m$, $\psi_1(t) = t^p$ for some positive $p$ and $\psi_2(t) = 0$.

\subsection{3.3. A special separation of variables form.}

In this subsection, we assume that $f$ has a non-zero mass; that is,

\begin{equation}
\text{(3.5)}
\end{equation}

\begin{equation}
\text{We consider the case where } k(r, t) \text{ is given as}
\end{equation}

\begin{equation}
\text{(3.6)}
\end{equation}

\begin{equation}
\text{The theorems and those proofs in this subsection are based on [4].}
\end{equation}

\textbf{Remark 3.12.} The centroid (the center of mass) of $f$, denoted by $G_f$, is given as

\begin{equation}
G_f = \int_{\mathbb{R}^m} f(y)dy / \int_{\mathbb{R}^m} f(y)dy.
\end{equation}

In [11], O’Hara indicated that the centroid of a body (the closure of a bounded open set) $\Omega$ in $\mathbb{R}^m$ can be obtained as the (unique) critical point of the potential $V^{(m+2)}_\Omega$ defined in (5.9). We can show that, by the same argument, the centroid of $f$ can be obtained as the (unique) critical point of the potential $V^{(m+2)} f$ defined in (5.10). Hence the set $C(r^2, f)$ coincides with the one-point set \{\text{Gf}\}. 
We first investigate the asymptotic behavior of level sets of $Kf(\cdot, t)$.

**Theorem 3.13.** Suppose that there exists a non-negative constant $T$ such that $k(\cdot, t)$ satisfies the condition $(C_{\alpha}^2)$ for any $t > T$. Moreover, we assume that there exist functions $\psi_1$, $\psi_2$ and $k$ which satisfy the following conditions:

- $k(r, t)$ can be expressed as $k(r, t) = \bar{k}(r^2 \psi_1(t) + \psi_2(t))$ on the rectangle $(0, +\infty) \times (T, +\infty)$.
- $\psi_1(t)$ tends to 0, and $\psi_2(t)$ converges to a constant $a \in \mathbb{R}$ as $t$ goes to $+\infty$.
- $k$ is of class $C^1$, and the derivative $k'$ does not vanish at $a$.

Then each level set of $Kf(\cdot, t)$ tends to a sphere centered at the centroid of $f$ with respect to the Hausdorff distance as $t$ goes to $+\infty$.

**Proof.** For each point $x \in \mathbb{R}^m$, Lebesgue's dominated convergence theorem implies

$$
\frac{1}{2\psi_1(t)} \text{grad} Kf(x, t) = \int_{\mathbb{R}^m} f(y)\bar{k}' \left( r^2 \psi_1(t) + \psi_2(t) \right) (x - y)dy
$$

$$
= \int_{\mathbb{R}^m} f(y)\bar{k}' \left( r^2 \psi_1(t) + \psi_2(t) \right) (x - G_f)dy
$$

$$
+ \int_{\mathbb{R}^m} f(y)\bar{k}' \left( r^2 \psi_1(t) + \psi_2(t) \right) (G_f - y)dy
$$

$$
\to \left( \bar{k}'(a) \int_{\mathbb{R}^m} f(y)dy \right) (x - G_f)
$$

as $t$ goes to $+\infty$. Hence the limiting position of $\text{grad} Kf(x, t)$ is a constant multiple of $x - G_f$.

We understand that a set $L$ in $\mathbb{R}^m$ is called a *time-invariant level set* of $Kf(\cdot, t)$ if there exists a function $a : (0, +\infty) \to \mathbb{R}$ which satisfies

$$
Kf(x, t) = a(t), \quad x \in L, \quad t > 0.
$$

**Corollary 3.14.** Let $k$ be as in Theorem 3.13. Moreover, we assume that, for any $x \in \mathbb{R}^m$, the potential $Kf(x, t)$ converges to $f(x)$ as $t$ tends to $0^+$. If any level set of $Kf(\cdot, t)$ is time-invariant, then $f$ is rotation invariant about its centroid.

**Proof.** Fix an arbitrary point $x \in \mathbb{R}^m$. Thanks to Theorem 3.13 if $L$ is a level set of $Kf(\cdot, t)$ through the point $x$, then $L$ is a sphere centered at the centroid $G_f$ with radius $|x - G_f|$. For any point $\xi$ on the sphere $|x - G_f|$, we have

$$
|f(x) - f(\xi)| \leq |f(x) - Kf(x, t)| + |f(\xi) - Kf(\xi, t)| \to 0
$$

as $t$ tends to $0^+$, which completes the proof.

Next, we estimate the distance between the centroid $G_f$ and the set $K_f(t)$.

**Proposition 3.15.** Let $f$ be non-zero and non-negative, and $k(r, t)$ strictly decreasing with respect to $r$. Suppose that there exists a non-negative constant $T$ such that if $t > T$, then $k(\cdot, t)$ satisfies the condition $(C_{\alpha}^\lambda)$ for some $\alpha > 2$. Moreover, we assume that there exist functions $\psi_1$, $\psi_2$ and $k$ which satisfy the following conditions:

- $k(r, t)$ can be expressed as $k(r, t) = \bar{k}(r^2 \psi_1(t) + \psi_2(t))$ on the rectangle $(0, \text{diam}(\text{supp } f)] \times (T, +\infty)$.
- $\bar{k}$ is of class $C^2$, the first derivative $\bar{k}'$ does not vanish at a constant $a \in I(r^2, \psi_1, \psi_2; \text{diam}(\text{supp } f), T)$, and the second derivative $\bar{k}''$ is bounded.
Then we have
\[
\max_{c(t) \in K_f(t)} |G_f - c(t)| 
\leq \text{diam}(\text{supp } f) \left( (\text{diam}(\text{supp } f))^2 |\psi_1(t)| + |\psi_2(t) - a| \right) \|\tilde{\kappa}'\|_{\infty} \int_{\mathbb{R}^m} f(y) dy
\]
for any \( t > T \).

**Proof.** We remark that the integral
\[
\int_{\mathbb{R}^m} f(y) \frac{1}{r} \frac{\partial k}{\partial r}(r, t) dy
\]
converges for any \( x \in \mathbb{R}^m \) if \( \alpha > 2 \) by the same argument as in Lemma 2.4.

Let \( t > T \) and fix an arbitrary point \( c(t) \in K_f(t) \). We remark that the point \( c(t) \in K_f(t) \) satisfies the equation
\[
c(t) \int_{\mathbb{R}^m} f(y) \frac{1}{|c(t) - y|} \frac{\partial k}{\partial r} \left( |c(t) - y|, t \right) dy = \int_{\mathbb{R}^m} f(y) \frac{y}{|c(t) - y|} \frac{\partial k}{\partial r} \left( |c(t) - y|, t \right) dy.
\]
By the mean value theorem, we have
\[
|c(t) - G_f| \int_{\mathbb{R}^m} f(y) \frac{-1}{|c(t) - y|} \frac{\partial k}{\partial r} \left( |c(t) - y|, t \right) dy
\]
\[
= \left| \int_{\mathbb{R}^m} f(y) \frac{G_f - y}{|c(t) - y|} \frac{\partial k}{\partial r} \left( |c(t) - y|, t \right) dy \right|
\]
\[
= 2 |\psi_1(t)| \left| \int_{\mathbb{R}^m} f(y) (G_f - y) \left( \tilde{\kappa}' \left( |c(t) - y|^2 \psi_1(t) + \psi_2(t) \right) - \tilde{\kappa}'(a) \right) dy \right|
\]
\[
\leq 2 |\psi_1(t)| \|\tilde{\kappa}'\|_{\infty} \int_{\mathbb{R}^m} f(y) (G_f - y) \left( |c(t) - y|^2 \psi_1(t) + \psi_2(t) - a \right) dy
\]
\[
\leq 2 |\psi_1(t)| \|\tilde{\kappa}'\|_{\infty} \text{diam}(\text{supp } f)
\]
\[
\times \left( (\text{diam}(\text{supp } f))^2 |\psi_1(t)| + |\psi_2(t) - a| \right) \int_{\mathbb{R}^m} f(y) dy.
\]
On the other hand, we have
\[
\int_{\mathbb{R}^m} f(y) \frac{-1}{|c(t) - y|} \frac{\partial k}{\partial r} \left( |c(t) - y|, t \right) dy
\]
\[
\geq 2 |\psi_1(t)| \inf_{x \in \text{conv}(\text{supp } f)} \int_{\mathbb{R}^m} f(y) \left| \tilde{\kappa}' \left( r^2 \psi_1(t) + \psi_2(t) \right) \right| dy,
\]
which completes the proof. \( \square \)

For the end of this subsection, we estimate the difference between the potentials \( Kf(x, t) \) and \( Kf^*(x, t) \), where \( f^* \) is the Schwarz symmetrization of \( f \). For the reader’s convenience, we review the definition of the Schwarz symmetrization.

Let \( f \) be non-zero and non-negative. For a real number \( b \), we define \( \text{supp } f \) = \( \{ x \in \mathbb{R}^m \mid f(x) \geq b \} \). Let \( \text{supp } f^*_b \) be the closed ball centered at the centroid \( G_f \) with the same mass as \( \text{supp } f \). Let
\[
(3.8) \quad f^*(x) = \sup \{ b \in \mathbb{R} \mid x \in \text{supp } f^*_b \}.
\]
Since $\text{supp } f^* = (\text{supp } f)_0^*$, we have
\[\int_{\mathbb{R}^m} f(y)dy = \int_{\mathbb{R}^m} f^*(y)dy.\]

**Theorem 3.16.** Let $f$ be non-zero and non-negative. Suppose that there exist $T \geq 0$, $\psi_1$, $\psi_2$ and $\bar{k}$ which satisfy the following conditions:
- $k(r,t)$ can be expressed as $k(r,t) = \bar{k}(r^2\psi_1(t) + \psi_2(t))$ on the rectangle $(0, +\infty) \times (T, +\infty)$.
- $\bar{k}$ is of class $C^2$, and $\bar{k}''$ is bounded.

For a constant $a \in \mathcal{I}(r^2, \psi_1, \psi_2; +\infty, T)$, let
\[\psi_{\max}(t) = \max\{|\psi_1(t)|, |\psi_1(t)| |\psi_2(t) - a|, |\psi_2(t) - a|^2\}.\]
Then we have
\[|K(f - f^*)(x,t) - \bar{k}'(a)\psi_1(t) \int_{\mathbb{R}^m} |y|^2 (f - f^*)(y)dy| \leq \psi_{\max}(t)\|\bar{k}''\|_{\infty} \int_{\mathbb{R}^m} (r^2 + 1)^2 |f - f^*|(y)dy \]
for each $x \in \mathbb{R}^m$ and $t > 0$.

**Proof.** Since the centroid of $f^*$ coincides with $G_f$, the mass equation (3.9) implies \[\int_{\mathbb{R}^m} yf(y)dy = \int_{\mathbb{R}^m} yf^*(y)dy.\]
Hence we obtain
\[\int_{\mathbb{R}^m} x \cdot y (f - f^*)(y)dy = \sum_{j=1}^{m} x_j \int_{\mathbb{R}^m} y_j (f - f^*)(y)dy = 0.\]

By using the expansion of $\bar{k}$, the mass equation (3.9) and the above formula, we can obtain the conclusion. \qed

**Remark 3.17.** If $\psi_2(t) = a$ for any $t \geq T$, then we can improve the estimation in Theorem 3.16 as
\[|K(f - f^*)(x,t) - \bar{k}'(a)\psi_1(t) \int_{\mathbb{R}^m} |y|^2 (f - f^*)(y)dy| \leq |\psi_1(t)|^2 \|\bar{k}''\|_{\infty} \int_{\mathbb{R}^m} r^4 |f - f^*|(y)dy.\]

**4. The case of $f = \chi_\Omega$**

Let $\Omega$ be a body (the closure of a bounded open set) in $\mathbb{R}^m$. In this section, we consider the case where $f$ is the characteristic function $\chi_\Omega$. Let
\[K_\Omega(x,t) = K\chi_\Omega(x,t) = \int_{\Omega} k(r,t)dy, \ x \in \mathbb{R}^m, \ t > 0, \ r = |x - y|.\]
We denote the centroid of $\Omega$ by $G_\Omega$ for short. We improve the results on the potential $Kf$ in this case.
4.1. **Boundary integral expressions.** In this subsection, we assume that \( \Omega \) has a piecewise \( C^1 \) boundary. We give boundary integral expressions to the derivatives of \( K_\Omega(x,t) \) by using Stokes’ theorem.

**Proposition 4.1.** Suppose that \( k(\cdot,t) \) satisfies the condition \((C^1_\alpha)\) for a positive \( t \). Then we have

\[
\frac{\partial K_\Omega}{\partial x_j}(x,t) = -\int_{\partial \Omega} k(r,t)e_j \cdot n(y) d\sigma(y)
\]

for any \( x \in \mathbb{R}^m \), where \( e_j \) is the \( j \)-th unit vector of \( \mathbb{R}^m \) and \( n(y) \) is the unit outer normal of \( \partial \Omega \).

**Proof.** Fix an arbitrary point \( x \in \Omega^c \). Since \( k(r,t) \) is of class \( C^1 \) on \( \Omega \) as a function of \( y \), we have

\[
\frac{\partial K_\Omega}{\partial x_j}(x,t) = -\int_{\Omega} \frac{\partial}{\partial y_j} k(r,t) dy = -\int_{\partial \Omega} k(r,t)e_j \cdot n(y) d\sigma(y)
\]

by Proposition [2,6] and Stokes’ theorem.

Fix an arbitrary point \( x \in \Omega \) and a small enough \( \varepsilon > 0 \) such that \( B_\varepsilon(x) \) is contained in \( \Omega \). By Proposition [2,6] and the condition \((C^1_\alpha)\), we have

\[
\frac{\partial K_\Omega}{\partial x_j}(x,t) = \lim_{\varepsilon \to 0} \int_{\Omega \setminus B_\varepsilon(x)} \frac{\partial}{\partial y_j} k(r,t) dy = -\lim_{\varepsilon \to 0} \int_{\Omega \setminus B_\varepsilon(x)} \frac{\partial}{\partial y_j} k(r,t) dy.
\]

Since \( k(r,t) \) is of class \( C^1 \) on \( \Omega \setminus B_\varepsilon(x) \) as a function of \( y \), we obtain

\[
\int_{\Omega \setminus B_\varepsilon(x)} \frac{\partial}{\partial y_j} k(r,t) dy = \int_{\partial \Omega} k(r,t)e_j \cdot n(y) d\sigma(y) - \int_{\partial B_\varepsilon(x)} k(r,t)e_j \cdot n(y) d\sigma(y)
\]

by Stokes’ theorem. Hence the boundary integral expression holds on \( \Omega^c \).

Since \( \alpha - m > -(m - 1) = -\dim \partial \Omega \), the boundary integral can be extended to \( \partial \Omega \). Hence the first derivative of \( K_\Omega(\cdot,t) \) is also expressed as such a boundary integral on \( \partial \Omega \) by its continuity. \( \square \)

**Corollary 4.2.** Let \( k \) be as in Proposition 4.1. \( K_\Omega(\cdot,t) \) is of class \( C^2 \) on \( \mathbb{R}^m \setminus \partial \Omega \), and we have

\[
\frac{\partial^2 K_\Omega}{\partial x_i \partial x_j}(x,t) = -\int_{\partial \Omega} \frac{\partial}{\partial x_i} k(r,t)e_j \cdot n(y) d\sigma(y)
\]

for any \( x \in \mathbb{R}^m \setminus \partial \Omega \).

**Proof.** Fix an arbitrary \( \delta > 0 \), and let \( \Omega_\delta = \{ x \in \Omega | \text{dist}(x, \Omega^c) > \delta \} \). We show the twice differentiability of \( K_\Omega(\cdot,t) \) on \( \Omega_\delta \). For any \( x \in \Omega_\delta \) and \( y \in \partial \Omega \), we have

\[
\left| \frac{\partial}{\partial x_i} k(r,t) \right| \leq \left| \frac{\partial k}{\partial r}(r,t) \right| \leq \sup_{x \in \Omega_\delta} \left( \sup_{y \in \partial \Omega} \left| \frac{\partial k}{\partial r}(r,t) \right| \right) < +\infty.
\]
By Proposition 4.1 and Lebesgue’s dominated convergence theorem, we obtain
\[
\lim_{\lambda \to 0} \frac{1}{\lambda} \left( \frac{\partial K_\Omega}{\partial x_j} (x + \lambda e_i, t) - \frac{\partial K_\Omega}{\partial x_j} (x, t) \right) = - \int_{\partial \Omega} \lim_{\lambda \to 0} \frac{k(|x + \lambda e_i - y|, t) - k(|x - y|, t)}{\lambda} e_j \cdot n(y) d\sigma(y)
\]
for any \( x \in \Omega_\delta \), and it is continuous on \( \Omega_\delta \).

The same argument above works on \( \mathbb{R}^m \setminus \Omega \).

**Corollary 4.3.** Let \( k \) be as in Proposition 4.1. If \( k(\cdot, t) \) is decreasing and if \( \Omega \) is convex, then \( K_\Omega(\cdot, t) \) is superharmonic on the interior of \( \Omega \).

**Proof.** Since \( \Omega \) is convex, we have \( (y - x) \cdot n(y) > 0 \) for any \( x \in \Omega \) and \( y \in \partial \Omega \). Hence it follows from Corollary 4.2 that
\[
\Delta K_\Omega(x, t) = \int_{\partial \Omega} \frac{1}{\partial r} (r, t)(y - x) \cdot n(y) d\sigma(y) \leq 0
\]
for any \( x \in \Omega \). □

**Proposition 4.4.** Suppose that \( k(\cdot, t) \) satisfies the condition \((C^2_\alpha)\) for a positive \( t \). Then we have
\[
\frac{\partial^2 K_\Omega}{\partial x_i \partial x_j}(x, t) = - \int_{\partial \Omega} \frac{\partial}{\partial x_i} k(r, t)e_j \cdot n(y) d\sigma(y)
\]
for any \( x \in \mathbb{R}^m \).

**Proof.** Fix an arbitrary point \( x \in \Omega^c \). Since \( k(r, t) \) is of class \( C^2 \) on \( \Omega \) as a function of \( y \), we have
\[
\frac{\partial^2 K_\Omega}{\partial x_i \partial x_j}(x, t) = - \int_{\partial \Omega} \frac{\partial^2}{\partial x_i \partial y_j} k(r, t) d\sigma(y) = - \int_{\partial \Omega} \frac{\partial}{\partial x_i} k(r, t)e_j \cdot n(y) d\sigma(y)
\]
by Proposition 2.9 and Stokes’ theorem.

The rest is similar to the proof of Proposition 4.1. □

**Corollary 4.5.** Let \( k \) be as in Proposition 4.4. \( K_\Omega(\cdot, t) \) is of class \( C^3 \) on \( \mathbb{R}^m \setminus \partial \Omega \), and we have
\[
\frac{\partial^3 K_\Omega}{\partial x_i \partial x_j \partial x_k}(x, t) = - \int_{\partial \Omega} \frac{\partial^2}{\partial x_i \partial x_j} k(r, t)e_k \cdot n(y) d\sigma(y)
\]
for any \( x \in \mathbb{R}^m \setminus \partial \Omega \).

**Proof.** We can show this statement in the same manner as in Corollary 4.2. □

4.2. The location and uniqueness of a \( k \)-center of \( \Omega \). In this subsection, we assume that \( k(r, t) \) is strictly decreasing with respect to \( r \) for each \( t \). We remark that the results in this subsection can be applied to the case where \( k(r, t) \) is strictly increasing with respect to \( r \) by considering the kernel \(-k(r, t)\).

**Definition 4.6.** A point \( x \) is said to be a \( k \)-center of \( \Omega \) at time \( t \) if it gives the maximum value of \( K_\Omega(\cdot, t) \).

In order to improve Proposition 3.2, we introduce the minimal unfolded region from \( \{1\} \).
**Theorem 4.10.** Let $v$ be a point in the unit sphere $S^{m-1}$ and $b \in \mathbb{R}$ a constant. Let $\operatorname{Refl}_{v,b}$ be the reflection of $\mathbb{R}^m$ in the hyperplane $\{z \in \mathbb{R}^m | z \cdot v = b\}$. Put
\[
\Omega^+_{v,b} = \Omega \cap \{z \in \mathbb{R}^m | z \cdot v \geq b\}, \quad l(v) = \min \left\{a \in \mathbb{R} \mid \operatorname{Refl}_{v,b} \left(\Omega^+_{v,b}\right) \subset \Omega \forall b \geq a \right\}.
\]
Define the **minimal unfolded region of $\Omega$** by
\[
Uf(\Omega) = \bigcap_{v \in S^{m-1}} \{z \in \mathbb{R}^m | z \cdot v \leq l(v)\}.
\]

**Remark 4.8 (11).** $Uf(\Omega)$ is compact, convex and contained in $\text{conv} \Omega$.

The idea of the proof of the following proposition is due to [2].

**Proposition 4.9.** For any positive $t$, all the $k$-centers of $\Omega$ at time $t$ belong to $Uf(\Omega)$.

**Proof.** Fix an arbitrary point $x \in (\text{conv} \Omega) \setminus Uf(\Omega)$. There exists a direction $v$ such that $x \cdot v > l(v)$. Let $b = (x \cdot v + l(v))/2$; then $\operatorname{Refl}_{v,b}(\Omega^+_{v,b})$ is contained in $\Omega$, and $\Omega \setminus (\operatorname{Refl}_{v,b}(\Omega^+_{v,b}) \cup \Omega^+_{v,b})$ has an interior point.

Let $x' = \operatorname{Refl}_{v,b}(x)$. By radial symmetry of $k(r,t)$, we have the following equations:
\[
\int_{\operatorname{Refl}_{v,b}(\Omega^+_{v,b})} k(|x' - y|, t) \, dy = \int_{\Omega^+_{v,b}} k(|x - y|, t) \, dy,
\]
\[
\int_{\Omega^+_{v,b}} k(|x' - y|, t) \, dy = \int_{\operatorname{Refl}_{v,b}(\Omega^+_{v,b})} k(|x - y|, t) \, dy.
\]
Since we have $|x' - y| < |x - y|$ for any $y \in \Omega \setminus (\operatorname{Refl}_{v,b}(\Omega^+_{v,b}) \cup \Omega^+_{v,b})$, the strictly decreasing behavior of $k(\cdot, t)$ implies
\[
K_{\Omega}(x', t) - K_{\Omega}(x, t) = \int_{\Omega \setminus (\operatorname{Refl}_{v,b}(\Omega^+_{v,b}) \cup \Omega^+_{v,b})} (k(|x' - y|, t) - k(|x - y|, t)) \, dy > 0;
\]
that is, $x$ is not a $k$-center. \hfill $\square$

By the same argument as in [12], we obtain the following theorem.

**Theorem 4.10.** Let $B$ be a closed $m$-ball in $\mathbb{R}^m$. If $\text{Vol}(\Omega) = \text{Vol}(B)$, then
\[
\max_{x \in \mathbb{R}^m} K_{\Omega}(x, t) \leq \max_{x \in \mathbb{R}^m} K_B(x, t),
\]
and equality holds if and only if $\Omega$ is a closed ball.

**Proof.** Proposition 4.9 guarantees that the center of $B$ coincides with the (unique) $k$-center of $B$ for any $t > 0$. By a translation of $\mathbb{R}^m$, we may assume that both the center of $B$ and a $k$-center of $\Omega$ at time $t$ coincide with the origin $0$. Since $|y'| \leq |y''|$ for any $y' \in B \setminus \Omega$ and $y'' \in \Omega \setminus B$, we obtain
\[
K_B(0, t) - K_{\Omega}(0, t) = \left(\int_{B \setminus \Omega} - \int_{\Omega \setminus B}\right) k(|y|, t) \, dy \geq 0.
\]
Equality holds if and only if $\text{Vol}(\Omega \setminus B) = 0$; namely, $\Omega$ is a closed ball. \hfill $\square$
The uniqueness of a $k$-center of $\Omega$ does not always hold (see Example 5.29). But we can give a sufficient condition of the uniqueness. Moreover, it is very useful for studying the asymptotic behavior of $k$-centers (see Remark 3.10). Therefore, we try to give a new sufficient condition of the uniqueness by using the minimal unfolded region of $\Omega$.

We use the following notation in what follows:

\[ d(\Omega) = \min \{ |z - w| \mid z \in U_f(\Omega), w \in \partial \Omega \}, \]
\[ D(\Omega) = \max \{ |z - w| \mid z \in U_f(\Omega), w \in \partial \Omega \}. \] (4.2)

We remark that, in Corollary 3.5, we can replace the assumption “$k(\cdot, t)$ is concave on the interval $(0, \text{diam}(\text{supp } f))$” with “$k(\cdot, t)$ is concave on the interval $(0, D(\Omega))$” if $f$ is $\chi_\Omega$.

**Lemma 4.11.** Let $\Omega$ be a convex body. If a function $\phi : [0, +\infty) \rightarrow [0, +\infty)$ is concave and strictly increasing on the interval $(d(\Omega), D(\Omega))$, then the radial potential

\[ \Phi_\Omega(x) = \int_{S^{m-1}} \phi(\rho_{\Omega-x}(v)) d\sigma(v), \ x \in \Omega, \]

becomes strictly concave on $U_f(\Omega)$, where

\[ \rho_{\Omega-x} : S^{m-1} \ni v \mapsto \max \{ \lambda \geq 0 \mid x + \lambda v \in \Omega \} \in \mathbb{R} \]

is the radial function of $\Omega$ with respect to $x \in \Omega$.

The idea of the proof of Lemma 4.11 is due to [10]. For the reader’s convenience, we give the proof.

**Proof.** For any $x$ and $x'$ in $U_f(\Omega)$, we have

\[
2\Phi_\Omega \left( \frac{x + x'}{2} \right) - (\Phi_\Omega(x) + \Phi_\Omega(x')) \\
> \int_{S^{m-1}} \left( \phi \left( \frac{\rho_{\Omega-x}(v) + \rho_{\Omega-x'}(v)}{2} \right) - \phi (\rho_{\Omega-x}(v)) - \phi (\rho_{\Omega-x'}(v)) \right) d\sigma(v) \\
\geq 0.
\]

Here, the first inequality follows from the convexity of $\Omega$ and the strictly increasing behavior of $\phi$. The second inequality follows from the concavity of $\phi$. Hence we get the conclusion. \hfill \blacktriangleup

**Theorem 4.12.** Let $\Omega$ be a convex body. If $k$ is positive and if $k(r, t)r^{m-1}$ is decreasing on the interval $(d(\Omega), D(\Omega))$ with respect to $r$, then the potential $K_\Omega$ is strictly concave on $U_f(\Omega)$.

**Proof.** Taking the function $\phi$ in Lemma 4.11 as

\[
\phi(\rho) = \int_0^\rho k(r, t)r^{m-1} dr,
\]

we get the conclusion. \hfill \blacktriangleup

**Corollary 4.13.** Let $\Omega$ and $k$ be as in Theorem 4.12. Then $\Omega$ has a unique $k$-center.
4.3. Estimation of $K_\Omega$ in terms of the Schwarz symmetrization. Let $\Omega^*$ be the closed ball centered at the centroid of $\Omega$ with volume $\text{Vol}(\Omega)$. It is easily shown by the definition that the Schwarz symmetrization $(\chi_\Omega)^*$ coincides with the characteristic function $\chi_{\Omega^*}$. In this subsection, we estimate the difference between the potentials $K_\Omega(x,t)$ and $K_{\Omega^*}(x,t)$ when the kernel $k(r,t)$ is given by the form (3.6). The statements and their proofs in this subsection are based on [4].

Lemma 4.14. Let $k$ be as in Theorem 3.16. Moreover, we assume the following conditions:

- The ratio $\psi_{\max}(t)/\psi_1(t)$ tends to zero as $t$ goes to $+\infty$.
- The first derivative $k'$ does not vanish at $a$.

Then we have

$$\lim_{t \to +\infty} \frac{1}{k'(a)\psi_1(t)} (K_\Omega - K_{\Omega^*})(x,t) = \int_{\mathbb{R}^m} |y|^2 (\chi_\Omega - \chi_{\Omega^*}) (y) dy$$

for each $x \in \mathbb{R}^m$, where $\Omega - G_\Omega = \{ y - G_\Omega | y \in \Omega \}$.

Proof. Applying Theorem 3.16 to the case of $f = \chi_\Omega$, for each $x \in \mathbb{R}^m$, we have

$$\lim_{t \to +\infty} \frac{1}{k'(a)\psi_1(t)} (K_\Omega - K_{\Omega^*})(x,t) = \int_{\mathbb{R}^m} |y|^2 (\chi_\Omega - \chi_{\Omega^*}) (y) dy.$$ 

Since the right hand side is independent of a point $x \in \mathbb{R}^m$, we have

$$\lim_{t \to +\infty} \frac{1}{k'(a)\psi_1(t)} (K_\Omega - K_{\Omega^*})(x,t) = \lim_{t \to +\infty} \frac{1}{k'(a)\psi_1(t)} (K_\Omega - K_{\Omega^*})(x + G_\Omega, t).$$

By the translation in $\mathbb{R}^m$, we have

$$(K_\Omega - K_{\Omega^*})(x + G_\Omega, t) = (K_{\Omega - G_\Omega} - K_{\Omega^* - G_\Omega})(x,t).$$

Applying Theorem 3.16 to the case of $f = \chi_\Omega - G_\Omega$, we obtain the conclusion. \(\square\)

Theorem 4.15. Let $k$ be as in Lemma 4.14. Then we have

$$\lim_{t \to +\infty} \frac{1}{k'(a)\psi_1(t)} (K_\Omega - K_{\Omega^*})(x,t) \geq 0$$

for any $x \in \mathbb{R}^m$, and there exists a point $x \in \mathbb{R}^m$ which gives equality if and only if $\Omega$ is a closed ball.

Proof. Applying Theorem 4.10 to the case of $k(r,t) = r^2$, we have

$$\int_{\mathbb{R}^m} |y|^2 (\chi_\Omega - \chi_{\Omega^*} - G_\Omega)(y) dy = \left( \int_{\Omega - G_\Omega} - \int_{\Omega^* - G_\Omega} \right) |y|^2 dy \geq 0.$$ 

Equality holds if and only if $\Omega$ is a closed ball. Hence Lemma 4.14 implies the conclusion. \(\square\)

Theorem 4.16. Suppose that there exist $T \geq 0$, $\psi_1$, $\psi_2$ and $\bar{k}$ which satisfy the following conditions:

- $k(r,t)$ can be expressed as $k(r,t) = \bar{k}(r^2\psi_1(t) + \psi_2(t))$ on the rectangle $(0, +\infty) \times (T, +\infty)$.
- $\psi_1(t)$ tends to zero, $\psi_2(t)$ converges to a constant $a \in \mathbb{R}$, and the ratio $(\psi_2(t) - a)/\psi_1(t)$ converges to a constant as $t$ goes to $+\infty$.
- $k$ is of class $C^1$, and both $\bar{k}$ and $k'$ do not vanish at $a$. 

Let $B \subset \mathbb{R}^m$ be a closed $m$-ball. Let
\[ L(x) = \lim_{t \to +\infty} \frac{1}{k'(a)\psi_1(t)} (K_{\Omega} - K_{B})(x, t). \]
If there exists an open subset $U \subset \mathbb{R}^m$ such that the function $L$ is defined and identically zero on $U$, then $\Omega$ coincides with the ball $B$.

**Proof.** By the mean value theorem, for each $x \in \mathbb{R}^m$ and any large enough $t$, we can choose a constant $\theta = \theta(x, y, t) \in (0, 1)$ such that
\[ (K_{\Omega} - K_{B})(x, t) = \bar{k}(a) \int_{\mathbb{R}^m} (\chi_{\Omega} - \chi_{B})(y)dy \]
\[ + \int_{\mathbb{R}^m} \bar{k}'(\theta(r^2\psi_1(t) + \psi_2(t)) + (1 - \theta)a)(r^2\psi_1(t) + \psi_2(t) - a)(\chi_{\Omega} - \chi_{B})(y)dy. \]

Since $L$ is defined on an open set $U$, we obtain the volume equation $\text{Vol}(\Omega) = \text{Vol}(B)$. Then, for each $x \in U$, we have
\[ L(x) = \int_{\mathbb{R}^m} |x - y|^2 (\chi_{\Omega} - \chi_{B})(y)dy. \]

Since $L$ is identically zero on $U$, we have
\[ 0 = \text{grad} L(x) = 2\int_{\mathbb{R}^m} (x - y) (\chi_{\Omega} - \chi_{B})(y)dy = -2\int_{\mathbb{R}^m} y (\chi_{\Omega} - \chi_{B})(y)dy. \]
Therefore, we obtain $G_{\Omega} = G_{B}$; that is, $B = \Omega^*$. In the same manner as in Theorem 4.15, we obtain the conclusion.

Furthermore, we can show the following proposition in the same manner as in Theorem 4.15.

**Proposition 4.17.** Suppose that there exist $T \geq 0$, $\psi_1$ and $\psi_2$ which satisfy the following conditions:

- $k(r, t)$ can be expressed as $k(r, t) = r^2\psi_1(t) + \psi_2(t)$ on $(0, +\infty) \times (T, +\infty)$.
- For any $t > T$, the function $\psi_1(t)$ is negative.

Then we have $K_{\Omega}(x, t) \leq K_{\Omega^*}(x, t)$ for any $x \in \mathbb{R}^m$ and $t > T$. There exist $x \in \mathbb{R}^m$ and $t > T$ which give equality if and only if $\Omega$ is a closed ball.

**Proof.** By the same calculation as in Lemma 4.14 and Theorem 4.15, we have
\[ K_{\Omega}(x, t) - K_{\Omega^*}(x, t) = \psi_1(t) \int_{\mathbb{R}^m} |y|^2 (\chi_{\Omega} - \chi_{\Omega^*} - \chi_{\Omega} - \chi_{\Omega^*})(y)dy \leq 0, \]
where the non-positivity follows from Theorem 4.10. Equality holds if and only if $\Omega$ is a closed ball.

5. **Applications**

5.1. The solution of the Cauchy problem for the heat equation. Let $f : \mathbb{R}^m \to \mathbb{R}$ be a non-zero non-negative bounded measurable function with compact support. In this subsection, we consider a potential of the form

\[ (5.1) \quad Hf(x, t) = \frac{1}{(4\pi t)^{m/2}} \int_{\mathbb{R}^m} f(y) \exp \left(-\frac{r^2}{4t}\right)dy, \quad x \in \mathbb{R}^m, \quad t > 0, \quad r = |x - y|. \]

It is well-known that the potential $Hf$ satisfies the Cauchy problem for the heat equation with initial datum $f$. In particular, when $f$ coincides with the characteristic function of a body $\Omega$, we denote the potential $H\chi_{\Omega}$ by $H_{\Omega}(x, t)$ for short.
Let $\mathcal{H}_f(t)$ be the set of points that give the maximum value of the function $Hf(\cdot, t) : \mathbb{R}^m \to \mathbb{R}$ for each $t > 0$; that is,
\begin{equation}
\mathcal{H}_f(t) = \left\{ x \in \mathbb{R}^m \left| Hf(x, t) = \max_{\xi \in \mathbb{R}^m} Hf(\xi, t) \right. \right\}.
\end{equation}
A point in $\mathcal{H}_f(t)$ is called a hot spot at time $t$.

In [4], Chavel and Karp studied the asymptotic behavior of a hot spot as $t$ goes to $+\infty$ by computing the derivative of $Hf(\cdot, t)$.

**Theorem 5.1** ([4]). (1) The set of hot spots is not empty and contained in the convex hull of $\text{supp } f$ for any $t > 0$.

(2) The set of hot spots converges to the one-point set of the centroid of $f$ with respect to the Hausdorff distance as $t$ goes to $+\infty$.

(These facts also follow from Proposition 3.2 and Corollary 3.9.)

**Proposition 5.2.** For each $t > 0$, the energy
\[ \int_{\mathbb{R}^m} f(x) Hf(x, t) dx = \frac{1}{(4\pi t)^{m/2}} \int_{\mathbb{R}^m \times \mathbb{R}^m} f(x) f(y) \exp \left( -\frac{r^2}{4t} \right) dxdy \]
is maximum in $F$ (defined in (5.1)) if and only if $f$ is the characteristic function of a closed $m$-ball up to a zero measure set.

(This fact follows from Theorem 3.6)

**Theorem 5.3** ([4]). Each level set of $Hf(\cdot, t)$ tends to a sphere centered at the centroid of $f$ with respect to the Hausdorff distance.

(This fact also follows from Theorem 3.13)

**Proposition 5.4** ([4]). We have
\[ \max_{h(t) \in \mathcal{H}_f(t)} |G_f - h(t)| \leq \frac{(\text{diam}(\text{supp } f))^3}{4t} \exp \left( -\frac{(\text{diam}(\text{supp } f))^2}{4t} \right) \]
for any $t > 0$.

(This fact also follows from Proposition 3.15)

**Theorem 5.5** ([4]). We have
\[ \left| 4t (4\pi t)^{m/2} H(f - f^*)(x, t) - \left( -\int_{\mathbb{R}^m} |y|^2 (f - f^*)(y) dy \right) \right| \leq \frac{1}{4t} \int_{\mathbb{R}^m} r^4 |f - f^*|(y) dy \]
for any $x \in \mathbb{R}^m$ and $t > 0$.

(This fact also follows from Remark 3.17)

**Proposition 5.6.** If $\Omega$ is a convex body with a piecewise $C^1$ boundary, then $H_{\Omega}(\cdot, t)$ is superharmonic on the interior of $\Omega$ for any $t > 0$.

(This fact follows from Corollary 4.3)

**Proposition 5.7.** Let $B$ be a closed $m$-ball in $\mathbb{R}^m$. If $\text{Vol}(\Omega) = \text{Vol}(B)$, then we have
\[ \max_{x \in \mathbb{R}^m} H_{\Omega}(x, t) \leq \max_{x \in \mathbb{R}^m} H_B(x, t), \]
and equality holds if and only if $\Omega$ is a closed ball.

(This fact follows from Theorem 4.10)
Theorem 5.8 ([4]). For any \( x \in \mathbb{R}^m \), we have
\[
\lim_{t \to +\infty} t^{m/2+1} (H_{\Omega} - H_{\Omega^*}) (x, t) \leq 0,
\]
and equality holds if and only if \( \Omega \) is a closed ball.
(This fact also follows from Theorem 4.15)

Theorem 5.9 ([4]). Let \( B \) be a closed \( m \)-ball in \( \mathbb{R}^m \). If there is an open set \( U \) in \( \mathbb{R}^m \) such that the limit
\[
\lim_{t \to +\infty} t^{m/2+1} (H_{\Omega} - H_B) (x, t)
\]
exists and is identically zero on \( U \), then \( \Omega \) coincides with \( B \).
(This fact also follows from Theorem 4.16)

We consider a sufficient condition for the uniqueness of a hot spot. In [6], Jimbo and Sakaguchi indicated that if the initial datum \( f \) coincides with the characteristic function of a convex body \( \Omega \), then \( \Omega \) has a unique hot spot for any \( t > 0 \) by using the log-concavity of \( H_{\Omega^*}(\cdot, t) \) (see also [1]).

We slightly improve the condition of \( t \) given in [6] when the initial datum \( f \) coincides with \( \chi_{\Omega} \) by using the minimal unfolded region. We remark that \( \Omega \) is not necessarily convex in our case.

Proposition 5.10. If the initial datum \( f \) coincides with the characteristic function of a body \( \Omega \), then, for each positive \( t \), any hot spot at time \( t \) is contained in the minimal unfolded region of \( \Omega \).
(This fact follows from Proposition 4.3)

Lemma 5.11. Let \( t > 0 \), \( p > 0 \) and \( g(s) = (s^2 - 2t) \exp(- (s^2 + p)/(4t)) \).

1. For any \( \delta \in (0, 1] \), \( g((1 - \delta)\sqrt{2t}) + g((1 + \delta)\sqrt{2t}) < 0 \).
2. \( \int_0^\infty g(s) ds = 0 \).

Proof. (1) Since \( g \) is increasing on the interval \([0, \sqrt{6t}]\) and decreasing on the interval \([\sqrt{6t}, +\infty)\), it is sufficient to show that the inequality holds for any \( 0 < \delta \leq \sqrt{3} - 1 \).

Let \( \phi(\lambda) = (\lambda + 1) \exp(- \lambda^2/2) \) for \( 2 - \sqrt{3} \leq \lambda \leq \sqrt{3} \). It is equivalent to show \( \phi(1 + \delta) < \phi(1 - \delta) \) for any \( 0 < \delta \leq \sqrt{3} - 1 \). Since \( \phi \) is increasing on the interval \([2 - \sqrt{3}, (-1 + \sqrt{5})/2]\) and decreasing on the interval \([(-1 + \sqrt{5})/2, \sqrt{3}]\), it is sufficient to show that the inequality holds for any \( (3 - \sqrt{5})/2 \leq \delta \leq \sqrt{3} - 1 \). We can easily get \( \phi(2 - \sqrt{3}) > \phi((5 - \sqrt{5})/2) \), which implies the conclusion.

(2) By integration by parts, we have
\[
\int_0^\infty s^2 \exp\left(- \frac{s^2}{4t}\right) ds = \int_0^\infty s \frac{\partial}{\partial s} \left(-2t \exp\left(- \frac{s^2}{4t}\right)\right) ds = 2t \int_0^\infty \exp\left(- \frac{s^2}{4t}\right) ds,
\]
which completes the proof. \( \square \)

Definition 5.12. Let us use the notation in Definition 4.7. A function \( \gamma : S^{m-1} \to \mathbb{R} \) is called a folding function of a body \( \Omega \) if, for each \( v \in S^{m-1} \) and any \( b \geq \gamma(v) \), \( \text{Refl}_{v,b}(\Omega^+_{v,b}) \) is contained in \( \Omega \). We denote the set of continuous folding functions of
\(\Omega\) by \(CF(\Omega)\). Let \(W_\gamma(\Omega)\) be the Wulff shape associated with a function \(\gamma \in CF(\Omega)\); that is, \(W_\gamma(\Omega)\) is defined as
\[
W_\gamma(\Omega) = \bigcap_{v \in S^{m-1}} \{ x \in \mathbb{R}^m | x \cdot v \leq \gamma(v) \}.
\]
Define the minimal unfolded Wulff shape of \(\Omega\) by
\[
W(\Omega) = \bigcap_{\gamma \in CF(\Omega)} W_\gamma(\Omega).
\]

**Remark 5.13.** We remark that \(Uf(\Omega)\) is contained in \(W(\Omega)\). Furthermore, in general, \(W(\Omega)\) is not contained in \(\Omega\) if \(\Omega\) is not convex, while it is always contained in the convex hull of \(\Omega\).

We use the following notation in what follows:

\[(5.3) \quad \tilde{D}(\Omega) = \max \{|z - w| | z \in Uf(\Omega), \ w \in W(\Omega)\}.
\]

**Theorem 5.14.** If the initial datum \(f\) coincides with the characteristic function of a body \(\Omega\) and if \(t \geq \tilde{D}(\Omega)^2/2\), then \(\Omega\) has a unique hot spot at time \(t\).

**Proof.** Let us use the notation in Definition 4.7 and Lemma 5.11 in what follows.

Fix a point \(x\) in \(Uf(\Omega)\) and a time \(t \geq \tilde{D}(\Omega)^2/2\). Let \(\tau = x + \sqrt{2t}\). Direct computation shows
\[
\frac{\partial^2 H_0}{\partial x_1^2}(x, t) = \frac{1}{4t^2 (4\pi t)^{m/2}} \int_\Omega \left( (x_1 - y_1)^2 - 2t \right) \exp\left( -\frac{r^2}{4t} \right) \, dy.
\]
Therefore, if both \(\Omega_{e_1, \tau}\) and \(\Omega_{-e_1, \tau}\) are empty, then we have \(\partial^2 H_0/\partial x_1^2(x, t) < 0\) (see Figure 4).

We consider the case where either \(\Omega_{e_1, \tau}\) or \(\Omega_{-e_1, \tau}\) is not empty. Then we have \(\text{Refl}_{e_1, \tau}(\Omega^+_e, \tau) \subset \Omega\). Put
\[(5.4) \quad L_1(y) = \{ z = y + te_1 | t \in \mathbb{R} \}, \quad L_1(y; z_1 \geq c) = L_1(y) \cap \{ z \in \mathbb{R}^m | z_1 \geq c \}.
\]
We apply Lemma 5.11 to the case of \(p = \sum_{\ell=2}^m (x_\ell - y_\ell)^2\). By Fubini’s theorem, we have
\[
\frac{\partial^2 H_0}{\partial x_1^2}(x, t) = \frac{1}{(4\pi t)^{m/2} 4t^2} \int_{\Omega_{e_1}^+} g(x_1 - y_1) \, dy
\]
\[
\quad = \frac{1}{(4\pi t)^{m/2} 4t^2} \int_{\Omega_{e_1}^+} \left( \int_{\Omega \cap L_1((x_1, y))} g(x_1 - y_1) \, dy_1 \right) \, d\bar{y},
\]
where \(\Omega_{e_1}^+\) denotes the image of the orthogonal projection from \(\Omega\) to \(e_1^1\), and \(\bar{y} = (y_2, \ldots, y_m)\). We remark that \(g(x_1 - y_1)\) is obviously negative for any \(y\) in the band \(\{ z \in \mathbb{R}^m | x_1 - \tau \leq z_1 \leq x_1 + \tau \}\).

If \(\text{Refl}_{e_1, \tau}(\Omega \cap L_1((x_1, y); z_1 \geq \tau))\) is contained in \(L_1((x_1, y); z_1 \geq x_1)\), then the first assertion of Lemma 5.11 implies
\[
\int_{\text{Refl}_{e_1, \tau}(\Omega \cap L_1((x_1, y); z_1 \geq \tau)) \cup (\Omega \cap L_1((x_1, y); z_1 \geq \tau))} g(x_1 - y_1) \, dy_1 < 0.
\]
Otherwise, the second assertion of Lemma 5.11 implies
\[
\int_{\Omega \cap L_1((x_1, y); z_1 \geq x_1)} g(x_1 - y_1) \, dy_1 < \int_{L_1((x_1, y); z_1 \geq x_1)} g(x_1 - y_1) \, dy_1 = 0.
\]
These arguments also work for the other side \( \{ z \in \mathbb{R}^m | z_1 \leq x_1 \} \). Hence we get \((\partial^2 H_\Omega/\partial x_1^2)(x, t) < 0 \) for any \( x \in U f(\Omega) \) (see Figure 2).

\[
\frac{\partial^2}{\partial x_1^2} \frac{\partial}{\partial t} H_\Omega(x, t) < 0 \quad \text{for any } x \in U f(\Omega).
\]

By radial symmetry of the heat kernel, we obtain the conclusion.

\[\square\]

Remark 5.15. Theorem 5.14 does not provide a real improvement of the result of References \[6\] in the case of \( f = \chi_{\Omega} \) since the relation \( \tilde{D}(\Omega) < \text{diam} \Omega \) does not always hold.

5.2. The Poisson integral. Let \( f : \mathbb{R}^m \to \mathbb{R} \) be a non-zero non-negative bounded measurable function with compact support. Let

\[
P_f(x, t) = \frac{2t}{\sigma_m(S^m)} \int_{\mathbb{R}^m} \frac{f(y)}{(r^2 + t^2)^{(m+1)/2}} dy, \quad x \in \mathbb{R}^m, \quad t > 0, \quad r = |x - y|,
\]

which is called the Poisson integral. It is well-known that \( P_f \) satisfies the Laplace equation for the upper half space \( \{(x, t) | x \in \mathbb{R}^m, \ t > 0 \} \) with boundary datum \( f \). In this subsection, we consider the asymptotic behavior of maximum points of \( P_f(\cdot, t) : \mathbb{R}^m \to \mathbb{R} \) as \( t \) goes to \( +\infty \).

Proposition 5.16. The set of maximum points of \( P_f(\cdot, t) \) is not empty and contained in the convex hull of \( \text{supp } f \) for any \( t > 0 \).

(This fact follows from Proposition 3.2.)

We denote the set of maximum points of \( P_f(\cdot, t) \) by \( \mathcal{P}_f(t) \); that is,

\[
\mathcal{P}_f(t) = \left\{ x \in \mathbb{R}^m \mid P_f(x, t) = \max_{\xi \in \mathbb{R}^m} P_f(\xi, t) \right\}.
\]

Proposition 5.17. If \( t \geq \sqrt{m + 2} \text{ diam}(\text{supp } f) \), then \( \mathcal{P}_f(t) \) becomes a one-point set.

(This fact follows from Corollary 3.5.)

Proposition 5.18. For each \( t > 0 \), the energy

\[
\int_{\mathbb{R}^m} f(x) P_f(x, t) dx = \frac{2t}{\sigma_m(S^m)} \int_{\mathbb{R}^m \times \mathbb{R}^m} \frac{f(x)f(y)}{(r^2 + t^2)^{(m+1)/2}} dxdy
\]

is maximum in \( \mathcal{F} \) (defined in (3.1)) if and only if \( f \) is the characteristic function of a closed \( m \)-ball up to a zero measure set.

(This fact follows from Theorem 3.6.)

Proposition 5.19. The set \( \mathcal{P}_f(t) \) converges to the one-point set of the centroid of \( f \) with respect to the Hausdorff distance as \( t \) goes to \( +\infty \).
Proof. The Poisson integral \( Pf(x, t) \) corresponds to the case where \( \varphi(r) = r^2 \), \( \psi_1(t) = t^{-2} \), \( \psi_2(t) = 0 \) and \( k(s) = (1 + s)^{-(m+1)/2} \) in Corollary 3.9.

\[ \square \]

**Proposition 5.20.** Each level set of the Poisson integral \( Pf(\cdot, t) \) tends to a sphere centered at the centroid of \( f \) with respect to the Hausdorff distance.

(This fact follows from Theorem 3.13)

**Proposition 5.21.** We have

\[ \left| \max_{p(t) \in \mathcal{P}_f(t)} |G_f - p(t)| \right| \leq \frac{(m + 3)}{2t^2} \left( \left( \frac{\text{diam}(\text{supp } f)}{t} \right)^2 + 1 \right)^{(m+3)/2} \]

for any \( t > 0 \).

(This fact follows from Proposition 3.15)

**Proposition 5.22.** We have

\[ \left| \int_{\mathbb{R}^m} \frac{1}{|y| - r^2} |f - f^*| (y) dy \right| \leq \frac{m + 3}{2t^2} \int_{\mathbb{R}^m} r^4 |f - f^*| (y) dy \]

for any \( x \in \mathbb{R}^m \) and \( t > 0 \).

(This fact follows from Remark 3.17)

Let \( \Omega \) be a body in \( \mathbb{R}^m \). Let us consider the case of \( f = \sigma_m(\mathcal{S}^m) \chi_{\Omega}/2 \) in what follows. Let

\[ A_\Omega(x, h) = \frac{\sigma_m(\mathcal{S}^m)}{2} \int_{\mathcal{P}_\chi_{\Omega}(x, h)} \frac{h}{r^2 + h^2} \frac{1}{(m+1)/2} dy. \]

In this case, the Poisson integral \( A_\Omega(x, h) \) has a geometric meaning as below: Let \( x \) be a point in \( \mathbb{R}^m \) and \( h \) a positive real number. Define the map \( p(x, h) : \Omega \to \mathcal{S}^m \) by

\[ p(x, h) (y) = \frac{(y, 0) - (x, 0)}{|(y, 0) - (x, 0)|} \frac{h}{\sqrt{r^2 + h^2}}. \]

The solid angle of \( \Omega \) at a point \( (x, h) \) is given by the spherical \( m \)-volume of the image of \( p(x, h) \). By direct calculation, we can show that the solid angle coincides with the Poisson integral \( A_\Omega(x, h) \). We remark that the function \( A_\Omega(x, h) \) coincides with Shibata’s total brightness of a triangular park when \( \Omega \) is a triangle in \( \mathbb{R}^2 \).

**Definition 5.23.** A point \( x \) in \( \mathbb{R}^m \) is called a spatial illuminating center of \( \Omega \) of height \( h \) if it gives the maximum value of \( A_\Omega(\cdot, h) : \mathbb{R}^m \to \mathbb{R} \).

**Proposition 5.24.** If \( \Omega \) is a convex body with a piecewise \( C^1 \) boundary, then \( A_\Omega(\cdot, h) \) is superharmonic on the interior of \( \Omega \) for any \( h > 0 \).

(This fact follows from Corollary 4.3)

**Proposition 5.25.** For any positive \( h \), every spatial illuminating center of \( \Omega \) of height \( h \) belongs to the minimal unfolded region of \( \Omega \).

(This fact follows from Proposition 3.19)
Proposition 5.26. Let $B$ be a closed $m$-ball in $\mathbb{R}^m$. If $\text{Vol}(\Omega) = \text{Vol}(B)$, then we have
\[
\max_{x \in \mathbb{R}^m} A_\Omega(x, h) \leq \max_{x \in \mathbb{R}^m} A_B(x, h),
\]
and equality holds if and only if $\Omega$ is a closed ball.
(This fact follows from Theorem 4.10.)

Proposition 5.27. For any $x \in \mathbb{R}^m$, we have
\[
\lim_{h \to +\infty} h^{m+2} (A_\Omega - A_{\Omega^*})(x, h) \leq 0,
\]
and equality holds if and only if $\Omega$ is a closed ball.
(This fact follows from Theorem 4.15.)

Proposition 5.28. Let $B$ be a closed $m$-ball in $\mathbb{R}^m$. If there exists an open set $U$ in $\mathbb{R}^m$ such that the limit
\[
\lim_{h \to +\infty} h^{m+2} (A_\Omega - A_B)(x, h)
\]
exists and is identically zero on $U$, then $\Omega$ coincides with $B$.
(This fact follows from Theorem 4.16.)

We also study the uniqueness of a spatial illuminating center of $\Omega$ of height $h$. We remark that the uniqueness does not always hold. Let us see it in an example when $m = 1$.

Example 5.29. Let $\Omega$ be a disjoint union of two intervals with the same length: $\Omega = [-R, -1] \cup [1, R]$, where $R > 1$. By direct computation, we obtain the following results (see Figure 3):

1. If $0 < h < \sqrt{R + (R + 1)\sqrt{R}}$, then
   \[
   x_\pm(h) = \pm \sqrt{R((R + 1)^2 + 4h^2) - (R + h^2)}
   \]
   are the spatial illuminating centers of $\Omega$

2. If $h \geq \sqrt{R + (R + 1)\sqrt{R}}$, then the origin is the unique spatial illuminating center of $\Omega$.

![Figure 3. The locus of spatial illuminating centers of height $h > 0$.](image-url)
Proposition 5.30. If \( h \geq \sqrt{m+2}D(\Omega) \), then \( \Omega \) has a unique spatial illuminating center of height \( h \), where \( D(\Omega) \) is defined in (4.2).

(Proposition follows from the remark before Lemma 4.11.)

Let us improve Proposition 5.30 in the same manner as in Theorem 5.14.

Lemma 5.31. Let \( p > 0 \) and \( g(s) = ((m + 2)s^2 - p)(s^2 + p)^{-(m+5)/2} \).

1. We have \( g((1 - \delta)\sqrt{p/(m + 2)}) + g((1 + \delta)\sqrt{p/(m + 2)}) < 0 \) for any \( \delta \in (0, 1] \).
2. \( \int_0^{+\infty} g(s)ds = 0 \).

Proof. (1) It is sufficient to show that the inequality holds for any \( \delta \in (0, \sqrt{3} - 1] \) since \( g \) is increasing on the interval \([0, \sqrt{3p/(m + 2)}] \) and decreasing on the interval \([\sqrt{3p/(m + 2)}, +\infty) \). It is equivalent to show \( \phi_m(1 - \delta) < \phi_m(1 - \delta) \) for any \( \delta \in (0, \sqrt{3} - 1] \), where \( \phi_m(\lambda) = (\lambda + 1)(\lambda^2 + m + 2)^{-(m+5)/2} \). Let \( \lambda_c(m) \) be the unique positive critical point of \( \phi_m \). Then we have \( \phi_m(1 + \delta) < \phi_m(1 - \delta) \) for any \( \delta \in (0, 1 - \lambda_c(m)) \). Since \( \lambda_c(m) \) is strictly increasing and tends to \((-1 + \sqrt{5})/2 \) as \( m \) goes to \(+\infty \), it is sufficient to show \( \phi_m(2 - \sqrt{3}) > \phi_m((5 - \sqrt{5})/2) \). The sequence \( \{\phi_m(2 - \sqrt{3})/\phi_m((5 - \sqrt{5})/2)\} \) is decreasing, and we can show

\[
\lim_{m \to +\infty} \frac{\phi_m(2 - \sqrt{3})}{\phi_m((5 - \sqrt{5})/2)} = \frac{(2 - \sqrt{3}) + 1}{(5 - \sqrt{5})/2 + 1} \exp \left( \frac{1}{2} \left( \frac{5 - \sqrt{5}}{2} - \frac{2 - \sqrt{3}}{2} \right) \right) > 1,
\]

which completes the proof.

(2) By changing the variable \( s \mapsto \sqrt{p}\tan \theta \), we can obtain the conclusion. \( \square \)

Theorem 5.32. If \( h \geq \sqrt{m+2}D(\Omega) \), then \( \Omega \) has a unique spatial illuminating center of height \( h \), where \( D(\Omega) \) is defined in (5.3).

Proof. Let us use the notation in Definition 4.7 and Lemma 5.31 in what follows.

Fix a point \( x \in \text{Uf}(\Omega) \) and a height \( h \geq \sqrt{m+2}D(\Omega) \). Let \( \zeta = x + h/\sqrt{m+2} \). Then the half-space \( \{z \in \mathbb{R}^m | z_1 \geq \zeta \} \) contains the right side of the hyperboloid in Figure 4 (and 5). If both \( \Omega_{e_1,\zeta} \) and \( \Omega_{-e_1,\zeta} \) are empty, then we have the negativity of \( \partial^2 A_{\Omega}/\partial x_1^2 \) in the same manner as in Theorem 5.14 (see Figure 4).

We consider the case where either \( \Omega_{e_1,\zeta} \) or \( \Omega_{-e_1,\zeta} \) is not empty. Then we have \( \text{Refl}_{e_1,\zeta}(\Omega_{e_1,\zeta}^+) \subset \Omega \). We apply Lemma 5.31 to the case of \( p = \sum_{e=2}^m (x_e - y_e)^2 + h^2 \). By Fubini’s theorem, we have

\[
\frac{\partial^2 A_{\Omega}}{\partial x_1^2}(x, h) = (m + 1)h \int_{\Omega} g(x_1 - y_1)dy
\]

\[
= (m + 1)h \int_{\Omega_{e_1}^+} \left( \int_{\Omega \cap L_1((x_1, y_1))} g(x_1 - y_1)dy_1 \right)dy,
\]

where \( L_1(y) \) is defined in (5.4). We remark that the integral of \( g(x_1 - y_1) \) over the inside of the hyperboloid \( \{z \in \mathbb{R}^m | (m + 2)(x_1 - z_1)^2 - \sum_{e=2}^m (x_e - z_e)^2 - h^2 \leq 0 \} \)
is obviously negative. By Lemma 5.31 and the same argument as in Theorem 5.14, we can show \((\partial^2 A_{\Omega}/\partial x_1^2)(x, h) < 0\) (see Figure 5). □

\[ \begin{align*} &\text{Figure 4. The case of } \Omega_{\pm e_1, \zeta} = \emptyset. \\ &\text{Figure 5. The case of } \Omega_{\pm e_1, \zeta} \neq \emptyset. \end{align*} \]

In Example 5.29, we showed that, for any body \(\Omega\), the uniqueness of a spatial illuminating center of height \(h\) does not always hold without the condition for \(h\). Next we study the conditions of the uniqueness for \(\Omega\).

**Proposition 5.33.** Let \(\Omega\) be a convex body such that \(Uf(\Omega)\) is contained in the interior of \(\Omega\). If \(h \leq \sqrt{2/(m-1)d(\Omega)}\), then \(\Omega\) has a unique spatial illuminating center of height \(h\), where \(d(\Omega)\) is defined in (4.2).

(This fact follows from Corollary 4.13.)

**Corollary 5.34.** Let \(\Omega\) be as in Proposition 5.33. If \(\sqrt{(m+2)(m-1)/2\tilde{D}(\Omega)} \leq d(\Omega)\), then \(\Omega\) has a unique spatial illuminating center for any \(h\).

(This fact follows from Theorem 5.32 and Proposition 5.33.)

**Lemma 5.35.** Let us use the notation in Definition 5.12 in what follows. Let \(\tilde{\Omega}\) be a compact convex set. For any positive \(\delta\), \(W(\tilde{\Omega} + \delta B^m)\) is contained in \(\tilde{\Omega}\), where \(B^m\) is the closed unit \(m\)-ball and \(\tilde{\Omega} + \delta B^m\) is the \(\delta\)-parallel body \(\{z+\delta w | z \in \tilde{\Omega}, w \in B^m\}\).

**Proof.** Fix an arbitrary direction \(v \in S^{m-1}\), and let \(\gamma(v) = \max_{y \in \Omega} (y \cdot v)\). We remark that \(\tilde{\Omega}\) is contained in the half-space \(\{z \in \mathbb{R}^m | z \cdot v \leq \gamma(v)\}\). It is sufficient to show that \(\gamma(v)\) is a folding function of \(\tilde{\Omega} + \delta B^m\).

Since \(\tilde{\Omega} + \delta B^m\) is expressed as \(\tilde{\Omega} + \delta B^m = \bigcup_{y \in \Omega} B_\delta(y)\), we obtain that, for any \(b \geq \gamma(v)\),

\[
\text{Refl}_{v,b} \left( \left( \tilde{\Omega} + \delta B^m \right)_{v,b}^{+} \right) = \text{Refl}_{v,b} \left( \bigcup_{y \in \Omega} B_\delta(y) \cap \{z \in \mathbb{R}^m | z \cdot v \geq b\} \right)
\]

\[
= \bigcup_{y \in \Omega} \text{Refl}_{v,b} (B_\delta(y) \cap \{z \in \mathbb{R}^m | z \cdot v \geq b\})
\subset \tilde{\Omega} + \delta B^m,
\]

which completes the proof. □

**Theorem 5.36.** If \(\Omega\) can be expressed as \(\Omega = \tilde{\Omega} + \delta B^m\) with a compact convex set \(\tilde{\Omega}\) and a constant \(\delta \geq \sqrt{(m+2)(m-1)/2\text{diam } \tilde{\Omega}}\), then \(\Omega\) has a unique spatial illuminating center for any \(h\).
Remark 5.13 and Lemma 5.35 imply that \( Uf(\Omega) \subset W(\Omega) \subset \tilde{\Omega} \). Therefore, we obtain
\[
\sqrt{\frac{(m+2)(m-1)}{2}} \delta(\Omega) \leq \sqrt{\frac{(m+2)(m-1)}{2}} \text{diam} \tilde{\Omega} \leq \delta \leq d(\Omega)
\]
if \( \delta \geq \sqrt{\frac{(m+2)(m-1)}{2}} \text{diam} \tilde{\Omega} \). Hence Corollary 5.34 implies the conclusion. □

5.3. \( r^{\alpha-m} \)-potentials. In this subsection, we introduce the \( r^{\alpha-m} \)-potential of a body \( \Omega \) for \( \alpha > 0 \) from [11] and consider its generalization. Define the function
\[
V^{(\alpha)}(x) = \begin{cases}
\text{sign}(m-\alpha) \int_{\Omega} r^{\alpha-m} \, dy & (0 < \alpha \neq m), \\
- \int_{\Omega} \log r \, dy & (\alpha = m),
\end{cases}
\]
where \( f : \mathbb{R}^m \to \mathbb{R} \) is a non-zero non-negative bounded measurable function with compact support.

Definition 5.37 ([11]). A point \( x \) in \( \mathbb{R}^m \) is called an \( r^{\alpha-m} \)-center of \( \Omega \) if it gives the maximum value of \( V^{(\alpha)}(x) \).

Theorem 5.38 ([11]).

(1) For any positive \( \alpha \), \( r^{\alpha-m} \)-centers of \( \Omega \) exist and belong to the minimal unfolded region of \( \Omega \).

(2) If \( \Omega \) is convex and \( 0 < \alpha \leq 1 \), then \( \Omega \) has a unique \( r^{\alpha-m} \)-center.

(3) If \( \alpha \geq m+1 \), then \( \Omega \) has a unique \( r^{\alpha-m} \)-center.

(These facts also follow from Propositions 3.2 and 4.9 and Corollaries 4.13 and 3.5.)

Proposition 5.39. Let \( B \) be a closed \( m \)-ball in \( \mathbb{R}^m \). If \( \text{Vol}(\Omega) = \text{Vol}(B) \), then
\[
\max_{x \in \mathbb{R}^m} V^{(\alpha)}(x) = \max_{x \in \mathbb{R}^m} V_{B}^{(\alpha)}(x),
\]
and equality holds if and only if \( \Omega \) is a closed ball.

(These facts follow from Theorem 4.10.)

Proposition 5.40. We have \( V^{(m+2)}_{\Omega}(x) \leq V^{(m+2)}_{\Omega^*}(x) \) for any \( x \in \mathbb{R}^m \). There exists a point \( x \in \mathbb{R}^m \) which gives equality if and only if \( \Omega \) is a closed ball.

(These facts follow from Proposition 4.17.)

In [11], O’Hara showed that, as \( \alpha \) goes to \( +\infty \), an \( r^{\alpha-m} \)-center converges to the point that gives the minimum value of the function \( \mathbb{R}^m \ni x \mapsto \max_{y \in \Omega} |x-y| \in \mathbb{R} \).

The same argument also works for the potential
\[
V^{(\alpha)}f(x) = \begin{cases}
\text{sign}(m-\alpha) \int_{\mathbb{R}^m} f(y)r^{\alpha-m} \, dy & (0 < \alpha \neq m), \\
- \int_{\mathbb{R}^m} f(y) \log r \, dy & (\alpha = m),
\end{cases}
\]
where \( f : \mathbb{R}^m \to \mathbb{R} \) is a non-zero non-negative bounded measurable function with compact support.

Proposition 5.41. There exists a maximizer of \( V^{(\alpha)}f \), and all of those are contained in the convex hull of the support of \( f \).

(These facts follow from Proposition 3.2.)
Definition 5.42. (1) A point $x$ in $\mathbb{R}^m$ is called an $r^{\alpha-m}$-center of $f$ if it gives the maximum value of $V^{(\alpha)} f$.
(2) A point is called an $r^\infty$-center or a min-max point of $f$ if it gives the minimum value of the function $\mathbb{R}^m \ni x \mapsto \max_{y \in \text{supp } f} |x - y| \in \mathbb{R}$.

Proposition 5.43. If $\alpha \geq m + 1$, then $f$ has a unique $r^{\alpha-m}$-center.
(This fact follows from Corollary 5.3.)

Proposition 5.44. For each $0 < \alpha \neq m$, the energy of $V^{(\alpha)} f$
\[
\int_{\mathbb{R}^m} f(x) V^{(\alpha)} f(x) dx = \text{sign}(m - \alpha) \int_{\mathbb{R}^m \times \mathbb{R}^m} f(x)f(y)r^{\alpha-m}dxdy
\]
is maximum in $F$ (defined in (3.1)) if and only if $f$ is the characteristic function of a closed $m$-ball up to a zero measure set.
(This fact follows from Theorem 3.6.)

For the readers’ convenience, we give the proof of the theorem that an $r^{\alpha-m}$-center of $f$ converges to the min-max point of $f$ as $\alpha$ goes to $+\infty$ with slight modification of the argument in [11].

Lemma 5.45. If $f$ is continuous, then we have
\[
\lim_{\alpha \to +\infty} \left( -V^{(\alpha)} f(x) \right)^{1/\alpha} = \text{ess sup}_{y \in \text{supp } f} |x - y| = \max_{y \in \text{supp } f} |x - y|.
\]

Proof. Since $f$ is bounded on $\mathbb{R}^m$, for any $x \in \mathbb{R}^m$, we have
\[
\left( -V^{(\alpha)} f(x) \right)^{1/\alpha} \leq \|f\|^{1/\alpha}_\infty \left( \int_{\text{supp } f} |x - y|^{\alpha-m} dy \right)^{1/\alpha}
\to \text{ess sup}_{y \in \text{supp } f} |x - y|
= \max_{y \in \text{supp } f} |x - y|
\]
as $\alpha$ goes to $+\infty$.

We show the opposite inequality. Fix a point $x \in \mathbb{R}^m$ and an arbitrary $\varepsilon > 0$. There exists a point $y' \in \text{supp } f$ which gives a positive value to $f$ and satisfies
\[
|x - y'| \geq \max_{y \in \text{supp } f} |x - y| - \varepsilon.
\]
Since $f$ is continuous on $\mathbb{R}^m$, there exists a positive constant $\delta$ such that, for any $y \in B_\delta(y')$, we have $f(y) \leq f(y')/2$. Hence we obtain
\[
\left( -V^{(\alpha)} f(x) \right)^{1/\alpha} \geq \left( \frac{f(y')}{2} \right)^{1/\alpha} \left( \int_{B_\delta(y')} |x - y|^{\alpha-m} dy \right)^{1/\alpha}
\to \text{ess sup}_{y \in B_\delta(y')} |x - y|
\geq \max_{y \in \text{supp } f} |x - y| - \varepsilon,
\]
which completes the proof. $\square$

Theorem 5.46. Suppose that $f$ is continuous. If the body $\text{supp } f$ satisfies the Poincaré condition inside (that is, for any point $y$ on $\partial (\text{supp } f)$, there exist positive constants $\varepsilon$ and $\theta$ such that $B_\varepsilon(y) \cap \text{supp } f$ contains a cone of revolution with vertex $y$ and cone angle $\theta$), then an $r^{\alpha-m}$-center converges to the min-max point of $f$ as $\alpha$ goes to $+\infty$. 
Proof. Let $c(\alpha)$ be the (unique) $r^{\alpha-m}$-center for $\alpha \geq m + 1$ and $c_\infty$ the min-max point of $f$. Define the function $\rho : \mathbb{R}^m \ni x \mapsto \max_{y \in \text{supp } f} |x - y|$.

We show that, for any $\varepsilon > 0$, there exists an $\alpha_\varepsilon \geq m + 1$ such that if $\alpha > \alpha_\varepsilon$, then $c(\alpha)$ is contained in $B_\varepsilon(c_\infty)$. Suppose that there is no such $\alpha_\varepsilon$. Since the family of $r^{\alpha-m}$-centers $\{c(\alpha)\}$ is contained in $\text{conv}(\text{supp } f)$, we can choose a strictly increasing sequence $\{\alpha_\ell\}$ such that $\alpha_\ell$ diverges to $+\infty$ and the sequence $\{c(\alpha_\ell)\}$ converges to a point $c \in \text{conv}(\text{supp } f)$ as $\ell$ goes to $+\infty$. Since $c \neq c_\infty$, we have $\rho(c) > \rho(c_\infty)$. Let $\delta = (\rho(c) - \rho(c_\infty))/2 > 0$. There exists a point $y' \in \partial(\text{conv}(\text{supp } f))$ such that $\rho(c) = |c - y'|$. Since $f$ is continuous on $\mathbb{R}^m$, for any $x \in B_\delta(c)$, we have

$$-V(\alpha) f(x) > (\rho(c) - 2\delta)^{\alpha-m} \int_{B_\delta(y')} f(y)dy = \rho(c_\infty)^{\alpha-m} \int_{B_\delta(y')} f(y)dy.$$ 

On the other hand, we have

$$-V(\alpha) f(c_\infty) < \|f\|_{\infty} \int_{B_\rho(c_\infty)(c_\infty)} |c_\infty - y|^{\alpha-m}dy = \frac{1}{\alpha} \|f\|_{\infty} \sigma(S^{m-1}) \rho(c_\infty)^\alpha.$$ 

Since there exists a large enough $\alpha \geq m + 1$ such that

$$\alpha > \rho(c_\infty)^m \|f\|_{\infty} \sigma(S^{m-1}) / \int_{B_\delta(y')} f(y)dy,$$

we have $V(\alpha) f(x) < V(\alpha) f(c_\infty)$ for any $x \in B_\delta(c)$, which contradicts the maximality of $V(\alpha) f(c(\alpha))$.

\[\square\]

6. Non-Euclidean cases

In this section, we consider the same problems on the unit sphere $S^m$ or on the Lorentz model of the hyperbolic space $\mathbb{H}^m$. We can obtain the same results as in the Euclidean case by parallel arguments.

Let $S^m$ be the unit $m$-sphere in $\mathbb{R}^{m+1}$ and $\sigma_m$ the spherical Lebesgue measure of $S^m$. Let $f : S^m \to \mathbb{R}$ be a bounded measurable function. Consider a kernel $k : (0, \pi] \times (0, +\infty) \to \mathbb{R}$ such that $k(\cdot, t) : (0, \pi] \to \mathbb{R}$ satisfies any of the conditions $(B)$, $(C^0_\alpha)$, $(C^1_\alpha)$ or $(C^2_\alpha)$ for each $t > 0$. Let

$$(6.1)\quad Kf(x, t) = \int_{S^m} f(y)k(r, t)d\sigma_m(y), \ x \in S^m, \ t > 0,$$

where $r = \text{dist}_{S^m}(x, y) = \arccos x \cdot y$.

Throughout this section, we use the polar coordinate

$$(6.2)\quad (\cos \theta_1, \sin \theta_1 \cos \theta_2, \ldots, \sin \theta_1 \cdots \sin \theta_{m-1} \cos \theta_m, \sin \theta_1 \cdots \sin \theta_{m-1} \sin \theta_m),$$

$$(\theta_1, \ldots, \theta_{m-1}, \theta_m) \in [0, \pi] \times \cdots \times [0, \pi] \times [0, 2\pi],$$

for a point $x = (x(\theta_1), \ldots, \theta_m)$ in $S^m$.

By the same arguments as in Lemma 3.1 and Propositions 2.3, 2.6 and 2.9, we obtain the following proposition.

**Proposition 6.1.**

(1) Under the condition $(B)$, $Kf(\cdot, t)$ is defined and semi-continuous on $S^m$.

(2) Under the condition $(C^0_\alpha)$, $Kf(\cdot, t)$ is defined and continuous on $S^m$. 

We remark that if the hull of $X$ is not empty.

Suppose that the results in this section can be applied to the case where $k$ is concave on $X$.

(3) Under the condition $(C^1_\alpha)$, $Kf(\cdot,t)$ is of class $C^1$ on $S^m$, and we have

$$\frac{\partial}{\partial \theta_j}Kf(x,t) = \int_{S^m} f(y) \frac{\partial}{\partial \theta_j} k(r,t) d\sigma_m(y)$$

for any $x \in S^m$.

(4) Under the condition $(C^2_\alpha)$, $Kf(\cdot,t)$ is of class $C^2$ on $S^m$, and we have

$$\frac{\partial^2}{\partial \theta_i \partial \theta_j}Kf(x,t) = \int_{S^m} f(y) \frac{\partial^2}{\partial \theta_i \partial \theta_j} k(r,t) d\sigma_m(y)$$

for any $x \in S^m$.

We understand that a set $X$ in $S^m$ is said to be spherical convex if the cone $\bigcup_{x \in X} \{ \xi \in \mathbb{R}^{m+1} | \xi = tx \; \forall t \in [0,1] \}$ is convex in $\mathbb{R}^{m+1}$. We define the spherical convex hull of $X$ by the minimal spherical convex set which contains $X$. We denote the spherical convex hull of $X$ by the same symbol conv $X$ as in the Euclidean case.

We remark that if $X$ is not contained in a hemisphere, then the spherical convex hull of $X$ coincides with $S^m$.

By the same argument as in Proposition 6.2, we obtain the following proposition.

**Proposition 6.2.** For any $t > 0$, there exists a maximum point of $Kf(\cdot,t)$, and all of those are contained in the spherical convex hull of $\text{supp } f$.

**Definition 6.3.** A point $x \in S^m$ is called a spherical $k$-center of $f$ at time $t$ if it gives the maximum value of $Kf(\cdot,t)$.

For a set $X$ in $S^m$, we let

$$(6.3) \quad X^* = \bigcap_{x \in X} \{ \xi \in S^m | \xi \cdot x \leq 0 \},$$

which is called the polar set of $X$. We remark that a set $X$ in $S^m$ is contained in a hemisphere if and only if the polar set of $X$ is not empty.

**Theorem 6.4.** Suppose that $k(\cdot,t)$ satisfies the spherical condition $(C^2_\alpha)$ for a positive $t$. Moreover, we assume that conv($\text{supp } f$) is contained in $-(\text{supp } f)^*$. If $k(\cdot,t)$ is concave on $(0, \text{diam}(\text{supp } f))$, then $f$ has a unique spherical $k$-center at time $t$.

**Proof.** By radial symmetry of the kernel $k(r,t)$, it suffices to show that the second derivative $(\partial^2/\partial \theta^2_1)k(r,t)$ is non-positive for any $R \in SO(m+1), x \in R(\text{conv}(\text{supp } f))$ and $y \in R(\text{supp } f)$. Since conv($\text{supp } f$) is contained in $-(\text{supp } f)^*$, we have

$$\frac{\partial^2}{\partial \theta^2_1}k(r,t) = \frac{(\partial^2 k/\partial \theta^2_2)(r,t)}{1 - (x \cdot y)^2} \left( \frac{\partial x}{\partial \theta_1} \cdot y \right)^2$$

$$+ \frac{(\partial k/\partial r)(r,t) (x \cdot y)}{1 - (x \cdot y)^2} \left( 1 - \left( (x \cdot y)^2 + \left( \frac{\partial x}{\partial \theta_1} \cdot y \right)^2 \right) \right)$$

$$\leq 0$$

for any $R \in SO(m+1), x \in R(\text{conv}(\text{supp } f))$ and $y \in R(\text{supp } f)$.

By the same argument as in Theorem 5.8, we can show the following theorem.
Let $k$ be as in the spherical version of Lemma \ref{lem:6.7}. Moreover, we assume that $\text{conv}(\text{supp} f)$ is contained in $-(\text{supp} f)^*$. For any strictly increasing sequence $\{t_\ell\}$ and any spherical $k$-center $c(t_\ell) \in K_f(t_\ell)$, if $\{t_\ell\}$ diverges to $+\infty$ as $\ell$ goes to $+\infty$, then the distance between $c(t_\ell)$ and $C(\varphi, f)$ converges to $0$ as $\ell$ goes to $+\infty$.

Let

\begin{equation}
V^{(\alpha)} f(x) = \begin{cases}
\text{sign}(m - \alpha) \int_{S^m} f(y) r^{\alpha-m} d\sigma_m(y) & (0 < \alpha \neq m), \\
- \int_{S^m} f(y) \log r d\sigma_m(y) & (\alpha = m).
\end{cases}
\end{equation}

By Theorem \ref{thm:6.4}, we can show that if $\alpha \geq m + 1$, and if $\text{conv}(\text{supp} f)$ is contained in $-(\text{supp} f)^*$, then $V^{(\alpha)} f$ has a unique maximizer. By the same argument as in Theorem \ref{thm:5.46}, we can show the following theorem.

**Theorem 6.6.** Suppose that $f$ satisfies the same assumptions as in the spherical version of Theorem \ref{thm:5.46}. If $\text{conv}(\text{supp} f)$ is contained in $-(\text{supp} f)^*$, then a spherical $r^{\alpha-m}$-center of $f$ converges to the spherical min-max point of $f$ as $\alpha$ goes to $+\infty$.

Let $\Omega$ be a body in $S^m$. Define the potential

\begin{equation}
K_\Omega(x, t) = K\chi_\Omega(x, t) = \int_{\Omega} k(r, t) d\sigma_m(y), \ x \in S^m, \ t > 0.
\end{equation}

If $\Omega$ is contained in a hemisphere, we can define the spherical minimal unfolded region of $\Omega$ in the same manner as in Definition \ref{def:4.7}. Hence we can show the following theorem by the same argument as in Theorem \ref{thm:4.10}.

**Theorem 6.7.** Let $\Omega$ be a body in $S^m$ and $B$ a closed spherical $m$-ball. If $\sigma_m(\Omega) = \sigma_m(B)$, and if $\Omega$ is contained in a hemisphere, then we have

$$
\max_{x \in S^m} K_\Omega(x, t) \leq \max_{x \in S^m} K_B(x, t),
$$

and equality holds if and only if $\Omega$ is a closed spherical ball.

Let $\langle \cdot, \cdot \rangle$ denote the indefinite inner product of $\mathbb{R}^{m+1}$ given by $\langle x, y \rangle = -x_0 y_0 + x_1 y_1 + \cdots + x_m y_m$, $\mathbb{R}_1^{m+1}$ the $(m+1)$-dimensional Euclidean space with $\langle \cdot, \cdot \rangle$, and $\mathbb{H}^m$ the Lorentz model of the hyperbolic space, $\mathbb{H}^m = \{ x \in \mathbb{R}_1^{m+1} | \langle x, x \rangle = -1, \ x_0 > 0 \}$.

Since the inner product $\langle x, y \rangle$ is always negative for any points $x$ and $y$ in $\mathbb{H}^m$, we obtain the same results as in the spherical case without the assumption “$\text{conv}(\text{supp} f)$ is contained in $-(\text{supp} f)^*$.”

7. Appendix

Let $\Omega$ be a body in $S^m$. In this section, we always assume that $\Omega^*$ is not empty; that is, $\Omega$ is contained in a hemisphere. Furthermore, we assume that $\Omega$ satisfies the Poincaré condition inside; namely, for any point $y$ on the boundary of $\Omega$, there exist positive constants $\varepsilon$ and $\theta$ such that $B_\varepsilon(y) \cap \Omega$ contains a spherical cone of revolution with vertex $y$ and cone angle $\theta$.

For a point $x \in -\Omega^*$, we let $p_x$ be the projection from $\Omega$ to the tangent plane ($m$-space) of $S^m$ at $x$ and $A_\Omega$ the map that assigns the area (spherical $m$-volume)
of $p_x(\Omega)$ to a point $x$ in $-\overset{\circ}{\Omega}^*$:

$$p_x : \Omega \ni y \mapsto \frac{y}{x \cdot y} \in T_x S^m, \quad A_\Omega(x) = \text{Area}(p_x(\Omega)).$$

Since the Jacobian of $p_x(y)$ is given by $Jp_x(y) = (x \cdot y)^{-(m+1)}$, we have

$$A_\Omega(x) = \int_{\Omega} \frac{1}{(x \cdot y)^{m+1}} d\sigma_m(y).$$

In [12], the author showed that there is a unique $A_\Omega$-minimizer. We generalize the notion in the same manner as in this paper. Let $\tilde{k} : (0, 1] \to \mathbb{R}$ be a strictly monotonic function which satisfies the following condition ($\tilde{C}_\alpha^2$):

$$(\tilde{C}_\alpha^2) \quad \alpha \leq 0, \quad \tilde{k} \text{ is of class } C^2 \text{ on the interval } (0, 1], \text{ and } \tilde{k}(\lambda) = O(\lambda^{\alpha-m}) \text{ as } \lambda \to 0^+.$$ 

Let

$$\tilde{K}_\Omega(x) = \int_{\Omega} \tilde{k}(x \cdot y) d\sigma_m(y), \quad x \in -\overset{\circ}{\Omega}^*.$$ 

We assume that $\tilde{k}$ is decreasing in what follows. We remark that the results in this section can be applied to the case where $\tilde{k}$ is increasing by considering the kernel $-\tilde{k}$.

**Theorem 7.1.** If $\tilde{k}$ is convex on the interval $(0, 1]$, then there exists a unique $\tilde{K}_\Omega$-minimizer.

**Proof.** Since $\tilde{K}_\Omega$ is continuous on $-\overset{\circ}{\Omega}^*$ and diverges to $+\infty$ as $x$ approaches the boundary of $-\Omega^*$, $\tilde{K}_\Omega$ has a minimizer.

We show the uniqueness of a minimizer of $\tilde{K}_\Omega$. By radial symmetry the kernel of $\tilde{K}_\Omega$, it is sufficient to show that the second derivative $(\partial^2 / \partial \theta_1^2)\tilde{K}_\Omega(x)$ is positive for any $x \in -\overset{\circ}{\Omega}^*$, where we used the coordinate (6.2). By direct computation, we have

$$\frac{\partial^2}{\partial \theta_1^2} \tilde{K}_\Omega(x) = \int_{\Omega} \left( \tilde{k}''(x \cdot y) \left( \frac{\partial x}{\partial \theta_1} \cdot y \right)^2 - \tilde{k}'(x \cdot y) x \cdot y \right) d\sigma_m(y) > 0$$

for any $x \in -\overset{\circ}{\Omega}^*$, which completes the proof. \qed

By the same argument as in Theorem 4.10 we can show the following theorem.

**Theorem 7.2.** Let $B$ be a closed spherical $m$-ball. If $\sigma_m(\Omega) = \sigma_m(B)$, then

$$\min_{x \in -\overset{\circ}{B}^*} \tilde{K}_B(x) \leq \min_{x \in -\overset{\circ}{\Omega}^*} \tilde{K}_\Omega(x),$$

and equality holds if and only if $\Omega$ is a closed spherical ball.
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