ACYLINDRICALLY HYPERBOLIC GROUPS

D. OSIN

Abstract. We say that a group $G$ is acylindrically hyperbolic if it admits a non-elementary acylindrical action on a hyperbolic space. We prove that the class of acylindrically hyperbolic groups coincides with many other classes studied in the literature, e.g., the class $C_{geom}$ introduced by Hamenstädt, the class of groups admitting a non-elementary weakly properly discontinuous action on a hyperbolic space in the sense of Bestvina and Fujiwara, and the class of groups with hyperbolically embedded subgroups studied by Dahmani, Guirardel, and the author. We also record some basic results about acylindrically hyperbolic groups for future use.
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1. INTRODUCTION

The action of a group $G$ on a metric space $S$ is called acylindrical if for every $\varepsilon > 0$ there exist $R, N > 0$ such that for every two points $x, y$ with $d(x, y) \geq R$, there are at most $N$ elements $g \in G$ satisfying

$$d(x, gx) \leq \varepsilon \quad \text{and} \quad d(y, gy) \leq \varepsilon.$$

(By default, all actions are assumed to be isometric in this paper.) Informally, one can think of this condition as a kind of properness of the action on $S \times S$ minus a “thick diagonal”. The notion of acylindricity goes back to Sela’s paper [46], where it was considered for groups acting on trees. In the context of general metric spaces, the above definition is due to Bowditch [8].

In recent years, many interesting results have been obtained for groups that admit a non-elementary action on a hyperbolic space which is acylindrical or satisfies
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certain similar assumptions such as weak acylindricity introduced by Hamenstädt [25], weak proper discontinuity introduced by Bestvina and Fujiwara [7], or existence of weakly contracting elements in the sense of Sisto [48]. Groups acting acylindrically and non-elementarily on hyperbolic spaces also serve as the main source of examples in the paper [16], where some parts of the theory of relatively hyperbolic groups were generalized in a more general context of groups with hyperbolically embedded subgroups.

Our main goal is to show that the classes of groups considered in the above-mentioned papers are essentially the same and coincide with the class of acylindrically hyperbolic groups defined below. This paper is also intended to serve as a reference for basic properties of acylindrically hyperbolic groups. Finally we include a brief survey which brings together some known examples and results about acylindrically hyperbolic groups proved in [5,7,16,25,30,48] and other papers under various assumptions equivalent to acylindrical hyperbolicity.

Let us recall standard terminology. Given a group $G$ acting on a hyperbolic space $S$, an element $g \in G$ is called elliptic if some (equivalently, any) orbit of $g$ is bounded, and loxodromic if the map $\mathbb{Z} \to S$ defined by $n \mapsto g^n s$ is a quasi-isometry for some (equivalently, any) $s \in S$. Every loxodromic element $g \in G$ has exactly two limit points $g^\pm \infty$ on the Gromov boundary $\partial S$. Loxodromic elements $g, h \in G$ are called independent if the sets $\{g^\pm \infty\}$ and $\{h^\pm \infty\}$ are disjoint.

We begin with a classification of groups acting acylindrically on hyperbolic spaces.

**Theorem 1.1.** Let $G$ be a group acting acylindrically on a hyperbolic space. Then $G$ satisfies exactly one of the following three conditions.

(a) $G$ has bounded orbits.
(b) $G$ is virtually cyclic and contains a loxodromic element.
(c) $G$ contains infinitely many independent loxodromic elements.

Applying the theorem to cyclic groups, we recover the following result of Bowditch [8]: every element of a group acting acylindrically on a hyperbolic space is either elliptic or loxodromic. Compared to the general classification of groups acting on hyperbolic spaces, Theorem 1.1 rules out parabolic and quasi-parabolic actions in Gromov’s terminology [22]. The non-trivial part is to show that $G$ cannot act parabolically. Then the theorem follows from the known fact that if $G$ is not virtually cyclic and contains a loxodromic element, then it is of type (c). This was proved by Bestvina–Fujiwara [7] for weakly properly discontinuous actions and Hamenstädt [25] for weakly acylindrical actions. Note that acylindricity is essential here; it is easy to see that Theorem 1.1 can fail in various ways even for (non-acylindrical) proper actions. For more details we refer to Section 3.

We now state the main result of this paper. Recall that an action of a group $G$ on a hyperbolic space $S$ is called elementary if the limit set of $G$ on $\partial S$ contains at most 2 points. If the action is acylindrical, non-elementarity is equivalent to condition (c) from Theorem 1.1.

**Theorem 1.2.** For any group $G$, the following conditions are equivalent.

(AH$_1$) There exists a generating set $X$ of $G$ such that the corresponding Cayley graph $\Gamma(G, X)$ is hyperbolic, $|\partial \Gamma(G, X)| > 2$, and the natural action of $G$ on $\Gamma(G, X)$ is acylindrical.

(AH$_2$) $G$ admits a non-elementary acylindrical action on a hyperbolic space.
(AH$_3$) $G$ is not virtually cyclic and admits an action on a hyperbolic space such that at least one element of $G$ is loxodromic and satisfies the WPD condition.

(AH$_4$) $G$ contains a proper infinite hyperbolically embedded subgroup.

Here WPD is the abbreviation of the Bestvina–Fujiwara weak proper discontinuity condition; for a loxodromic element $g$ it requires the action of $G$ to be acylindrical in the direction of a (quasi-) axis of $g$. For a precise definition of this condition as well as for the definition of hyperbolically embedded subgroups we refer to the next section. Note that we do not assume that the actions in (AH$_2$) and (AH$_3$) are cobounded, while the action in (AH$_1$) obviously is. We are not aware of any elementary construction which allows us to get cobounded actions on hyperbolic spaces from non-cobounded ones and preserves non-elementarity and acylindricity.

It immediately follows from definitions that $(AH_1) \implies (AH_2) \implies (AH_3)$. The implication $(AH_3) \implies (AH_4)$ is non-trivial and was proved in [16]. Thus we only need to prove that $(AH_4) \implies (AH_1)$. In fact, we prove a stronger statement, Theorem 5.4 which seems to be of independent interest. The proof makes use of some technical tools from the paper [30].

**Definition 1.3.** We call a group $G$ acylindrically hyperbolic if it satisfies either of the equivalent conditions (AH$_1$)–(AH$_4$) from Theorem 1.2.

Note that every group has an obvious acylindrical action on a hyperbolic space, namely the trivial action on a point. Thus considering elementary acylindrically hyperbolic groups does not make much sense. For this reason we include non-elementarity in the definition.

Many other conditions studied in the literature are obviously intermediate between some of the conditions from Theorem 1.2 and hence are equivalent to acylindrical hyperbolicity. One example is the weak acylindricity in the sense of Hamenstädt [25], which is weaker than acylindricity but stronger than weak proper discontinuity. This implies that the class $C_{geom}$ introduced in [25] coincides with the class of acylindrically hyperbolic groups.

The class of acylindrically hyperbolic groups includes many examples of interest: non-elementary hyperbolic and relatively hyperbolic groups, all but finitely many mapping class groups of punctured closed surfaces, $Out(F_n)$ for $n \geq 2$, directly indecomposable right angled Artin groups, 1-relator groups with at least 3 generators, most 3-manifold groups, and many other examples. On the other hand, acylindrical hyperbolicity is strong enough to imply non-trivial theorems. For a brief survey of known examples and results about acylindrically hyperbolic groups we refer to Section 8.

The next theorem allows us to define a natural notion of a generalized loxodromic element of a group in Section 4. Similarly to Theorem 1.2 our contribution amounts to proving that (L$_4$) implies (L$_1$). Indeed the implications (L$_1$) \implies (L$_2$), (L$_2$) \implies (L$_3$) are immediate from the definitions, and (L$_3$) \implies (L$_4$) is proved in [16].

**Theorem 1.4.** For any group $G$ and any $g \in G$, the following conditions are equivalent.

(L$_1$) There exists a generating set $X$ of $G$ such that the corresponding Cayley graph $\Gamma(G, X)$ is hyperbolic, the natural action of $G$ on $\Gamma(G, X)$ is acylindrical, and $g$ is loxodromic.
There exists an acylindrical action of $G$ on a hyperbolic space such that $g$ is loxodromic.

There exists an action of $G$ on a hyperbolic space such that $g$ acts loxodromically and satisfies the WPD condition.

The order of $g$ is infinite and $g$ is contained in a virtually cyclic hyperbolically embedded subgroup of $G$.

Theorems 1.1, 1.2, and 1.4 have several almost immediate corollaries. We mention three examples here. Other applications can be found in [29,36].

Recall that a subgroup $H \leq G$ is $s$-normal in $G$ if $|H^g \cap H| = \infty$ for every $g \in G$. The corollary below is useful for showing that certain groups are not acylindrically hyperbolic (see Section 7). It generalizes [16, Lemma 8.11]; in our language, the latter result claims that the class of acylindrically hyperbolic groups is closed under taking normal subgroups. It is worth noting that our proof essentially uses acylindrical actions and is much shorter than the proof of Lemma 8.11 in [16].

**Corollary 1.5.** The class of acylindrically hyperbolic groups is closed under taking $s$-normal subgroups.

For a subgroup $H$ of a group $G$, the *commensurator* of $H$ is defined by

$$Comm_G(H) = \{ g \in G \mid [H : H \cap H^g] < \infty \text{ and } [H^g : H \cap H^g] < \infty \}.$$  

The study of commensurators is partially motivated by the result of Mackey [34] stating that $H = Comm_G(H)$ if and only if the quasi-regular representation of $G$ on $\ell^2(G/H)$ is irreducible. For more details we refer the reader to [10].

As usual, we say that a group acting on a metric space is *elliptic* if it has bounded orbits. From Theorem 1.1 and Corollary 1.5, we obtain the following.

**Corollary 1.6.** For every group $G$ acting acylindrically on a hyperbolic space, the following hold.

(a) Every elliptic subgroup of $G$ is contained in a maximal elliptic subgroup of $G$.

(b) For every infinite maximal elliptic subgroup $H \leq G$ we have $H = Comm_G(H)$.

Finally we show the following.

**Proposition 1.7.** Let $G$ be an acylindrically hyperbolic group. Suppose that $G = G_1 \ldots G_n$ for some subgroups $G_1, \ldots, G_n$ of $G$. Then $G_i$ is acylindrically hyperbolic for at least one $i$.

If $G = G_1 \ldots G_n$, then one says that $G$ is *boundedly generated* by subgroups $G_1, \ldots, G_n$. It is known that an acylindrically hyperbolic group $G$ cannot be boundedly generated by cyclic subgroups. Indeed this easily follows from the result of Bestvina–Fujiwara [7] about infiniteness of the dimension of the space of non-trivial quasi-morphisms on $G$; for details we refer to the discussion after Theorem 2.30 in [16]. More generally, the same result can be derived for amenable subgroups $G_1, \ldots, G_n$ using quasi-cocycles with coefficients in $\ell^2(G)$. (This is just a combination of results from [50] and [25] or [30].) Note that every acylindrically hyperbolic group is non-amenable since it contains non-abelian free subgroups by the standard ping-pong argument. Thus our Proposition 1.7 can be thought of as a generalization of the above-mentioned results.
The paper is organized as follows. The next section contains some preliminary information on hyperbolic spaces, group actions, and hyperbolically embedded subgroups. In Section 3, we discuss the general classification of group actions on hyperbolic spaces and prove Theorem [1]. In Section 4, we review and generalize some technical tools from [30] necessary for the proof of Theorem [1.2]; the proof itself is given in Section 5. Section 6 is devoted to loxodromic elements and the proof of Theorem [1.4]. Corollaries [1.5] and [1.6] and Proposition [1.7] and other applications are discussed in Section 7. Finally in Section 8, we give a brief survey of known examples and results about acylindrically hyperbolic groups.

2. Preliminaries

2.1. General notation and conventions. All generating sets considered in this paper are supposed to be symmetric, i.e., closed under taking inverse elements. If \( G \) is a group generated by \( X \), we write \( U \equiv W \) for two words \( U, W \) in \( X \) if they are equal as words and \( U = G V \) if they represent the same element of \( G \). The word length \( |·|_X \) on a group \( G \) corresponding to a (not necessarily generating) set \( X \) is defined by letting \( |g|_X \) be the length of a shortest word in \( X \cup X^{-1} \) representing \( g \) if \( g \in \langle X \rangle \) and \( |g|_X = \infty \) otherwise. The corresponding metric on \( G \) is denoted by \( d_S \); thus \( d_S(f, g) = |f^{-1}g|_S \). Further we denote by \( \Gamma(G, X) \) the corresponding Cayley graph. By a path \( p \) in a Cayley graph we always mean a combinatorial path; we denote the label of \( p \) by \( \text{Lab}(p) \) and we denote the origin and terminus of \( p \) by \( p^- \) and \( p^+ \), respectively. The length of \( p \) is denoted by \( \ell(p) \).

Given a group \( G \) acting on a space \( S \) and a subset \( A \leq S \), we denote by \( gA \) the image of \( A \) under the action of an element \( g \in G \). For two points \( x, y \in S \), \([x, y]\) denotes a geodesic going from \( x \) to \( y \) in \( S \).

2.2. Hyperbolic spaces. We employ the definition of a \( \delta \)-hyperbolic space via the Rips condition. That is, a metric space \( S \) is \( \delta \)-hyperbolic if it is geodesic and for any geodesic triangle \( \Delta \) in \( S \), every side of \( \Delta \) is contained in the union of the \( \delta \)-neighborhoods of the other two sides.

Recall that the Gromov product of points \( x, y \) with respect to a point \( z \) in a metric space \((S, d)\) is defined by

\[
(x, y)_z = \frac{1}{2}(d(x, z) + d(y, z) - d(x, y)).
\]

We list here some results about hyperbolic spaces used in this paper. The first one is a particular case of Theorem 16 in Chapter 5 of [21]. It is similar to the lemma proved in Section 7.2C of [22] (see also [31] Lemma 5).

**Lemma 2.1.** Let \((S, d)\) be a \( \delta \)-hyperbolic metric space and \( s_0, \ldots, s_n \) a sequence of points in \( S \) such that

\[
d(s_{i-1}, s_{i+1}) \geq \max\{d(s_{i-1}, s_i), d(s_{i+1}, s_i)\} + 18\delta + 1
\]

for every \( i \in \{1, \ldots, n - 1\} \). Then \( d(s_0, s_n) \geq n \).

**Remark 2.2.** It is sometimes convenient to rewrite (1) in the following equivalent form using Gromov products:

\[
2(s_{i-1}, s_{i+1})_{s_i} \leq \min\{d(s_{i-1}, s_i), d(s_{i+1}, s_i)\} - 18\delta - 1.
\]

The next lemma is well-known (see the proof of Proposition 21 and Chapter 2 of [21]). It relates various definitions of a hyperbolic space.
Lemma 2.3. Let $S$ be a $\delta$-hyperbolic space. Then the following hold.

(a) For any $x, y, z, t \in S$, we have

\[ (x, z)_t \geq \min\{(x, y)_t, (y, z)_t\} - 8\delta. \]

(b) For any $x, y, z \in S$ and any $u \in [x, y]$, $v \in [x, z]$ such that $d(x, u) = d(x, v) \leq (y, z)_x$, we have $d(u, v) \leq 4\delta$.

By $\partial S$ we denote the Gromov boundary of $S$. Since we do not assume that $S$ is proper, the boundary is defined as the set of equivalence classes of sequences convergent at infinity. More precisely, a sequence $(x_i)$ of elements of $S$ converges at infinity if $(x_i, x_j)_s \to \infty$ as $i, j \to \infty$ (this definition is clearly independent of the choice of $s$). Two such sequences $(x_i)$ and $(y_i)$ are equivalent if $(x_i, y_j)_s \to \infty$ as $i, j \to \infty$. If $a$ is the equivalence class of $(x_i)$, we say that the sequence $x_i$ converges to $a$. This defines a natural topology on $S \cup \partial S$ with respect to which $S$ is dense in $S \cup \partial S$.

2.3. Acylindrical and the Bestvina–Fujiwara WPD condition. The following result will be used several times in this paper.

Lemma 2.4. The action of a group $G$ on a hyperbolic space $S$ is acylindrical if and only if for every $\varepsilon > 0$ there exist $R, N > 0$ such that for every two points $x, z$ satisfying $d(x, z) = R$, we have

\[ \sharp\{g \in G \mid \max\{d(x, gx), d(y, gz)\} \leq \varepsilon\} \leq N. \]

Proof. The “only if” part of the claim is obvious. Let us prove the “if” part. Suppose that $S$ is $\delta$-hyperbolic. Fix any $\varepsilon > 0$. By our assumption, there exist $R, N > 0$ such that for every two points $x, z$ satisfying $d(x, z) = R$, we have

\[ |\{g \in G \mid \max\{d(x, gx), d(y, gz)\} \leq 4\delta + 3\varepsilon\}| \leq N. \]

Now let $d(x, y) \geq R$ and let $p$ be a geodesic in $S$ connecting $x$ to $y$. Let $z$ be the point on $p$ such that $d(x, z) = R$. Let $A$ be the subset consisting of all $g \in G$ satisfying $\max\{d(x, gx), d(y, gy)\} \leq \varepsilon$. Consider any $g \in A$ and let $q = gp$; thus $q$ is a geodesic connecting $gx$ to $gy$ (see Figure 1). Drawing a diagonal in the geodesic quadrangle $[x, gx][gy, y]p^{-1}$ and applying the Rips condition twice, we obtain that $d(z, [x, gx][gy, y]) \leq 2\delta$. Since $\ell([x, gx]) \leq \varepsilon$ and $\ell([gy, y]) \leq \varepsilon$, we obtain $d(z, q) \leq 2\delta + \varepsilon$. Let $z_0$ be a point on $q$ such that

\[ d(z, z_0) \leq 2\delta + \varepsilon. \]

Since $gx, z_0, \text{and } gz$ belong to the same geodesic $q$, we have

\[ d(z_0, gz) = d(gx, z_0) - d(gx, gz) = |d(gx, z_0) - d(x, z)| \leq d(x, gx) + d(z, z_0) \leq 2\delta + 2\varepsilon. \]
Hence
\[ d(z, gz) \leq d(z, z_0) + d(z_0, gz) \leq 4\delta + 3\varepsilon. \]
By (3), we obtain \(|A| \leq N\). □

The following definition is due to Bestvina and Fujiwara [7].

**Definition 2.5.** Let \(G\) be a group acting on a hyperbolic space \(S\), \(h\) an element of \(G\). One says that \(h\) satisfies the weak proper discontinuity condition (or \(h\) is a WPD element) if for every \(\varepsilon > 0\) and every \(x \in S\), there exists \(M \in \mathbb{N}\) such that
\[ \left| \{g \in G \mid d(x, g(x)) < \varepsilon, d(h^M(x), gh^M(x)) < \varepsilon \} \right| < \infty. \]
If every loxodromic element satisfies the WPD condition, one says that \(G\) acts on \(S\) weakly properly discontinuously. Obviously this is the case if \(G\) acts on \(S\) acylindrically.

In this paper we will use the following result, which follows immediately from [7, Proposition 6]. It was also proved by Hamenstädt for acylindrical actions [25].

**Lemma 2.6 (Bestvina–Fujiwara).** Let \(G\) be a group acting weakly properly discontinuously on a hyperbolic space and containing a loxodromic element. Then \(G\) is either virtually cyclic or contains infinitely many independent loxodromic elements.

2.4. **Hyperbolically embedded subgroups.** Let \(G\) be a group, \(\{H_\lambda\}_{\lambda \in \Lambda}\) a collection of subgroups of \(G\). Let
\[ \mathcal{H} = \bigsqcup_{\lambda \in \Lambda} H_\lambda. \]
Given a subset \(X \subseteq G\) such that \(G\) is generated by \(X\) together with the union of all \(H_\lambda\)’s, we denote by \(\Gamma(G, X \sqcup \mathcal{H})\) the Cayley graph of \(G\) whose edges are labeled by letters from the alphabet \(X \sqcup \mathcal{H}\). That is, two vertices \(g, h \in G\) are connected by an edge going from \(g\) to \(h\) and labeled by \(a \in X \sqcup \mathcal{H}\) iff \(a\) represents the element \(g^{-1}h\) in \(G\).

**Remark 2.7.** Disjointness of unions in the definition above means that if, say, \(h \in H_\lambda \cap H_\mu\), then \(\mathcal{H}\) will have two letters representing the element \(h\) in \(G\): one in \(H_\lambda\) and the other in \(H_\mu\). It can also happen that a letter from \(\mathcal{H}\) and a letter from \(X\) represent the same element of \(G\). If some letters from \(X \sqcup \mathcal{H}\) represent the same element in \(G\), then \(\Gamma(G, X \sqcup \mathcal{H})\) has multiple edges corresponding to these letters. In particular, at every vertex of \(\Gamma(G, X \sqcup \mathcal{H})\) we have a bunch of loops labelled by \(1 \in H_\lambda\) for every \(\lambda \in \Lambda\). (To avoid these redundant loops one could use \(H_\lambda \setminus \{1\}\) instead of \(H_\lambda\) in (4), but it does not really matter which definition to accept.)

We think of the Cayley graphs \(\Gamma(H_\lambda, H_\lambda)\) as (complete) subgraphs of \(\Gamma(G, X \sqcup \mathcal{H})\).

**Definition 2.8.** For every \(\lambda \in \Lambda\), we introduce a relative metric \(\hat{d}_\lambda : H_\lambda \times H_\lambda \to [0, +\infty]\) as follows. We say that a path \(p\) in \(\Gamma(G, X \sqcup \mathcal{H})\) is \(\lambda\)-admissible (or simply admissible if no confusion is possible) if it contains no edges of \(\Gamma(H_\lambda, H_\lambda)\). Let \(\hat{d}_\lambda(h, k)\) be the length of a shortest admissible path in \(\Gamma(G, X \sqcup \mathcal{H})\) that connects \(h\) to \(k\). If no such path exists, we set \(\hat{d}_\lambda(h, k) = \infty\). Clearly \(\hat{d}_\lambda\) satisfies the triangle inequality.
Definition 2.9. Let $G$ be a group, $X$ a (not necessarily finite) subset of $G$. We say that a collection of subgroups $\{H_\lambda\}_{\lambda \in \Lambda}$ of $G$ is hyperbolically embedded in $G$ with respect to $X$ (we write $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h (G, X)$) if the following conditions hold.

(a) The group $G$ is generated by $X$ together with the union of all $H_\lambda$ and the Cayley graph $\Gamma(G, X \sqcup H)$ is hyperbolic.

(b) For every $\lambda \in \Lambda$, $(H_\lambda, \hat{d}_\lambda)$ is a locally finite metric space; that is, any ball of finite radius in $H_\lambda$ contains finitely many elements.

Further we say that $\{H_\lambda\}_{\lambda \in \Lambda}$ is hyperbolically embedded in $G$ and write $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h G$ if $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h (G, X)$ for some $X \subseteq G$.

Note that for any group $G$ we have $G \hookrightarrow_h G$. Indeed we can take $X = \emptyset$. Then the Cayley graph $\Gamma(G, X \sqcup H)$ has diameter 1 and the corresponding relative metric satisfies $\hat{d}(h_1, h_2) = \infty$ whenever $h_1 \neq h_2$. Further, if $H$ is a finite subgroup of a group $G$, then $H \hookrightarrow_h G$. Indeed $H \hookrightarrow_h (G, X)$ for $X = G$. These cases are referred to as degenerate.

Since the notion of a hyperbolically embedded subgroup plays a crucial role in this paper, we consider two additional examples borrowed from [16].

Example 2.10. (a) Let $G = H \times \mathbb{Z}$, $X = \{x\}$, where $x$ is a generator of $\mathbb{Z}$. Then $\Gamma(G, X \sqcup H)$ is quasi-isometric to a line and hence it is hyperbolic. However the corresponding relative metric satisfies $\hat{d}(h_1, h_2) \leq 3$ for every $h_1, h_2 \in H$. Indeed let $\Gamma_H$ denote the Cayley graph $\Gamma(H, H)$. In the shifted copy $x\Gamma_H$ of $\Gamma_H$ there is an edge (labeled by $h_1^{-1}h_2 \in H$) connecting $h_1x$ to $h_2x$, so there is an admissible path of length 3 connecting $h_1$ to $h_2$ (see Figure 2). Thus if $H$ is infinite, then $H \not\hookrightarrow_h (G, X)$.

(b) Let $G = H * \mathbb{Z}$, $X = \{x\}$, where $x$ is a generator of $\mathbb{Z}$. In this case $\Gamma(G, X \sqcup H)$ is quasi-isometric to a tree (see Figure 2) and $\hat{d}(h_1, h_2) = \infty$ unless $h_1 = h_2$. Thus $H \hookrightarrow_h (G, X)$.

The following result can be regarded as a definition of a relatively hyperbolic group.
Proposition 2.11 ([10] Proposition 4.28]). Let $G$ be a group, $\{H_\lambda\}_{\lambda \in \Lambda}$ a finite collection of subgroups of $G$. Then $G$ is hyperbolic relative to $\{H_\lambda\}_{\lambda \in \Lambda}$ if and only if $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow h (G, X)$ for some finite subset $X \subseteq G$.

3. Classification of acylindrical actions on hyperbolic spaces

We recall the standard classification of groups acting on hyperbolic spaces, which goes back to Gromov [22, Section 8.2]. Let $G$ be a group acting on a hyperbolic metric space $S$. By $\Lambda(G)$ we denote the set of limit points of $G$ on $\partial S$. That is, $\Lambda(G)$ is the set of accumulation points of any orbit of $G$ on $\partial S$. Possible actions of (non-cyclic) groups on hyperbolic spaces break into the following 4 classes according to $|\Lambda(G)|$.

1) $|\Lambda(G)| = 0$. Equivalently, $G$ has bounded orbits. In this case $G$ is called elliptic.

2) $|\Lambda(G)| = 1$. Equivalently, $G$ has unbounded orbits and contains no loxodromic elements. In this case $G$ is called parabolic.

3) $|\Lambda(G)| = 2$. Equivalently, $G$ contains a loxodromic element and any two loxodromic elements have the same limit points on $\partial S$.

4) $|\Lambda(G)| = \infty$. Then $G$ always contains loxodromic elements. In turn, this case breaks into two subcases:
   a) Any two loxodromic elements of $G$ have a common limit point on the boundary. In this case $G$ is called quasi-parabolic.
   b) $G$ contains infinitely many independent loxodromic elements.

The action of $G$ is called elementary in cases 1)–3) and non-elementary in case 4). Although many proofs of the above classification assume properness of $X$, it also holds in the general case (see, e.g., the arguments in Sections 8.1-8.2 in [22] or [27] for complete proofs in a more general context).

The main goal of this section is to prove Theorem 1.1. Compared to the general classification, the theorem rules out the parabolic and quasi-parabolic cases and characterizes case 3) in algebraic terms. Before proceeding with the proof, we consider three examples showing that the theorem can fail in various ways even for (non-acylindrical) proper or free actions.

Note first that proper actions may not be acylindrical. Moreover every countable finitely generated group $G$ acts properly on a locally finite hyperbolic graph. This was noticed by Gromov [22] and can be proved by attaching the Groves–Manning combinatorial horoball to a Cayley graph $\Gamma = \Gamma(G, X)$ with respect to a finite generating set $X$. We explain the argument in the case when $G$ is finitely generated and refer to [28] for the general case.

Consider the locally finite graph $\mathcal{H}(G)$ constructed as follows. The vertex set of $\mathcal{H}(G)$ is $G \times \{\{0\} \cup \mathbb{N}\}$. The edge set of $\mathcal{H}(G)$ contains the following two types of edges:

(a) For every $k \geq 0$ and every $u, v \in G$ such that $0 < d_X(u, v) \leq 2^k$, there is an edge connecting $(u, k)$ to $(v, k)$.

(b) For every $k \geq 0$ and $v \in G$, there is an edge joining $(v, k)$ to $(v, k + 1)$.

Clearly the map $G \to G \times \{0\}$ extends to an injection $\Gamma \to \mathcal{H}(G)$ and the action of $G$ on itself naturally extends to a parabolic action on $\mathcal{H}(G)$. It is not hard to show (see [24]) that the graph $\mathcal{H}(G)$ is always hyperbolic. Clearly the action of $G$
Example 3.1. There exists a group \( G \) acting properly on a locally finite hyperbolic graph such that every element of \( G \) is elliptic, but orbits of \( G \) are unbounded. Indeed let \( G \) be a finitely generated infinite torsion group. Then the action of \( G \) on \( \mathcal{H}(G) \) satisfies all requirements. This never happens for acylindrical actions since, by Theorem 1.1 if every element of \( G \) has bounded orbits, then \( G \) has bounded orbits.

Example 3.2. The action of the Baumslag-Solitar group

\[
BS(1, 2) = \langle a, t \mid t^{-1}at = a^2 \rangle
\]

on its Bass-Serre tree provides an example of a quasi-parabolic action. A quasi-parabolic free action of \( BS(1, 2) \) on \( \mathbb{H}^2 \) can be obtained via the standard embedding \( BS(1, 2) \to SL_2(\mathbb{R}) \). Obviously the action of \( BS(1, 2) \) is non-elementary in both cases, but every two loxodromic elements have a common limit point.

Example 3.3. Finally we note that a group \( G \) acting elementarily on a hyperbolic space and containing a loxodromic element can be arbitrarily large. (For example, consider the action of \( \mathbb{Z} \times H \) on the line induced by the first factor, where \( H \) is an arbitrary group; by replacing the line with a cylinder with base a complete graph on \( H \) this action can be made free.)

As we explained in the introduction, our contribution to Theorem 1.1 amounts to ruling out parabolic actions. We begin with a particular case. We say that an action of a group \( G \) on a metric space \( S \) is uniformly proper if for every \( \varepsilon > 0 \), there exists \( N > 0 \) such that for every \( s \in S \), we have

\[
| \{ g \in G \mid d(s, gs) \leq \varepsilon \} | \leq N.
\]

Obviously uniform properness implies acylindricity.

The following result should be compared to Example 3.1 which shows that proper actions on hyperbolic spaces can be parabolic. It is actually due to Ivanov and Olshanskii [31]. Although it is not stated explicitly, it can be easily extracted from the proof of Lemma 17 in [31]. Our language here is slightly different, so we provide the proof for completeness.

Lemma 3.4 (Ivanov–Olshanskii). A uniformly proper action on a hyperbolic space cannot be parabolic. That is, if \( G \) is a group acting on a hyperbolic space uniformly properly with unbounded orbits, then \( G \) contains a loxodromic element.

Proof. Let \( G \) act on a \( \delta \)-hyperbolic space \( S \). Without loss of generality we can assume that \( \delta \geq 1 \). Let \( x \) be any point of \( S \). We first note that if for some \( g \in G \), we have \( 2(g^{-1}x, gx)_x \leq d(x, gx) - 19\delta \), then the sequence of points \( x, gx, g^2x, \ldots \) satisfies the assumptions of Lemma 2.1 (see Remark 2.2) and hence \( g \) is loxodromic. Thus we can assume that

\[
2(gx, g^{-1}x)_x > d(x, gx) - 19\delta
\]

for every \( g \in G \).

Further suppose that for some \( g, h \in G \) we have

\[
2(gx, hx)_x < a - 51\delta,
\]
where \( a = \min \{ d(x, gx), d(x, hx) \} \). Applying (2) twice and then (9), we obtain
\[
2(gx, hx)_x \geq 2 \min \{ (gx, g^{-1}x)_x, (g^{-1}x, h^{-1}x)_x, (h^{-1}x, hx)_x \} - 32\delta \\
\geq \min \{ a - 19\delta, 2(g^{-1}x, h^{-1}x)_x \} - 32\delta.
\]
Together with (7) this implies
\[
2(g^{-1}x, h^{-1}x)_x \leq a - 19\delta. \tag{8}
\]
Inequalities (7), (8), and Remark 2.2 allow us to apply Lemma 2.1 again to the sequence of points \( x, g^{-1}x, g^{-1}hx, g^{-1}hg^{-1}x, \ldots \). We conclude that \( g^{-1}h \) is loxodromic. Thus it remains to consider the case when
\[
2(gx, hx)_x \geq \min \{ d(x, gx), d(x, hx) \} - 51\delta \quad \forall g, h \in G. \tag{9}
\]
We will complete the proof by showing that (9) leads to a contradiction.

Given \( s \in S \), let
\[
A(s) = \{ g \in G \mid d(s, gs) \leq 71\delta \}.
\]
By uniform properness of the action, there exists \( N = \max_{s \in S} |A(s)| \). From now on, let \( x \) denote a point of \( S \) such that \( |A(x)| = N \).

Since orbits of \( G \) are unbounded, there exists \( g \in G \) such that \( g \notin A(x) \). That is,
\[
d(x, gx) > 71\delta. \tag{10}
\]
Let \( y \) be the point on a geodesic segment \( [x, gx] \) such that \( d(x, y) = 5\delta \). Consider any \( h \in G \) (possibly \( h = g \)) satisfying
\[
d(x, hx) \geq 61\delta \tag{11}
\]
and let \( z \) (respectively, \( t \)) be the point on a geodesic segment \( [x, h^{-1}x] \) (respectively, \( [x, hx] \)) such that \( d(x, z) = 5\delta \) (respectively, \( d(x, t) = 5\delta \); see Figure 3). Since the
On the other hand, if \( d(x, gx) \neq 0 \), then we have \( d(x, gx) \neq 0 \). Using (14) and (15), we obtain
\[
\min\{d(x, gx), d(y, gy)\} \geq d(x, y) + 2C + 18\delta + 1.
\]

Then \( gh \) is a loxodromic isometry.

Proof. Consider the sequence of points \( x_0, y_0, x_1, y_1, \ldots \), where \( x_i = (gh)^i x \) and \( y_i = (gh)^i gy \). We will show that
\[
d(x, (gh)^i x) = d(x_0, x_i) \geq i
\]
for every \( i \in \mathbb{N} \) by applying Lemma 2.1. Obviously (16) implies that \( gh \) is loxodromic.

To apply Lemma 2.1 we have to verify that
\[
d(x_i, x_{i+1}) \geq \max\{d(x_i, y_i), d(x_{i+1}, y_i)\} + 18\delta + 1
\]
and
\[
d(y_i, y_{i+1}) \geq \max\{d(y_i, x_{i+1}), d(y_{i+1}, x_{i+1})\} + 18\delta + 1
\]
for all \( i \geq 0 \). Using (14) and (15), we obtain
\[
d(x_i, x_{i+1}) = d(x, ghx) \geq d(gx, ghx) - d(gx, x) = d(x, hx) - d(gx, x) \geq d(x, y) + C + 18\delta + 1.
\]

On the other hand,
\[
d(x_i, y_i) = d(x, gy) \leq d(x, gx) + d(gx, gy) \leq C + d(x, y)
\]
and similarly
\[ d(x_{i+1}, y_i) = d(hx, y) = d(x, h^{-1}y) \leq d(x, y) + d(y, h^{-1}y) \leq d(x, y) + C. \]

Obviously (19)–(21) imply (17). The proof of (18) is analogous. □

**Lemma 3.6.** Let \( G \) be a group acting acylindrically on a hyperbolic space \((S, d)\). Then for any \( \varepsilon > 0 \) there exist \( R, N > 0 \) such that the following holds. For any \( x, y \in S \) such that \( d(x, y) \geq R \), the set of elements \( g \in G \) satisfying
\[ d(x, gx) \leq \varepsilon \quad \text{and} \quad d(y, gy) \leq d(x, y) + \varepsilon \]
has cardinality at most \( N \).

**Proof.** Fix \( \varepsilon > 0 \). Let \( S \) be \( \delta \)-hyperbolic. By acylindricity there exist \( R_0, N \) such that for every \( u, v \in S \) with \( d(u, v) \geq R_0 \), we have
\[ \left| \{ g \in G \mid \max\{d(u, gu), d(v, gv)\} \leq 16\delta + \varepsilon \} \right| \leq N. \]
Without loss of generality we can assume that
\[ R_0 \geq 2\varepsilon. \]
Let \( R = 3R_0 \) and let \( x, y \in S \) satisfy
\[ d(x, y) \geq R \geq 3R_0. \]
Let \( p \) be a geodesic in \( S \) connecting \( x \) to \( y \), and let \( m \) be the point on \( p \) such that \( d(x, m) = R_0 \) (see Figure 4). Further let \( g \in G \) be any element satisfying (22). It suffices to show that
\[ d(m, gm) \leq 16\delta + \varepsilon. \]
Indeed then (23) applied to \( u = x \) and \( v = m \) completes the proof.

Note first that
\[ |d(x, gy) - d(x, y)| = |d(x, gy) - d(gx, gy)| \leq d(x, gx) \leq \varepsilon. \]
Using this and the second inequality in (22) we obtain \( (y, gy)_x \geq \frac{1}{2}d(x, y) - \varepsilon \).
Further applying (25) and (24) we obtain \( (y, gy)_x \geq \frac{3}{2}R_0 - \varepsilon \geq R_0 \). Let \( n \) be the
point on \([x, gy]\) such that \(d(x, n) = d(x, m) = R_0\). Then by Lemma 2.3 (b) we obtain \(d(m, n) \leq 4\delta\).

Further let \(k\) be the point on \(gp\) such that \(d(gy, k) = d(gy, n)\). As in the previous paragraph, using (27) and then (25) and (24) we obtain

\[d(x, gx)^\gamma \geq d(x, gy) - \varepsilon > d(x, gy) - R_0 = d(gy, n)\]

and hence \(d(n, k) \leq 4\delta\).

Thus

\[(28) \quad d(m, k) \leq d(m, n) + d(n, k) \leq 8\delta.\]

Since \(gx, gm, k\) belong to the same geodesic, we have

\[d(gm, k) \leq |d(gx, gm) - d(gx, k)| = |d(x, m) - d(gx, k)| \leq d(x, gx) + d(m, k) \leq \varepsilon + 8\delta.\]

Finally, from the last inequality and (28) we obtain (26).

\[\square\]

**Proof of Theorem 1.1** Let us first prove that if \(G\) has unbounded orbits, then \(G\) contains loxodromic elements. If the action of \(G\) is uniformly proper, this follows from Lemma 3.4. Hence we can assume that there exists \(C > 0\) such that quasi-stabilizers

\[A(x) = \{g \in G \mid d(x, gx) \leq C\}\]

can be arbitrarily large. Let \(\varepsilon = C + 18\delta + 1\), and let \(R = R(\varepsilon), N = N(\varepsilon)\) be the constants provided by Lemma 3.6. Let \(x \in S\) be a point such that \(|A(x)| \geq 2N + 1\).

Since orbits of \(G\) are unbounded, there exists \(t \in G\) such that \(d(x, tx) \geq R\). Let \(y = tx\). Obviously for every \(a \in A(x)\), the element \(tat^{-1}\) satisfies

\[d(y, tat^{-1}y) = d(x, ax) \leq C < \varepsilon.\]

Let \(B_1\) (respectively, \(B_2\)) be the subset of \(A(x)\) consisting of all \(a \in A(x)\) such that \(d(y, ay) < d(x, y) + \varepsilon\) (respectively, \(d(x, tat^{-1}x) < d(x, y) + \varepsilon\)). By Lemma 3.6, \(|B_1| \leq N\) and \(|B_2| \leq N\). Since \(|A(x)| \geq 2N + 1\), there exists \(a \in A(x)\) such that

\[d(y, ay) \geq d(x, y) + \varepsilon = d(x, y) + C + 18\delta + 1\]

and

\[d(x, tat^{-1}x) \geq d(x, y) + \varepsilon = d(x, y) + C + 18\delta + 1.\]

Now we can apply Lemma 3.5 to elements \(g = a\) and \(h = tat^{-1}\). We obtain that \(gh\) is loxodromic.

Thus if no element of \(G\) is loxodromic, \(G\) is of type (a). Suppose now that \(G\) contains a loxodromic element \(g\). Then it is either of type (b) or of type (c) by Lemma 2.3. \[\square\]

4. Separating cosets of hyperbolically embedded subgroups

Our next goal is to review and generalize some technical tools from [30], which will be used in the proof of Theorem 1.2. Throughout this section, we use the notation introduced in Section 2.4. We fix a group \(G\) with a hyperbolically embedded collection of subgroups \(\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_\Lambda (G, X)\).

All results discussed in this section can be easily extracted from [30, Section 3], although our settings are slightly different there. In particular, in [30] only separating cosets of a single subgroup \(H_\lambda\) were considered. However in the proof of Theorem 1.2 we will have to deal with separating cosets of all subgroups from the collection \(\{H_\lambda\}_{\lambda \in \Lambda}\) simultaneously. Another (rather minor) difference occurs in the definition of a separating coset; see Remark 4.4. Since results of this section
are crucial for our paper, we give complete proofs whenever proofs from \[30\] do not work verbatim.

**Definition 4.1.** Let \( q \) be a path in the Cayley graph \( \Gamma(G, X \sqcup H) \). A (non-trivial) subpath \( p \) of \( q \) is called an \( H_\lambda \)-subpath if the label of \( p \) is a word in the alphabet \( H_\lambda \). An \( H_\lambda \)-subpath \( p \) of \( q \) is an \( H_\lambda \)-component if \( p \) is not contained in a longer \( H_\lambda \)-subpath of \( q \); if \( q \) is a loop, we require in addition that \( p \) is not contained in any longer \( H_\lambda \)-subpath of a cyclic shift of \( q \). Further by a component of \( q \) we mean an \( H_\lambda \)-component of \( q \) for some \( \lambda \in \Lambda \).

Two \( H_\lambda \)-components \( p_1, p_2 \) of a path \( q \) in \( \Gamma(G, X \sqcup H) \) are called connected if there exists a path \( c \) in \( \Gamma(G, X \sqcup H) \) that connects some vertex of \( p_1 \) to some vertex of \( p_2 \), and \( \text{Lab}(c) \) is a word consisting only of letters from \( H_\lambda \). In algebraic terms this means that all vertices of \( p_1 \) and \( p_2 \) belong to the same left coset of \( H_\lambda \). Note also that we can always assume that \( c \) is an edge as every element of \( H_\lambda \) is included in the set of generators. A component of a path \( p \) is called isolated in \( p \) if it is not connected to any other component of \( p \).

It is convenient to extend the relative metric \( \hat{d}_\lambda \) defined in Section 2.4 to the whole group \( G \) by assuming

\[
\hat{d}_\lambda(f, g) = \begin{cases} 
\hat{d}_\lambda(f^{-1}g, 1), & \text{if } f^{-1}g \in H_\lambda, \\
\hat{d}_\lambda(f, g) = \infty, & \text{otherwise}.
\end{cases}
\]

The following result is a simplified version of \[16\] Proposition 4.13. Recall that a path \( p \) in a metric space is \((\mu, b)\)-quasi-geodesic for some \( \mu \geq 1 \) and \( b \geq 0 \) if for every subpath \( q \) of \( p \) one has

\[
\ell(q) \leq \mu d(q_-, q_+) + b.
\]

**Lemma 4.2.** For every \( \mu \geq 1 \) and \( b \geq 0 \), there exists a constant \( C = C(\mu, b) > 0 \) such that for any \( n \)-gon \( p \) with \((\mu, b)\)-quasi-geodesic sides in \( \Gamma(G, X \sqcup H) \), any \( \lambda \in \Lambda \), and any isolated \( H_\lambda \)-component \( a \) of \( p \), we have \( \hat{d}_\lambda(a_-, a_+) \leq Cn \).

From now on, we fix a constant \( C = C(1, 0) \) provided by Lemma 4.2. We also fix any constant

\[
(29) \quad D \geq 3C.
\]

In fact, for the purpose of proving Theorem 4.2 we can just take \( D = 3C \) as in \[30\]. However the more general assumption \[29\] can be useful for future applications (see for example Proposition 4.7) and does not cause any complications.

**Definition 4.3.** We say that a path \( p \) in \( \Gamma(G, X \sqcup H) \) penetrates a coset \( xH_\lambda \) for some \( \lambda \in \Lambda \) if \( p \) decomposes as \( p_1ap_2 \), where \( p_1, p_2 \) are possibly trivial, \((a)_- \subset xH_\lambda \), and \( a \) is an \( H_\lambda \)-component of \( p \). Note that if \( p \) is geodesic, it penetrates every coset of \( H_\lambda \) at most once. In this case we call \( a \) the component of \( p \) corresponding to \( xH_\lambda \). If, in addition, \( \hat{d}_\lambda(a_-, a_+) > D \), then we say that \( p \) essentially penetrates the coset \( xH_\lambda \).

If some \( f, g \in G \) are joined by a geodesic path \( p \) in \( \Gamma(G, X \sqcup H) \) that essentially penetrates \( xH_\lambda \), we call \( xH_\lambda \) an \((f, g; D)\)-separating coset. The set of all \((f, g; D)\)-separating cosets of subgroups from the collection \( \{H_\lambda\}_{\lambda \in \Lambda} \) is denoted by \( S(f, g; D) \). Note that \( S(f, g; D) = S(g, f; D) \).

**Remark 4.4.** If \( D = 3C \), then our notion of an \((f, g; D)\)-separating coset almost coincides with the notion of an \((f, g)\)-separating coset from \[30\] (see Definition 3.1
Figure 5

there). The difference is that a coset \( xH_\lambda \) was also called separating in [30] whenever \( f, g \in xH_\lambda \) and \( f \neq g \). This variant of the definition was justified by some technical reasons specific to [30] and would cause unnecessary complications in this paper.

The lemma below follows immediately from Lemma 4.2.

**Lemma 4.5** (cf. [30, Lemma 3.3 (a)]). For any \( f, g \in G \) and any \( xH_\lambda \in S(f, g; D) \), every path in \( \Gamma(G, X \sqcup H) \) connecting \( f \) to \( g \) and composed of at most 2 geodesic segments penetrates \( xH_\lambda \). Moreover, if \( D \geq 3C(\mu, b) \) for some \( \mu \geq 1, b \geq 0 \), where \( C(\mu, b) \) is the constant provided by Lemma 4.2, then every path in \( \Gamma(G, X \sqcup H) \) connecting \( f \) to \( g \) and composed of at most \( 2(\mu, b) \)-quasi-geodesic segments penetrates \( xH_\lambda \).

The next result is also fairly elementary.

**Lemma 4.6** ([30, Lemma 3.5]). Suppose that a geodesic \( p \) in \( \Gamma(G, X \sqcup H) \) penetrates a coset \( xH_\lambda \) for some \( \lambda \in \Lambda \). Let \( p = p_1ap_2 \), where \( a \) is a component of \( p \) corresponding to \( xH_\lambda \). Then \( \ell(p_1) = d_{X \sqcup H}(p_-, xH_\lambda) \).

We now state the analogue of Definition 3.6 from [30].

**Definition 4.7.** Given any \( f, g \in G \), we define a relation \( \preceq \) on the set \( S(f, g; D) \) as follows: for any \( C_1, C_2 \in S(f, g; D) \),

\[
C_1 \preceq C_2 \iff d_{X \cup H}(f, C_1) \leq d_{X \cup H}(f, C_2).
\]

As in [30], from Lemma 4.5 and Lemma 4.6 we immediately obtain the following.

**Lemma 4.8.** For any \( f, g, h \in G \), the set \( S(f, g; D) \) can be decomposed as

\[
S(f, g; D) = S' \sqcup S'' \sqcup F,
\]

where \( S' \subseteq S(f, h; D) \), \( S'' \subseteq S(g, h; D) \), and \( |F| \leq 2 \). In particular, we have

\[
|S(f, g; D)| \leq |S(f, h; D)| + |S(g, h; D)| + 2.
\]
Proof. If $|S(f, g; D)| \leq 2$ the statement is trivial, so we can assume $|S(f, g; D)| > 2$. We fix any geodesics $q$ and $r$ in $\Gamma(G, X \sqcup H)$ connecting $h$ to $g$ and $f$ to $h$, respectively. By Lemma 4.5 every coset from $S(f, g; D)$ is penetrated by at least one of $q, r$. Without loss of generality we may assume that at least one of the cosets from $S(f, g; D)$ is penetrated by $r$.

Let $S(f, g; D) = \{C_1 \preceq C_2 \preceq \cdots \preceq C_n\}$ and let $C_i$ be the largest coset (with respect to the order $\preceq$) that is penetrated by $r$.

Assume that $i \geq 2$. For every $1 \leq j < i$, there exists a geodesic $p$ connecting $f$ to $g$ in $\Gamma(G, X \sqcup H)$ such that $p$ essentially penetrates $C_j$. Further by Lemma 4.8 $p$ decomposes as

$$p = p_1a_1p_2a_2p_3,$$

where $a_1, a_2$ are components of $p$ corresponding to $C_j$ and $C_i$, respectively. Similarly $r$ decomposes as

$$r = r_1br_2,$$

where $b$ is a component of $r$ corresponding to $C_i$ (see Figure 6).

Since $(r_2)_-$ and $(p_2)_+$ belong to the same coset $C_i$ of $H_\lambda$, there exists an edge $e$ in $\Gamma(G, X \sqcup H)$ going from $(p_2)_+$ to $(r_2)_-$. By Lemma 4.6 we have $\ell(p_1a_1p_2) = \ell(r_1)$. Hence for the path $t = p_1a_1p_2r_2$, we have

$$\ell(t) = \ell(p_1a_1p_2) + 1 + \ell(r_2) = \ell(r_1) + 1 + \ell(r_2) = \ell(r).$$

Thus $t$ is also geodesic. Since $p$ essentially penetrates $C_j$, so does $t$. Therefore, $C_j \in S(f, h; D)$ for every $1 \leq j < i$.

By the choice of $i$, if $i < n$, then the coset $C_{i+1}$ is penetrated by $q$. Arguing as above we obtain that $C_j \in S(g, h; D)$ for every $i + 1 < j \leq n$. It remains to define

$$S' = \{C_j \mid 1 \leq j < i\}, \quad S'' = \{C_j \mid i + 1 < j \leq n\}, \quad F = S(f, g; D) \setminus (S' \cup S'').$$

\[\Box\]
5. Proof of Theorem 1.2

In this section we prove Theorem 1.2. As we already mentioned in the introduction, we only need to show that $(AH_4)$ implies $(AH_1)$. In what follows we say that a Cayley graph $\Gamma(G, X)$ is acylindrical if the action of $G$ on $\Gamma(G, X)$ is acylindrical. For Cayley graphs, the acylindricity condition can be rewritten as follows: for every $\varepsilon > 0$ there exist $R > 0$ and $N > 0$ such that for any $g \in G$ of length $|g|_X \geq R$ we have

$$|\{f \in G \mid |f|_X \leq \varepsilon, \ |g^{-1}fg|_X \leq \varepsilon\}| \leq N.$$ 

Note that it suffices to verify this condition for all sufficiently large $\varepsilon$.

The next lemma is obvious.

**Lemma 5.1.** For any group $G$ and any generating sets $X$ and $Y$ of $G$ such that

$$\sup_{x \in X} |x|_Y < \infty \quad \text{and} \quad \sup_{y \in Y} |y|_X < \infty,$$

the following hold.

(a) $\Gamma(G, X)$ is hyperbolic if and only if $\Gamma(G, Y)$ is hyperbolic.
(b) $\Gamma(G, X)$ is acylindrical if and only if $\Gamma(G, Y)$ is acylindrical.

We begin by discussing the case of relatively hyperbolic groups. To the best of our knowledge, the proposition below has never been recorded before.

**Proposition 5.2.** Let $G$ be a group hyperbolic relative to a collection of subgroups $\{H_\lambda\}_{\lambda \in \Lambda}$. Let $X$ be a finite relative generating set of $G$ with respect to $\{H_\lambda\}_{\lambda \in \Lambda}$. Then the Cayley graph $\Gamma(G, X \sqcup H)$ is acylindrical.

Our proof is based on the fact that for a suitable $X$, geodesic triangles in $\Gamma(G, X \sqcup H)$ satisfy the Rips condition with respect to the locally finite word metric $d_X$. In case $G$ is finitely generated, this is [44, Theorem 3.26]. Note however that the proof from [44] works in the case when $G$ is infinitely generated equally well if we allow word metrics to take infinite values, i.e., if we consider word metrics (and Cayley graphs) with respect to non-generating sets as in this paper.

**Lemma 5.3.** Let $G$ be a group hyperbolic relative to a collection of subgroups $\{H_\lambda\}_{\lambda \in \Lambda}$. Then there exists $\xi > 0$ and a finite relative generating set $X$ of $G$ with respect to $\{H_\lambda\}_{\lambda \in \Lambda}$ such that the following condition holds. For every triangle with geodesic sides $p$, $q$, $r$ in $\Gamma(G, X \sqcup H)$ and every vertex $u$ on $p$, there is a vertex $v$ on $q \cup r$ such that $d_X(u, v) \leq \xi$.

**Proof of Proposition 5.2** By Lemma 5.1 it suffices to prove the proposition for some finite relative generating set $X$. Let $X$ and $\xi$ be as in Lemma 5.3. Let us fix $\varepsilon > 0$. We can assume that $\varepsilon \in \mathbb{N}$ and $\varepsilon \geq \xi$.

Let $g \in G$ be an element of length $|g|_{X \sqcup H} \geq 6\varepsilon + 2$. Let $f$ be any element of $G$ such that

$$|f|_{X \sqcup H} \leq \varepsilon \quad \text{and} \quad |g^{-1}fg|_{X \sqcup H} \leq \varepsilon. \quad (30)$$

Denote by $p$ any geodesic in $\Gamma(G, X \sqcup H)$ going from 1 to $g$ and let $q = fp$; thus $q$ is a geodesic going from $f$ to $fg$ and $\text{Lab}(p) \equiv \text{Lab}(q)$. Also let $s_1$ and $s_2$ be geodesics in $\Gamma(G, X \sqcup H)$ going from 1 to $f$ and from $g$ to $fg$, respectively.
Let \( u \) be a vertex of \( p \) such that
\[
d_{X \cup H}(1, u) = 3\varepsilon + 1.
\]
Note that we also have
\[
d_{X \cup H}(u, g) = |g|_{X \cup H} - (3\varepsilon + 1) \geq 3\varepsilon + 1.
\]
Drawing a diagonal in the geodesic quadrangle \( ps_2q^{-1}s_1^{-1} \) and applying Lemma 5.3 twice, we obtain that there exists a vertex \( v \) on \( q \cup s_1 \cup s_2 \) such that
\[
d_X(u, v) \leq 2\varepsilon.
\]
which contradicts (31). Similarly using (32), we conclude that \( v \) cannot belong to \( s_2 \). Thus \( v \in q \).
We have
\[
f = u \cdot (u^{-1}v) \cdot (v^{-1}f).
\]
Since \( \text{Lab}(q) \equiv \text{Lab}(p) \), \( f^{-1}v \) is represented by the label of the initial subpath of \( p \) of length at most
\[
d_{X \cup H}(f, v) \leq d_{X \cup H}(f, 1) + d_{X \cup H}(1, u) + d_{X \cup H}(u, v) \leq 6\varepsilon + 1.
\]
Recall also that \( |u^{-1}v|_{X} \leq 2\varepsilon \). Thus there are at most \( (6\varepsilon + 2)|B_{X}(2\varepsilon)| \) elements \( f \) satisfying (30), where \( B_{X}(2\varepsilon) \) is a ball of radius \( 2\varepsilon \) in \( G \) with respect to the metric \( d_{X} \). Since \( X \) is finite, so is \( B_{X}(2\varepsilon) \).

The analogue of Proposition 5.2 for groups with hyperbolically embedded collections of subgroups does not hold in general. A simple counterexample is the group \( G = (K \times \mathbb{Z}) \ast H \), where \( K \) is an infinite group and \( H \) is non-trivial. Let \( X = K \cup \{x\} \), where \( x \) is a generator of \( \mathbb{Z} \). It is easy to verify that \( H \hookrightarrow (G, X) \). However the action of \( G \) on \( \Gamma(G, X \cup \mathcal{H}) \) is not acylindrical, as any element of \( K \) moves any vertex of the infinite geodesic ray in \( \Gamma(G, X \cup \mathcal{H}) \) starting from 1 and labelled by the infinite power of \( x \) by a distance at most 1. On the other hand, if we enlarge the relative generating set to \( Y = K \times \mathbb{Z} \), then \( \Gamma(G, Y \cup \mathcal{H}) \) is quasi-isometric to the Bass-Serre tree associated to the free product structure of \( G \) and is obviously acylindrical. The main result of this section shows that a similar trick can be performed in the general case.
Theorem 5.4. Let $G$ be a group, $\{H_\lambda\}_{\lambda \in \Lambda}$ a finite collection of subgroups of $G$, $X$ a subset of $G$. Suppose that $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h (G, X)$. Then there exists $Y \subseteq G$ such that $X \subseteq Y$ and the following conditions hold.

(a) $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h (G, Y)$. In particular, the Cayley graph $\Gamma(G, Y \sqcup \mathcal{H})$ is hyperbolic.

(b) The action of $G$ on $\Gamma(G, Y \sqcup \mathcal{H})$ is acylindrical.

The proof of Theorem 5.4 is given in a sequence of lemmas below. Throughout the rest of this section we are working under notation and assumptions of Theorem 5.4. Recall that we have already fixed a constant $C > 0$ satisfying Lemma 4.2 and $D$ satisfying (29). We will show that the subset $Y = Y(D) \subseteq G$ defined by

\[(33) \quad Y = \{y \in G \mid S(1, y; D) = \emptyset\}\]

satisfies conditions (a) and (b) from Theorem 5.4.

To prove hyperbolicity of $\Gamma(G, Y \sqcup \mathcal{H})$ we will make use of a sufficient condition from [32]. We state it in a much simplified form here. (In the notation of [32], we have $L = M_1 = 1$ and $M_2 = M$.)

Lemma 5.5 ([32] Corollary 2.4]). Let $\Sigma$ be a graph obtained from a graph $\Gamma$ by adding edges. Suppose that $\Gamma$ is hyperbolic and there exists $M > 0$ such that for any two vertices $x, y$ of $\Gamma$ connected by an edge in $\Sigma$ and any geodesic $p$ in $\Gamma$ going from $x$ to $y$, the diameter of $p$ in $\Sigma$ is at most $M$. Then $\Sigma$ is also hyperbolic.

Lemma 5.6. We have $X \subseteq Y$ and $\Gamma(G, Y \sqcup \mathcal{H})$ is hyperbolic.

Proof. If $x \in X$, $x \neq 1$, then the edge labelled by $x$ is a geodesic from 1 to $x$ in $\Gamma(G, X \sqcup \mathcal{H})$. It does not contain any components and hence $S(1, x; D) = \emptyset$ by Lemma 4.5. Thus $X \subseteq Y$. In particular, $\Gamma(G, X \sqcup \mathcal{H})$ is a subgraph of $\Gamma(G, Y \sqcup \mathcal{H})$. According to Lemma 5.5 it suffices to prove that for every $y \in Y$ and every geodesic $p$ in $\Gamma(G, X \sqcup \mathcal{H})$ with $p_0 = 1, p_1 = y$, $\text{diam}_{Y \cup \mathcal{H}}(p)$ is bounded from above by a uniform constant independent of $y$ and $p$. Let $y, p$ be as above and let $v$ be any vertex on $p$. Let $p = p_1 p_2$, where $(p_1)_+ = (p_2)_- = v$. If $S(1, v; D) \neq \emptyset$, there exists a geodesic $q$ from 1 to $v$ that essentially penetrates a coset $C \subseteq S(1, v; D)$. Then $q p_2$ is a geodesic from 1 to $y$ that essentially penetrates $C$. Thus $S(1, y; D) \neq \emptyset$, which contradicts (33). Therefore $S(1, v; D) = \emptyset$. This means that $v \in Y$ and hence $d_{Y \cup \mathcal{H}}(1, v) \leq 1$. Thus $\text{diam}_{Y \cup \mathcal{H}}(p) \leq 2$. It remains to apply Lemma 5.5. \hfill \square

To prove that $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h (G, Y)$ we will need the following result from [16].

Lemma 5.7 ([16] Corollary 4.27]). Let $G$ be a group, $\{H_\lambda\}_{\lambda \in \Lambda}$ a collection of subgroups of $G$, $X_1, X_2 \subseteq G$ two relative generating sets of $G$ with respect to $\{H_\lambda\}_{\lambda \in \Lambda}$. Suppose that $|X_1 \triangle X_2| < \infty$. Then $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h (G, X_1)$ if and only if $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h (G, X_2)$.

Lemma 5.8. $\{H_\lambda\}_{\lambda \in \Lambda} \hookrightarrow_h (G, Y)$.

Proof. Since we already know that $\Gamma(G, Y \sqcup \mathcal{H})$ is hyperbolic, it remains to verify the local finiteness condition (b) from Definition 2.9. We denote by $\widehat{d}_X^Y$ and $\widehat{d}_X$ the relative metrics on $H_\lambda$ defined using the graphs $\Gamma(G, Y \sqcup \mathcal{H})$ and $\Gamma(G, X \sqcup \mathcal{H})$, respectively. In this notation, we have to verify that $(H_\lambda, \widehat{d}_X^Y)$ is locally finite for every $\lambda \in \Lambda$. 

To simplify the proof, we will use the following trick. Let

$$Z_\lambda = \{ h \in H_\lambda | \hat{d}_\lambda^X(1, h) \leq D \}$$

and

$$Z = \left( \bigcup_{\lambda \in \Lambda} Z_\lambda \right) \cup X.$$ 

Since every \((H_\lambda, \hat{d}_\lambda^X)\) is locally finite space, every \(Z_\lambda\) is finite. And since we assume that \(|\Lambda| < \infty, |Z \setminus X| = |Z \setminus X| < \infty\). Hence \(\{H_\lambda\}_{\lambda \in \Lambda} \rightarrow_h (G, Z)\) by Lemma 5.7. We will denote by \(\hat{d}_\lambda^Z\) the corresponding relative metric on \(H_\lambda\).

Observe that the restriction of the natural inclusion \(\Gamma(G, X \sqcup H) \rightarrow \Gamma(G, Z \sqcup H)\) to the set of vertices is an isometry. Indeed it is clear from the definition of \(Z\) that two vertices in \(\Gamma(G, Z \sqcup H)\) are connected by an edge if and only if they are connected by an edge in \(\Gamma(G, X \sqcup H)\). However, some edges of \(\Gamma(G, X \sqcup H)\) are doubled in \(\Gamma(G, Z \sqcup H)\). Indeed for every edge in \(\Gamma(G, X \sqcup H)\) labelled by \(h \in H_\lambda\) such that \(\hat{d}_\lambda^X(1, h) \leq D\), there are at least two edges in \(\Gamma(G, Z \sqcup H)\) with the same endpoints: one labelled by \(h \in H_\lambda \subseteq H\) and the other labelled by the corresponding element of \(Z\) (this is due to disjointness of the union \(Z \sqcup H\) in \(\Gamma(G, Z \sqcup H)\); see Remark 2.7).

Below we will use the following construction. Let \(e\) be an edge in \(\Gamma(G, Y \sqcup H)\) labelled by a letter from \(Y\). Take a geodesic path \(p_e\) in \(\Gamma(G, X \sqcup H)\) connecting \(e_-\) and \(e_+\). Since \(\text{Lab}(e) \in Y\), we have \(S(e_-, e_+; D) = \emptyset\). Hence \(p_e\) does not essentially penetrate any coset of any \(H_\lambda\), and hence every \(H_\lambda\)-component \(c\) of \(p_e\) satisfies \(\hat{d}_\lambda^X(c_-, c_+) \leq D\). (Note that \(c\) is a single edge as \(p_e\) is geodesic.) Therefore, in \(\Gamma(G, Z \sqcup H)\) there is an edge labelled by a letter of \(Z\) that connects \(c_-\) to \(c_+\). Thus passing to \(\Gamma(G, Z \sqcup H)\) and replacing all components of \(p_e\) with the corresponding edges labelled by letters from \(Z\), we obtain a path \(q_e\) with the same endpoints as \(e\) such that \(\text{Lab}(q_e)\) is a word in the alphabet \(Z\). Since \(\ell(q_e) = \ell(p_e)\) and inclusion \(\Gamma(G, X \sqcup H) \rightarrow \Gamma(G, Z \sqcup H)\) is isometric on the vertex set, \(q_e\) is geodesic in \(\Gamma(G, Z \sqcup H)\).

Suppose now that an element \(h \in H_\lambda\) satisfies \(\hat{d}_\lambda^X(1, h) = n < \infty\) and let \(r\) be the corresponding admissible path (see Definition 2.8) of length \(n\) in \(\Gamma(G, Y \sqcup H)\) that connects \(1\) to \(h\). Let \(r = r_0 s_1 \ldots r_{m-1} s_m r_m\), where \(s_1, \ldots, s_m\) are edges labelled by letters from \(H\) and \(r_0, \ldots, r_m\) are paths (possibly trivial) labelled by words in the alphabet \(Y\). Replacing each edge \(e\) of each \(r_i\) with the geodesic \(q_e\) constructed in the previous paragraph, we obtain a path \(t = t_0 s_1 \ldots t_{m-1} s_m t_m\) in \(\Gamma(G, Z \sqcup H)\) connecting \(1\) to \(h\), where \(\text{Lab}(t_i)\) is a word in the alphabet \(Z\) for all \(i = 0, \ldots, m\). Note that \(t\) is a concatenation of \(n\) geodesics (in \(\Gamma(G, Z \sqcup H)\)).

Let \(f\) be the edge in \(\Gamma(G, Z \sqcup H)\) labelled by \(h^{-1}\) in \(H_\lambda\) and connecting \(h\) to \(1\). Obviously \(s_1, \ldots, s_m\) are the only components of \(t\). Since \(r\) was admissible in \(\Gamma(G, Y \sqcup H)\), no \(s_i\) contains edges of \(\Gamma(H_\lambda, H_\lambda)\). Hence no \(s_i\) can be connected to \(f\), and thus \(f\) is isolated in the loop \(tf\). Since \(t\) consists of at most \(n\) geodesic segments, from Lemma 4.2 we obtain

$$\hat{d}_\lambda^Z(1, h) \leq C^Z(n + 1) \leq 2C^Zn \leq 2C^Z\hat{d}_\lambda^X(1, h),$$

where \(C^Z\) is the corresponding constant for \(\Gamma(G, Z \sqcup H)\). Now local finiteness of \((H_\lambda, \hat{d}_\lambda^X)\) follows from that of \((H_\lambda, \hat{d}_\lambda^Z)\). \(\square\)
Lemma 5.9. Let $f, g \in G$ and let $S(f, g; D) = \{C_1 \leq \ldots \leq C_n\}$ for some $n \geq 1$. Then the following hold.

(a) There exists $b \in C_1$ such that $f^{-1}b \in Y$.
(b) For every $1 \leq i < n$, there exist $a \in C_i$, $b \in C_{i+1}$ such that $a^{-1}b \in Y$.
(c) There exists $a \in C_n$ such that $a^{-1}g \in Y$.

Proof. We will prove only part (b); the proofs of (a) and (c) are the same (after obvious adjustments). Assume that $C_i$ and $C_{i+1}$ are cosets of $H_{\lambda}$ and $H_{\mu}$, respectively. We consider any elements $a \in C_i$, $b \in C_{i+1}$ such that

\begin{equation}
S(a, b; D) \neq \emptyset.
\end{equation}

Assume that $S(a, b; D) \neq \emptyset$. Let $p$ be a geodesic in $\Gamma(G, X \sqcup H)$ connecting $a$ to $b$ that essentially penetrates a coset $B \in S(a, b; D)$. Thus $p = p_1dp_2$, where $p_1, p_2$ are non-empty and $d$ is the component corresponding to $B$ (see Figure 8). Consider any geodesic $q$ connecting $f$ to $g$ in $\Gamma(G, X \sqcup H)$. By Lemma 4.8, $q$ penetrates $C_i$ and $C_{i+1}$ and decomposes as $q = q_1e_1q_2e_2q_3$, where $e_1, e_2$ are components corresponding to $C_i$ and $C_{i+1}$. Let $f_1$ (respectively, $f_2$) be an edge connecting $(e_1)_-$ to $a$ (respectively, $b$ to $(e_2)_+$) and let $r = q_1f_1pf_2q_3$. By (34) we have $\ell(p) \leq \ell(q_2)$. Hence $\ell(r) \leq \ell(q)$. In particular, $r$ is a geodesic between $f$ and $g$ that essentially penetrates $B$. By Lemma 4.8, we have $B = C_i$ or $B = C_{i+1}$. If $B = C_i$, then $p_1$ is trivial and hence $p$ starts with an $H_\lambda$-component $d$. However this contradicts (34) since $d_+ \in C_i$ in this case and

\begin{equation}
\ell_X(C_i, C_{i+1}) \leq \ell_X(d_+, b) < \ell(p) = \ell_X(a, b).
\end{equation}

Similarly we get a contradiction if $B = C_{i+1}$. \qed

The next result relates the distance in $\Gamma(G, Y \sqcup H)$ to the number of separating cosets between two points.

Lemma 5.10. For any two elements $f, g \in G$, we have

\begin{equation}
\frac{1}{2}(d_{Y \cup H}(f, g) - 1) \leq |S(f, g; D)| \leq 3d_{Y \cup H}(f, g).
\end{equation}

Proof. The left inequality immediately follows from Lemma 5.9. The right inequality follows Lemma 4.9 by induction. Indeed if $d_{Y \cup H}(f, g) = 0$, the statement is
obvious. If \( d_{Y∪H}(f,g) > 0 \), then there exists \( h ∈ G \) such that \( d_{Y∪H}(f,h) = d_{Y∪H}(f,g) - 1 \) and either \( h^{-1}g ∈ Y \) or \( h^{-1}g ∈ H \); in both cases we have \( |S(h,g; D)| \leq 1 \). By induction and Lemma 4.9, we obtain

\[
|S(f,g; D)| \leq |S(f,h; D)| + |S(h,g; D)| + 2
\leq 3d_{Y∪H}(f,h) + 3
= 3(d_{Y∪H}(f,g) - 1) + 3
= 3d_{Y∪H}(f,g).
\]

\[\square\]

**Lemma 5.11.** \( \Gamma(G, Y \sqcup H) \) is acylindrical.

**Proof.** We use the equivalent definition of acylindricity given by Lemma 2.4. Fix any \( ε > 0 \); without loss of generality we can assume \( ε ∈ \mathbb{N} \). Let \( g \) be an element of \( G \) such that

\[
|g|_{Y∪H} = 18ε + 11.
\]

Suppose that

\[
\max\{|f|_{Y∪H}, |g^{-1}fg|_{Y∪H}\} \leq ε
\]

for some \( f ∈ G \).

We first show that

\[
|S(1,g; D) \cap S(f,fg; D)| \geq 3ε + 1.
\]

Indeed suppose that \( |S(1,g; D) \cap S(f,fg; D)| < 3ε + 1 \). Applying Lemma 4.9 twice we obtain a decomposition \( S(1,g; D) = S_1 \cup S_2 \cup S_3 \cup F \), where \( S_1 \subseteq S(1,f; D) \), \( S_2 \subseteq S(f,fg; D) \), \( S_3 \subseteq S(f,fg; D) \), and \( |F| \leq 4 \). Using Lemma 5.10 we obtain

\[
|S(1,g; D)| \leq |S(1,f; D)| + |S(1,g; D) \cap S(f,fg; D)| + |S(f,fg; D)| + 4
< 3d_{Y∪H}(1,f) + 3ε + 1 + 3d_{Y∪H}(fg,g) + 4
\leq 9ε + 5.
\]

Now using Lemma 5.10 again, we obtain \( |g|_{Y∪H} \leq 2|S(1,g; D)| + 1 < 18ε + 11 \), which contradicts (35). Thus (37) holds.

Since \( |S(1,f; D)| \leq 3d_{Y∪H}(1,f) \leq 3ε \), there exists a coset \( C \) such that

\[ C ∈ S(1,g; D) \cap S(f,fg; D) \text{ and } C \notin S(1,f; D). \]
Let $p$ be a geodesic in $\Gamma(G, X \sqcup \mathcal{H})$ going from 1 to $g$. Let also $q = fp$; thus $q$ is a geodesic in $\Gamma(G, X \sqcup \mathcal{H})$ connecting $f$ to $fg$. Since $C \in S(1, g; D) \cap S(f, fg; D)$, by Lemma 4.8, $p$ and $q$ decompose as $p = p_1a p_2$ and $q = q_1b q_2$, where $a$ and $b$ are components corresponding to $C$ (Figure 9). Let $u = a_-, v = b_-$. Suppose that $C$ is a coset of $H_\lambda$. Our next goal is to estimate $\tilde{d}(u, v)$.

As $u, v \in C$, there is an edge $e$ in $\Gamma(G, X \sqcup \mathcal{H})$ connecting $u$ to $v$ and labelled by an element of $H_\lambda$. We fix any geodesic $s$ connecting 1 to $f$ in $\Gamma(G, X \sqcup \mathcal{H})$. It is easy to see that if $u \neq v$, then $e$ is an $H_\lambda$-subpath on the loop $p_1 e q_1^{-1} s^{-1}$.

We consider two cases. First assume that $e$ connects 1 to a component of $p_1$. Then by Lemma 4.2, we obtain $\tilde{d}(u, v) \leq 4C$. Now suppose that $e$ is a component of $p_1 e q_1^{-1} s^{-1}$. Then by Lemma 4.2, we obtain $\tilde{d}(u, v) \leq 4C$. Now suppose that $e$ is not an isolated component of $p_1 e q_1^{-1} s^{-1}$. Note that $e$ cannot be connected to a component of $p_1$. Indeed then $a$ would be connected to the same component of $p_1$, which contradicts the assumption that $p$ is a geodesic in $\Gamma(G, X \sqcup \mathcal{H})$. For the same reason $e$ cannot be connected to a component of $q_1$. Thus $e$ is a connected to a component of $s$. Let $s = s_1 ds_2$ and let $t_1, t_2$ be edges connecting $u$ to $d_-$ and $v$ to $d_+$, respectively, labelled by elements of $H_\lambda$ (Figure 10). It is easy to see that $t_1$ and $t_2$ are isolated in the loops $t_1 s_1^{-1} p_1$ and $t_2 s_2 q_1$, respectively. Thus we have $\tilde{d}(u, d_-) \leq 3C$ and $\tilde{d}(v, d_+) \leq 3C$ by Lemma 4.2. Note also that since $d_\pm \in C \not\in S(1, f; D)$, we have $\tilde{d}(d_-, d_+) \leq D$. Therefore,

$$\tilde{d}(u, v) \leq \tilde{d}(u, d_-) + \tilde{d}(d_-, d_+) + \tilde{d}(d_+, v) \leq 6C + D.$$ 

Thus, in any case, we have

$$\tilde{d}(u, v) \leq 6C + D \leq 3D$$

(see (29)).

Note that

$$f = u \cdot (u^{-1} v) \cdot (f^{-1} v)^{-1}.$$ 

Since $C \in S(f, fg; D)$, we have $f^{-1} C \in S(1, g; D)$. Thus both $u$ and $f^{-1} v$ are entrance points of $p$ in certain cosets from $S(1, g; D)$. Hence there are at most $|S(1, g; D)| \leq 3 |g| \cdot \epsilon = 54 \epsilon + 33$ possibilities for $u$ and $f^{-1} v$. By (38), the number of possibilities for $u^{-1} v$ does not exceed the number of elements in a ball of radius $3D$ in $H_\lambda$ with respect to the metric $\tilde{d}_\lambda$. The latter number is finite by the definition of a hyperbolically embedded collection of subgroups. (We also use here our assumption...
that $|\Lambda| < \infty$. Thus the number of elements $f$ satisfying (36) is bounded by a uniform constant.

Lemmas 5.8 and 5.11 prove Theorem 5.4. To prove Theorem 1.2 we only need one additional fact.

**Lemma 5.12.** Let $G$ be a group, $H$ a subgroup of $G$, $X$ a subset of $G$. Suppose that $H$ is non-degenerate and $H \hookrightarrow_h (G, X)$. Then the action of $G$ on $\Gamma(G, X \sqcup H)$ is non-elementary.

**Proof.** Since $H$ is non-degenerate, $G$ contains elements that act loxodromically on $\Gamma(G, X \sqcup H)$ by [16, Corollary 6.12]. Furthermore, by Theorem 6.14 from [16] $G$ contains non-abelian free subgroups. In particular, $G$ is not virtually cyclic. Hence by Theorem 1.1 the action of $G$ is non-elementary. □

**Proof of Theorem 1.2** Note that for a cobounded action of a group $G$ on a hyperbolic space $S$, we have $\Lambda(G) = \partial S$. Thus non-elementarity of the action is equivalent to $|\partial S| > 2$. Now it is clear that $(AH_1)$ implies $(AH_2)$. The implication $(AH_2) \implies (AH_3)$ is obvious, and $(AH_3) \implies (AH_4)$ was proved in [16, Theorem 6.8].

It remains to show that $(AH_4) \implies (AH_1)$. Let $H$ be a non-degenerate hyperbolically embedded subgroup of a group $G$. By Theorem 5.4 we can find a relative generating set $X$ of $G$ with respect to $H$ such that $H \hookrightarrow_h (G, X)$ and $\Gamma(G, X \sqcup H)$ is acylindrical. Since $H$ is non-degenerate, the action of $G$ on $\Gamma(G, X \sqcup H)$ is non-elementary and hence $|\partial \Gamma(G, X \sqcup H)| > 2$. □

## 6. Loxodromic elements

The main goal of this section is to prove Theorem 1.4. Recall that an isometry $g$ of a hyperbolic space $S$ is called elliptic if some (equivalently, any) orbit of $g$ is bounded and loxodromic if the map $\mathbb{Z} \to S$ defined by $n \mapsto g^n s$ is a quasi-isometry for some (equivalently, any) $s \in S$.

We will need the following three results. The first one is proved by Bowditch in [8]. It also follows from Theorem 1.1 applied to cyclic subgroups.

**Lemma 6.1 (Bowditch).** Let $G$ be a group acting acylindrically on a hyperbolic space $S$. Then every element of $G$ is either elliptic or loxodromic.

The next result was obtained in the course of proving Proposition 4.35 in [16].

**Lemma 6.2 (Dahmani-Guirardel-Osin).** Being hyperbolically embedded is a transitive relation. More precisely, if $H \hookrightarrow_h (G, X)$ and $K \hookrightarrow_h (H, Y)$, then $K \hookrightarrow_h (G, X \cup Y)$.

The last auxiliary result is a particular case of Lemma 4.11 (b) [16]. To state it, we extend the division operation to $\mathbb{R}_+ \cup \{\infty\}$ in the natural way: $\infty/\infty = 1$, $\infty/r = \infty$ and $r/\infty = 0$ for every $r \in (0, +\infty)$.

**Lemma 6.3.** Let $H \hookrightarrow_h (G, X)$ and let $\widehat{d}$ be the associated relative metric on $H$. Then there exists a finite subset $Y \subseteq H$ such that the word metric $d_Y$ is Lipschitz equivalent to $\widehat{d}$. That is, the ratios $d_Y(a, b) / \widehat{d}(a, b)$ and $\widehat{d}(a, b) / d_Y(a, b)$ are uniformly bounded on $H \times H$ minus the diagonal. In particular, $d_Y$ is finite if and only if $\widehat{d}$ is.
Now we are ready to prove the main result of this section.

**Proof of Theorem 1.4** Obviously (L1) implies (L2) and (L2) implies (L3). It is also known that (L3) implies (L4); see [16, Theorem 6.8]. It remains to prove that (L4) implies (L1).

Let $E$ be a virtually cyclic subgroup containing $g$ such that $E \rightarrow_h G$. By Theorem 5.4 there exists a subset $X \subseteq G$ such that $E \rightarrow_h (G, X)$ and $\Gamma(G, X \sqcup E)$ is acylindrical. In particular $G$ is generated by $X \cup E$. Since $E$ is finitely generated, we can assume that $G$ is generated by $X$ by Lemmas 5.1 and 5.7.

Let $Y$ be a finite generating set of $E$. Since $E$ is hyperbolic we have $\{1\} \rightarrow_h (E, Y)$. By Lemma 6.2 we obtain $\{1\} \rightarrow_h (G, X \cup Y)$. In particular, by definition this means that $\Gamma(G, X \cup E)$ is hyperbolic. Again applying Lemma 5.1 we obtain that $\Gamma(G, X)$ is hyperbolic.

Let us show that $\Gamma(G, X)$ is acylindrical. By Lemma 6.3 there exists a finite subset $Z \subseteq E$ and a constant $K_0$ such that $d_Z(a, b) \leq K_0 \hat{d}(a, b)$ for every $a, b \in E$, where $\hat{d}$ is the relative metric on $E$ associated to the embedding $E \rightarrow_h (G, X)$. Since $X$ generates $G$ and $Z$ is finite, there exists a constant $K$ such that

$$d_X(a, b) \leq K \hat{d}(a, b)$$

for every $a, b \in E$. Fix $\varepsilon \in \mathbb{N}$. Since $\Gamma(G, X \sqcup E)$ is acylindrical there exists $R_0 = R_0(\varepsilon)$ and $N_0 = N_0(\varepsilon)$ such that for any $g \in G$ of length $|g|_{X \cup E} \geq R_0$, the set $\mathcal{F}_\varepsilon^X(g)$ of all $f \in G$ satisfying $\max\{|f|_X, |g^{-1}fg|_X\} \leq \varepsilon$ has at most $N_0$ elements. Let

$$R = 2CK(\varepsilon + 1)R_0,$$

where $C$ is the constant from Lemma 4.2. Without loss of generality we assume that $R$ is an integer.

By Lemma 2.4 it suffices to show that there exists $N > 0$ such that the set $\mathcal{F}_\varepsilon^X(g)$ of all elements $f$ satisfying

$$\max\{|f|_X, |g^{-1}fg|_X\} \leq \varepsilon$$

has at most $N$ elements for every $g \in G$ of length $|g|_X = R$.

Note that for any $g \in G$ we have $\mathcal{F}_\varepsilon^X(g) \subseteq \mathcal{F}_\varepsilon^{X \cup E}(g)$, and hence $|\mathcal{F}_\varepsilon X(g)| \leq N_0$ whenever $|g|_{X \cup E} \geq R_0$. Thus it suffices to consider the case

$$|g|_{X \cup E} < R_0.$$

Let $p$ be a geodesic in $\Gamma(G, X \sqcup E)$ with $p_- = 1$, $p_+ = g$. By (10), (12) and (13), there exists at least one $E$-component $d$ of $p$ such that $d_X(d_-, d_+) > 2CK(\varepsilon + 1)R$. Further by (39) we obtain

$$\hat{d}(d_-, d_+) > 2C(\varepsilon + 1).$$

Let $q = fp$. Thus $q$ is a geodesic in $\Gamma(G, X \sqcup E)$ such that $q_- = f$, $q_+ = fg$, and $\text{Lab}(q) \equiv \text{Lab}(p)$. By (11) there exist paths $s_1$ and $s_2$ connecting 1 to $f$ and $g$ to $fg$, respectively (see Figure 11), such that $\ell(s_i) \leq \varepsilon$ and $\text{Lab}(s_i)$ is a word in the alphabet $X$, $i = 1, 2$. Let $Q = s_1qs_2^{-1}p^{-1}$, $q \equiv f$. We think of $Q$ as a geodesic $(2\varepsilon + 2)$-gon whose sides are $p$, $q$, and the edges of $s_1$, $s_2$. Lemma 4.2 and inequality (13) imply that $d$ cannot be isolated in $Q$. Since $s_1$, $s_2$ do not contain $E$-components at all and $p$ is geodesic, $d$ must be connected to a component $e$ of $q$. 


Let $p = p_1 dp_2$, $q = q_1 eq_2$, $u = d_-$, $v = e_-$, and let $c$ be the edge of $\Gamma(G, X \sqcup E)$ connecting $d_-$ to $e_-$ and labelled by an element of $E$. Since $p$ and $q$ are geodesic, $c$ is isolated in the loop $r = p_1 c q_1^{-1} s_1^{-1}$. We can think of $r$ as a geodesic polygon with sides $p_1$, $c$, $q_1^{-1}$ and the edges of $s_1^{-1}$. Thus $r$ has at most $\varepsilon + 3$ sides. Hence

\begin{equation}
\hat{d}(u, v) = \hat{d}(c_-, c_+) \leq C(\varepsilon + 3).
\end{equation}

Obviously we have

$$f = u \cdot (u^{-1}v) \cdot (f^{-1}v)^{-1}.$$ 

Since $u$ and $f^{-1}v$ are elements represented by labels of initial subpaths of $p$ (recall that $\text{Lab}(q) \equiv \text{Lab}(p)$), there are at most $\ell(p) = |g|_{X \sqcup E} < R_0$ possibilities for these elements. Further by (45) the number of possible choices for $u^{-1}v$ is bounded by the number $B$ of elements in a ball of radius $C(\varepsilon + 3)$ in $(E, \hat{d})$; this number is also finite as $(E, \hat{d})$ is locally finite. Therefore, $|F^X_\varepsilon(g)| \leq BR_0^2$ for every $g$ satisfying (42) and (43). This completes the proof of acylindricity of $\Gamma(G, X)$.

It remains to show that $g$ acts as a loxodromic element on $\Gamma(G, X)$. By Lemma 6.1 it suffices to show that $\langle g \rangle$ is unbounded with respect to $d_X$. Suppose that there exists a constant $A$ such that $|g^n|_X \leq A$ for every $n \in \mathbb{Z}$. Then for every $n \in \mathbb{Z}$ there exists a word $W_n$ in the alphabet $X$ of length at most $A$ representing $g^n$ in $G$. Obviously the path $p_n$ in $\Gamma(G, X \sqcup E)$ labelled by $W_n$ and connecting 1 to $g^n$ is admissible (see Definition 2.3). Hence $\hat{d}(1, g^n) \leq \ell(p) \leq A$ for every $n$. Since $|g| = \infty$ this contradicts the local finiteness condition from the definition of a hyperbolically embedded subgroup. □

**Definition 6.4.** We say that an element $g \in G$ is **generalized loxodromic** if it satisfies either of the equivalent conditions from Theorem 1.4.

The word “generalized” is used here to distinguish these elements from loxodromic elements for a particular action. Note that, in general, generalized loxodromic elements may be elliptic for some actions. The simplest example is $G = F(x, y)$, the free group of rank 2. Obviously every non-trivial element of $G$ is generalized loxodromic. However for the action of $G$ on the Bass-Serre tree associated to the free product decomposition $G = \langle x \rangle * \langle y \rangle$, all conjugates of powers of $x$ and $y$ are elliptic.

For $G = F_2$ as well as in many other cases, for a group $G$ there exists a **single** action on a hyperbolic space with respect to which all generalized loxodromic elements are loxodromic. We call such actions **universal**.
Example 6.5. (a) One can show that an element of a mapping class group $\text{MCG}(\Sigma_g)$ of a closed surface of genus $g \geq 2$ is generalized loxodromic iff it is pseudo-Anosov. Indeed if $a \in \text{MCG}(\Sigma_g)$ is pseudo-Anosov, then it is generalized loxodromic since it acts loxodromically on the curve complex of $\Sigma$ and the action is acylindrical [8]. On the other hand, it is not hard to prove that if $a$ is reducible, then there exists a positive integer $n$ such that $[C_G(a^n) : \langle a^n \rangle] = \infty$; this is impossible if $G$ acts acylindrically on a hyperbolic space and the action of $a$ is loxodromic [8]. Thus the action of $\text{MCG}(\Sigma_g)$ on the curve complex is universal.

(b) Any proper and cobounded action of a (hyperbolic) group on a hyperbolic space is universal. Furthermore, if a group $G$ is relatively hyperbolic with respect to a collection of peripheral subgroups $\{H_\lambda\}_{\lambda \in \Lambda}$ and peripheral subgroups are not virtually cyclic and not acylindrically hyperbolic, then the action of $G$ on the corresponding relative Cayley graph $\Gamma(G, X \sqcup H)$ is universal. This case includes fundamental groups of hyperbolic knot complements or limit groups.

The universal actions from the above examples are acylindrical. However, there are acylindrically hyperbolic groups that do not admit any universal acylindrical actions. To construct an example of such a group, we need several auxiliary results. The first one is Lemma 3.3 from [9, Chapter III.Γ].

Lemma 6.6 (Bridson-Haefliger). Let $S$ be a $\delta$-hyperbolic space and let $Y \subseteq S$ be a non-empty bounded subspace. Let

$$r_Y = \inf\{\rho > 0 \mid Y \subseteq B(s, \rho) \text{ for some } s \in S\},$$

where $B(s, \rho)$ is the ball of radius $\rho$ centered at $s$. Then for all $\varepsilon > 0$, the set

$$C_\varepsilon = \{s \in S \mid Y \subseteq B(s, r_Y + \varepsilon)\}$$

has diameter less than $4\delta + 2\varepsilon$.

This lemma immediately implies the following. (The idea is borrowed from the proof of Theorem 3.2 in Chapter III.Γ of [9].)

Corollary 6.7. Assume that a group $T$ acts elliptically on a $\delta$-hyperbolic space $S$. Then there is $x \in S$ such that the diameter of the orbit $Tx$ is at most $4\delta + 1$.

Proof. Let $Y$ be some orbit of $T$. Since the action of $T$ is elliptic, $Y$ is bounded. Let $\varepsilon = 1/2$ and let $C_{\varepsilon}$ be as in the lemma above. Note that the action of $T$ preserves $C_{\varepsilon}$ setwise. Hence for every $x \in C_{\varepsilon}$, we have $Tx \subseteq C_{\varepsilon}$ and thus the diameter of the orbit $Tx$ is at most $4\delta + 1$ by the lemma.

Recall that every loxodromic element $g$ of a group $G$ acting acylindrically on a hyperbolic space is contained in a unique maximal virtually cyclic subgroup $E(g)$ of $G$ [16, Lemma 6.5].

Lemma 6.8. Suppose that a group $G$ acts acylindrically on a hyperbolic space $S$. Then there exists $N \in \mathbb{N}$ such that for every loxodromic element $g \in G$, $E(g)$ contains a cyclic subgroup of index at most $N$.

Proof. By [16, Theorem 6.8], we have $E(g) \hookrightarrow_h G$. It is well-known (see, for example, [20, Lemma 2.5]) that every virtually cyclic group has a finite-by-cyclic subgroup of index at most 2. Thus there exists a subgroup $E_0 \leq E(g)$ of index at
most 2 and a finite normal subgroup \( T \leq E_0 \) such that \( E_0/T \) is cyclic. Let \( a \in E_0 \) be an element whose image generates \( E_0/T \). It is clear that
\[
|E(g) : \langle a \rangle| \leq 2|E_0 : \langle a \rangle| = 2|T|.
\]
Thus it suffices to bound \( |T| \) from above.

Since \( T \) is a finite normal subgroup of \( E_0 \), there is a positive integer \( n \) such that \( g^n \) commutes with \( T \). Let \( \delta \) be the hyperbolicity constant of \( S \). By Corollary 6.7, there exists \( x \in S \) such that the diameter of \( Tx \) is at most \( 4\delta + 1 \). Let \( R, N \) be the constants from the definition of acylindricity of the action corresponding to \( \varepsilon = 4\delta + 1 \). Since \( g \) is a loxodromic element, there is \( m \in \mathbb{N} \) such that the point \( y = g^{mn}x \) satisfies \( d(x, y) \leq R \). Note that for every \( t \in T \), we have
\[
d(y, ty) = d(g^{mn}x, tg^{mn}x) = d(g^{mn}x, g^{mn}tx) = d(x, tx) \leq \varepsilon.
\]
Hence \( |T| \leq N \). \( \square \)

**Corollary 6.9.** Suppose that a group \( G \) acts acylindrically on a hyperbolic space \( S \). Then there exists \( N \in \mathbb{N} \) such that for every loxodromic element \( g \in G \), the centralizer \( C_G(g) \) contains a cyclic subgroup of index at most \( N \).

**Proof.** For every \( c \in C_G(g) \), the intersection \( c^{-1}E(g)c \cap E(g) \) contains \( \langle g \rangle \) and hence is infinite. By Lemma 7.1 we obtain \( c \in E(g) \). Thus \( C_G(g) \leq E(g) \) and the claim follows from Lemma 6.8. \( \square \)

**Example 6.10.** Let \( E_n = \langle x_n \rangle \times \mathbb{Z}/n\mathbb{Z} \) and let \( G = E_1 \ast E_2 \ast \cdots \) be the free product of \( E_n \) for all \( n \in \mathbb{N} \). Then \( G \) does not admit any universal action by either Lemma 6.8 or Corollary 6.9.

The group \( G \) in the above example is infinitely generated, which motivates the following.

**Question 6.11.** Does every finitely generated (or finitely presented) group admit a universal acylindrical action on a hyperbolic space?

It is possible that Dunwoody’s example of an inaccessible group \cite{Dunwoody} provides the negative solution in the finitely generated case. For a discussion of Dunwoody’s example in a similar context we refer to \cite{Dunwoody2}.

Even the following is unknown. If true, it would allow us to simplify many technical arguments from \cite{Dunwoody2}.

**Question 6.12.** Let \( h_1, h_2 \) be two generalized loxodromic elements of a group \( G \). Does there always exist an acylindrical action of \( G \) on a hyperbolic space such that both \( h_1, h_2 \) act loxodromically?

**7. Some applications**

In this section we discuss some applications of Theorems 1.1, 1.2, and 1.4. In particular, we will prove Corollaries 1.5 and 1.6 and Proposition 1.7.

We will need one result from \cite{Dunwoody2}.

**Lemma 7.1 (\cite{Dunwoody2} Proposition 2.8).** Let \( G \) be a group, \( H \) a hyperbolically embedded subgroup of \( G \). Then \( H \) is almost malnormal, i.e. \( H \cap H^g \) is finite for every \( g \in G \setminus H \).
Corollary 1.5 is an immediate consequence of the following.

**Lemma 7.2.** Let $G$ be a group acting acylindrically and non-elementarily on a hyperbolic space $S$. Then every $s$-normal subgroup of $G$ acts non-elementarily.

**Proof.** Arguing by contradiction, suppose that $H \leq G$ is $s$-normal and elementary. Then by Theorem 1.1 either $H$ is elliptic or $H$ is virtually cyclic and contains a generalized loxodromic element.

First assume that $H$ is elliptic; i.e., every orbit of $H$ is bounded. Fix any $x \in S$ and let $\varepsilon = \sup_{h \in H} d(x, hx)$. Let $R = R(\varepsilon)$ be the constant from the acylindricity condition and $g \in G$ be any element such that $d(x, gx) \geq R$ (that such $g$ always exists as the action of $G$ is non-elementary). Then for every $h \in H \cap Hg^{-1}$, we have $d(x, hx) \leq \varepsilon$ and

$$d(gx, hgx) = d(gx, gh'x) = d(x, h'x) \leq \varepsilon,$$

where $h' = g^{-1}hg \in H$. Since $|H \cap Hg^{-1}| = |H \cap H^g| = \infty$, this contradicts acylindricity of the action.

Now assume that $H$ is virtually cyclic and contains a loxodromic element $h$. In particular, we have $[H : \langle h \rangle] < \infty$ and hence $\langle h \rangle$ is also $s$-normal in $G$. By condition (L4) from Theorem 1.4 $h$ is contained in a virtually cyclic subgroup $E \lhd_h G$, which is almost malnormal in $G$ by Lemma 7.1. Since $|E \cap E^g| \geq |\langle h \rangle \cap \langle h \rangle^g| = \infty$ for every $g \in G$, we have $G = E$. This contradicts the assumption that $G$ acts non-elementarily. \hfill $\square$

We mention one result of more algebraic flavor, which will be used below. It can also be derived from [16].

**Corollary 7.3.** For every acylindrically hyperbolic group $G$, the following hold.

(a) $G$ has finite amenable radical. In particular, the center of $G$ is finite.

(b) If $G$ decomposes as $G = G_1 \times G_2$, then $|G_i| < \infty$ for $i = 1$ or $i = 2$.

**Proof.** Every acylindrically hyperbolic group contains non-abelian free subgroups by the standard ping-pong argument. In particular, acylindrically hyperbolic groups are non-amenable. Together with Corollary 1.5 this proves (a).

To prove (b) we note that if, say, $G_1$ is infinite, then it is acylindrically hyperbolic by Corollary 1.5. In particular, it contains a generalized loxodromic element $g$. By Theorem 1.4 $g$ is contained in a virtually cyclic hyperbolically embedded subgroup $E \lhd_h G$. By Lemma 7.1 we have $G_2 \leq E$. Since $G/G_1 \cong G_2$, and $[E : \langle g \rangle] < \infty$, we obtain $|G_2| < \infty$. \hfill $\square$

Corollary 1.5 is also useful in showing that certain groups are not acylindrically hyperbolic.

**Example 7.4.** The Baumslag-Solitar groups

$$BS(m,n) = \langle a, t \mid t^{-1}a^mt = a^n \rangle$$

are not acylindrically hyperbolic unless $m = n = 0$ since $\langle a \rangle$ is $s$-normal in $BS(m,n)$.

**Example 7.5.** Let $R$ be an infinite integral domain, $K$ its field of fractions, $G$ a countable subgroup of $GL_n(R)$ containing a finite index subgroup of $EL_n(R)$, $n \geq 3$. Then $G$ contains a subgroup $H$ such that for every $g \in G$, the intersection $H^g \cap H$ contains an infinite amenable normal subgroup [2]. In particular, $H$ is
s-normal in $G$ and is not acylindrically hyperbolic by Corollary (7.3) (a). Hence $G$ is not acylindrically hyperbolic by Corollary (1.5). In particular, $SL_n(R)$ is not acylindrically hyperbolic for $n \geq 3$.

**Proof of Corollary 1.6.** Let $\{E_i\}_{i \in I}$ be a chain of elliptic subgroups of $G$ and let $E$ denote the union of the chain. Then $E$ is elliptic. Indeed otherwise it contains a loxodromic element $g$ by Theorem (1.1). Then $g \in E_i$ for some $i \in I$, which contradicts our assumption that $E_i$ is elliptic. Now the standard application of the Zorn lemma shows that every elliptic subgroup of $G$ is contained in a maximal elliptic subgroup.

Let $E$ denote an infinite maximal elliptic subgroup of $G$. Obviously $E$ is $s$-normal in its commensurator. Hence by Lemma (7.2) $\text{Comm}_G(E)$ is elementary. Since $E$ is maximal, we obtain $E = \text{Comm}_G(E)$.

In the proof of the next result we will use some notions from Section 4.

**Proof of Proposition 1.7.** Let $G$ be an acylindrically hyperbolic group. By Theorem (1.2) there is a non-degenerate hyperbolically embedded subgroup $H \leftrightarrow_h G$. Further by Theorem (5.4) there exists a subset $X \subseteq G$ such that $H \leftrightarrow_h (G, X)$ and the corresponding Cayley graph $\Gamma(G, X \sqcup H)$ is acylindrical. Let $G = G_1 \ldots G_n$. Suppose that none of $G_1, \ldots, G_n$ is acylindrically hyperbolic. Then by Theorem (1.1) every $G_i$ is either elliptic with respect to the action of $G$ on the Cayley graph $\Gamma(G, X \sqcup H)$ or contains a cyclic subgroup of finite index generated by a loxodromic element.

Suppose that $G_i$ is of the latter type for some $i \in \{1, \ldots, n\}$. That is, there exists a loxodromic (with respect to the action on $\Gamma(G, X \sqcup H)$) element $x \in G_i$ such that

$$|G_i : \langle x \rangle| < \infty.$$  

(46)

By Lemmas (5.1) and (5.7) we can assume that $x \in X$. Since the action of $x$ on $\Gamma(G, X \sqcup H)$ is loxodromic, there exist $\mu \geq 1$ and $b \geq 0$ such that for every $n \in \mathbb{N}$, every path in $\Gamma(G, X \sqcup H)$ labelled by $x^n$ is $(\mu, b)$-quasi-geodesic. Let $D \geq 3C(\mu, b)$, where $C(\mu, b)$ is the constant from Lemma (4.2). Then for every $n \in \mathbb{N}$, we have

$$S(1, x^n; D) = \emptyset$$  

(47)

(see Section 4 for definitions). Indeed if $C \in S(1, x^n; D)$, then the path $p$ in $\Gamma(G, X \sqcup H)$ starting at 1 and labelled by the word $x^n$ in the alphabet $X$ should penetrate $C$ by Lemma (4.5). However this is impossible since $p$ does not have any edges labelled by elements of $\mathcal{H}$. Thus (47) holds and therefore we have $x^n \in Y$ for all $n \in \mathbb{N}$, where $Y$ is defined by (83).

We now pass to $\Gamma(G, Y \sqcup H)$. By Lemmas (5.8) and (5.11) $H \leftrightarrow_h (G, Y)$ and $\Gamma(G, Y \sqcup H)$ is acylindrical. Since $x^n \in Y$ for every $n \in \mathbb{N}$, $\langle x \rangle$ is elliptic with respect to the action on $\Gamma(G, Y \sqcup H)$. From this and (14) one can easily derive that $G_i$ acts elliptically on $\Gamma(G, Y \sqcup H)$. Note also that since $X \subseteq Y$ (see Lemma (5.3)), all subgroups that act elliptically on $\Gamma(G, X \sqcup H)$ also act elliptically on $\Gamma(G, Y \sqcup H)$. Iterating this process we can find a subset $Z \subseteq G$ such that $H \leftrightarrow_h (G, Z)$ and all subgroups $G_1, \ldots, G_n$ have bounded orbits in $\Gamma(G, Z \sqcup H)$. Hence so does $G = G_1 \ldots G_n$. However this contradicts Lemma (5.12) \qed
Many general results about acylindrically hyperbolic groups were proved in [5, 7, 16, 25, 29, 30, 48] and other papers under different assumptions, which are now known to be equivalent to acylindrical hyperbolicity. The purpose of this section is to bring these results together; if necessary, we reformulate them using the language of our paper.

We begin with examples of acylindrically hyperbolic groups. Obviously every proper and cobounded action is acylindrical. In particular, this applies to the action of any finitely generated group on its Cayley graph with respect to a finite generating set. Thus every non-elementary hyperbolic group is acylindrically hyperbolic. More generally, non-virtually-cyclic relatively hyperbolic groups with proper peripheral subgroups are acylindrically hyperbolic. In the latter case the action on the relative Cayley graph is acylindrical; see Proposition 5.2. Below we discuss some less obvious examples.

(a) The mapping class group $\text{MCG}(\Sigma_{g,p})$ of a closed surface of genus $g$ with $p$ punctures is acylindrically hyperbolic unless $g = 0$ and $p \leq 3$ (in these exceptional cases, $\text{MCG}(\Sigma_{g,p})$ is finite). For $(g,p) \in \{(0,4),(1,0),(1,1)\}$ this follows from the fact that $\text{MCG}(\Sigma_{g,p})$ is non-elementary hyperbolic in these cases. For all other values of $(g,p)$ this follows from hyperbolicity of the curve complex $\mathcal{C}(\Sigma_{g,p})$ of $\Sigma_{g,p}$ first proved by Mazur and Minsky [35] and acylindricity of the action of $\text{MCG}(\Sigma_{g,p})$ on $\mathcal{C}(\Sigma_{g,p})$, which is due to Bowditch [8].

(b) Let $n \geq 2$ and let $F_n$ be the free group of rank $n$. Bestvina and Feighn [6] proved that for every fully irreducible automorphism $f \in \text{Out}(F_n)$ there exists a hyperbolic graph such that $\text{Out}(F_n)$ acts on it and the action of $f$ satisfies the weak proper discontinuity condition. Thus $\text{Out}(F_n)$ satisfies condition (AH$_3$) and hence is acylindrically hyperbolic.

(c) Hamenstädt proved that every group acting elementarily and properly on a proper hyperbolic space of bounded growth is virtually nilpotent (see the proof of Proposition 7.1 in [25]). Note that, in general, proper actions may not be acylindrical (see Example 3.1), but they do satisfy the weak proper discontinuity condition for every loxodromic element. It follows that every group acting properly on a proper hyperbolic space of bounded growth is either virtually nilpotent or acylindrically hyperbolic.

(d) Sisto [48] showed that if a group $G$ acts properly on a proper $\text{CAT}(0)$ space, then every rank 1 element of $G$ is contained in a hyperbolically embedded virtually cyclic subgroup. In particular, such a group $G$ is either virtually cyclic or acylindrically hyperbolic. Together with the work of Caprace–Sageev [12] and Corollary 7.3, this implies the following alternative for right angled Artin groups: every RAAG is either cyclic or directly decomposable or acylindrically hyperbolic. A similar result holds for graph products of groups (or, even more generally, subgroups of graph products) [36].

(e) In [36], Minasyan and the author show that many fundamental groups of graphs of groups satisfy (AH$_3$) and hence are acylindrically hyperbolic. As an application, it is shown that every 1-relator group with at least 3 generators is acylindrically hyperbolic. Yet another corollary is that for every field $k$, the automorphism group $\text{Aut}_k[x,y]$ of the polynomial algebra $k[x,y]$ is acylindrically hyperbolic.
(f) For every compact 3-manifold \( M \), the fundamental group \( \pi_1(M) \) is either virtually polycyclic or acylindrically hyperbolic or contains a normal subgroup \( N \cong \mathbb{Z} \) such that \( \pi_1(M)/N \) is acylindrically hyperbolic \([36]\).

Now we turn to a brief discussion of some known properties of acylindrically hyperbolic groups. Many of them were first established for particular subclasses of acylindrically hyperbolic groups such as hyperbolic groups, non-trivial free products, relatively hyperbolic groups, mapping class groups, \( \text{Out}(F_n) \), etc. For a survey of these (quite numerous) particular results, further details, and motivation we refer to \([16]\) and other papers cited in this section.

We begin with a general comment. According to Theorem 1.2, every acylindrically hyperbolic group contains non-degenerate hyperbolically embedded subgroups. Furthermore, by \([16\text{, Theorem } 2.23]\) these subgroups can be chosen virtually free. This allows one to extend many results about relatively hyperbolic groups to the case of acylindrically hyperbolic ones. The paper \([16]\) by Dahmani, Guirardel, and the author provides convenient tools for such an extension. One example is the group theoretic Dehn filling theorem, which was originally proved in \([43]\) in the context of relatively hyperbolic groups (and independently in \([24]\) in the torsion free case) and then generalized to groups with hyperbolically embedded subgroups in \([16]\). For details and relation to 3-dimensional topology and Thurston’s work we refer to \([43]\).

One application of Dehn filling in hyperbolically embedded subgroups is the proof of the following theorem, which can be thought of as an indication of algebraic and model theoretic “largeness” of acylindrically hyperbolic groups. Recall that a group \( G \) is \( SQ\text{-universal} \) if every countable group embeds in a quotient of \( G \). For a discussion of stability and superstability of elementary theories we refer to \([47]\) and the survey \([51]\).

**Theorem 8.1** (Dahmani–Guirardel–Osin \([16]\)). Suppose that a group \( G \) is acylindrically hyperbolic. Then the following hold.

(a) \( G \) is \( SQ\text{-universal} \); i.e., every countable group embeds in a quotient of \( G \).

(b) The elementary theory of \( G \) is not superstable.

If elliptic subgroups of \( G \) are reducible in a certain sense, Theorem 8.1 often yields a classification of “small” subgroups of \( G \). For instance, one can show that every subgroup of a mapping class group of a punctured closed surface is either virtually abelian or \( SQ\text{-universal} \) \([16]\). This generalizes the Tits alternative for subgroups of mapping class groups, as well as various results about non-embeddability of higher rank lattices. For the latter application, one needs to combine Theorem 8.1 with two facts: the Margulis Theorem about normal subgroups of higher rank lattices in semi-simple Lie groups and the easy observation that every countable \( SQ\text{-universal} \) group has uncountably many normal subgroups. For more details we refer to the discussion following Corollary 2.31 in \([16]\).

The next result is of a more analytic flavor. For a group \( G \), by a **normed \( G\text{-module}** we mean a normed vector space \( V \) endowed with a (left) action of the group \( G \) by isometries. Recall that a map \( q: G \to V \) is called a 1-**quasi-cocycle** if there exists a constant \( \varepsilon > 0 \) such that for every \( f,g \in G \) we have

\[
\|q(fg) - q(f) - fq(g)\| \leq \varepsilon.
\]

The vector space of all 1-quasi-cocycles on \( G \) with values in \( V \) is denoted by \( QZ^1(G,V) \). The study of 1-quasi-cocycles is partially motivated by applications
to bounded cohomology, of group von Neumann algebras, measure equivalence and orbit equivalence of groups, and low dimensional topology (see [11, 13, 25, 38, 45] and references therein).

Given a subgroup $H \leq G$, by an $H$-submodule of a $G$-module $V$ we mean any $H$-invariant subspace of $V$ with the induced action of $H$. If $H$ is a subgroup of $G$, the restriction functor $\text{res}_H$ obviously maps $QZ^1(G, V)$ to $QZ^1(H, V)$. In general, it is not invertible. However, the following result proved in [30] shows that one can extend quasi-cocycles from a hyperbolically embedded subgroup to the whole group, possibly after a bounded perturbation. By $\|\cdot\|_\infty$ we denote the sup-norm on $QZ^1(G, V)$; that is, $\|q\|_\infty = \sup_{g \in G} \|q(g)\|$ for $q \in QZ^1(G, V)$.

**Theorem 8.2.** Let $V$ be a $G$ module, $U$ an $H$-submodule of $V$. There exists a linear map 
\[ \kappa : QZ^1(H, U) \to QZ^1(G, V) \]
such that for any $q \in QZ^1(H, U)$, we have $\|\text{res}_H(\kappa(q)) - q\|_\infty < \infty$.

Applying Theorem 8.2 to quasi-morphisms and using Bavard duality, Hull and the author also showed that hyperbolically embedded subgroups are undistorted with respect to the stable commutator length [30].

The next result can also be derived from Theorem 8.2; see [30]. It opens the door for Monod-Shalom rigidity theory for group actions on spaces with measure [39]. In the case $V = \mathbb{R}$ it was first proved by Bestvina and Fujiwara in [7] for groups acting weakly properly discontinuously on hyperbolic spaces. The first proof for $\ell^p$-spaces was given in [25] under the assumption of weak acylindricity. Finally, Bestvina, Bromberg, and Fujiwara extended this theorem to uniformly convex Banach $G$-modules in [5].

**Theorem 8.3** (Bestvina–Fujiwara [7], Hamenstädt [25]). Suppose that a group $G$ is acylindrically hyperbolic. Let $V = \mathbb{R}$ or $V = \ell^p(G)$ for some $p \in [1, +\infty)$. Then the kernel of the natural map $H^2(G, V) \to H^2_b(G, V)$ is infinite dimensional. In particular, $\dim H^2_b(G, V) = \infty$.

The next theorem relates algebraic properties of acylindrically hyperbolic groups to some basic properties of their $C^*$-algebras and von Neumann algebras. Recall that a group $G$ is *inner amenable* if there exists a finitely additive conjugacy invariant probability measure on $G \setminus \{1\}$. Inner amenability is closely related to the Murray–von Neumann property $\Gamma$ for operator algebras. In particular, if $G$ is not inner amenable, the von Neumann algebra $W^*(G)$ of $G$ does not have property $\Gamma$ [19]. For further details and motivation we refer to [4]. We recall that every acylindrically hyperbolic group $G$ contains a maximal normal finite subgroup, denoted $K(G)$ [16, Theorem 2.23].

**Theorem 8.4** (Dahmani–Guirardel–Osin [16]). For any countable acylindrically hyperbolic group $G$, the following conditions are equivalent.

(a) $K(G) = \{1\}$.
(b) $G$ has infinite conjugacy classes (equivalently, the von Neumann algebra $W^*(G)$ of $G$ is a $II_1$ factor).
(c) $G$ is not inner amenable. In particular, $W^*(G)$ does not have property $\Gamma$ of Murray and von Neumann.
(d) The reduced $C^*$-algebra of $G$ is simple with unique trace.
The next theorem was proved by Sisto in [48] in the context of groups containing weakly contracting elements. It is shown in [48] that every loxodromic element of a group $G$ acting acylindrically on a hyperbolic space is weakly contracting and every weakly contracting element is contained in a virtually cyclic hyperbolically embedded subgroup of $G$. Thus, according to Theorem 1.4, an element of a group $G$ is weakly contracting if and only if it is generalized loxodromic in the sense of our Definition 6.4. In particular, the class of groups that are not virtually cyclic and contain weakly contracting elements coincides with the class of acylindrically hyperbolic groups.

Let $G$ be a group generated by a finite symmetric set $X$. The simple random walk on $G$ is a Markov chain with the set of states $G$, initial state 1, and transition probability from $g$ to $h$ equal to $1/|X|$ if $g^{-1}h \in X$ and 0 otherwise.

**Theorem 8.5** (Sisto [48]). For any finitely generated acylindrically hyperbolic group, the probability that the simple random walk arrives at a generalized loxodromic element in $n$ steps is at least $1 - O(\varepsilon^n)$ for some $\varepsilon \in (0, 1)$.

Informally, this theorem says that generic elements of $G$ are generalized loxodromic.

Another direction is explored in [29], where the small cancellation theory in hyperbolic and relatively hyperbolic groups developed in [40,42] was generalized in the context of acylindrically hyperbolic groups. We do not go into details here and give only one exemplary result. By $\pi(G)$ we denote the set of orders of elements of a group $G$.

**Theorem 8.6** (Hull [29]). Let $G$ be a countable acylindrically hyperbolic group. Then $G$ has an infinite, finitely generated quotient $C$ such that any two elements of $C$ are conjugate if and only if they have the same order. Moreover, $\pi(C) = \pi(G)$. In particular, if $G$ is torsion free, then $C$ has two conjugacy classes.

Hull also showed in [29] that the quotient group with 2 conjugacy classes in the above theorem can be constructed so that it admits a non-discrete topology. For motivation we refer to the discussion in the last section of [33]. Other applications of the small cancellation theory include results about Kazhdan constants, Frattini subgroups of acylindrically hyperbolic groups, etc.; see [29] for details.

Yet another application of Dehn filling and small-cancellation-like techniques is given in [1], where Antolin, Minasyan, and Sisto obtained a classification of commensurating endomorphisms of acylindrically hyperbolic groups. Their results are similar to the classification obtained in [37] for relatively hyperbolic groups. Recall that an endomorphism $\phi$ of a group $G$ is said to be commensurating if for every $g \in G$, some non-zero power of $\phi(g)$ is conjugate to a non-zero power of $g$. Given an acylindrically hyperbolic group $G$, they show that any commensurating endomorphism of $G$ is inner modulo a small perturbation. We mention just one exciting application of this fact and refer to [1] for other applications and more details.

**Theorem 8.7** (Antolin–Minasyan–Sisto [1]). Let $G$ be the fundamental group of a compact 3-manifold. Then $\text{Out}(G)$ is residually finite.

Finally we want to mention a result of Sisto [49], stating that generalized loxodromic elements of finitely generated acylindrically hyperbolic groups are Morse. We do not discuss the definition of a Morse element here and mention only one
corollary, which is a combination of Sisto’s result and a theorem of Drutu and Sapir, stating that existence of Morse elements implies existence of cut points in all asymptotic cones.

**Theorem 8.8 (Sisto [49]).** Every finitely generated acylindrically hyperbolic group has cut points in all asymptotic cones.

Potentially this result can be useful in the study of various questions about geometric rigidity of acylindrically hyperbolic groups. For definitions and results about groups with cut points in asymptotic cones see [17][41] and references therein.
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