A SEMI-LINEAR SHIFTED WAVE EQUATION ON THE HYPERBOLIC SPACES WITH APPLICATION ON A QUINTIC WAVE EQUATION ON $\mathbb{R}^2$
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Abstract. In this paper we consider a semi-linear, defocusing, shifted wave equation on the hyperbolic space
\[
\partial^2_t u - (\Delta_{H^n} + \rho^2) u = -|u|^{p-1} u, \quad (x, t) \in H^n \times \mathbb{R},
\]
and we introduce a Morawetz-type inequality
\[
\int_{-T}^{T} \int_{H^n} |u|^{p+1} dm dt < CE,
\]
where $E$ is the energy. Combining this inequality with a well-posedness theory, we can establish a scattering result for solutions with initial data in $H^{1/2} \times H^{1/2}$ of $H^n$ if $2 \leq n \leq 6$ and $1 < p < p_c = 1 + 4/(n-2)$. As another application we show that a solution to the quintic wave equation \[ \partial^2_t u - \Delta u = -|u|^{4} u \] on $\mathbb{R}^2$ scatters if its initial data are radial and satisfy the conditions
\[
|\nabla u_0(x)|, |u_1(x)| \leq A(|x| + 1)^{-3/2-\varepsilon}, \quad |u_0(x)| \leq A(|x|)^{-1/2-\varepsilon}, \quad \varepsilon > 0.
\]

1. Introduction

1.1. Wave equation on Euclidean spaces. The question of well-posedness and scattering of solutions to the nonlinear wave equation
\[
\begin{cases}
\partial^2_t u - \Delta u = F(u), & (x, t) \in \mathbb{R}^n \times \mathbb{R}, \\
v|_{t=0} = u_0, \\
\partial_t u|_{t=0} = u_1
\end{cases}
\]
in the Euclidean spaces $\mathbb{R}^n$ has been extensively studied, especially in three or higher dimensional spaces. In this work the nonlinearity $F(u)$ above is defined for $p > 1$ as
\[
F(u) = \zeta |u|^{p-1} u,
\]
where $\zeta = \pm 1$. If $\zeta = -1$, then the equation is called defocusing, otherwise focusing. Suitable solutions to this equation satisfy an energy conservation law:
\[
E(u, \partial_t u) = \int_{\mathbb{R}^n} \left( \frac{1}{2} |\nabla u|^2 + \frac{1}{2} |\partial_t u|^2 - \zeta \frac{1}{p+1} |u|^{p+1} \right) dx = E(u_0, u_1).
\]
This equation also has a natural scaling property. Namely if $u(x, t)$ is a solution of this equation with initial data $(u_0, u_1)$, then for any $\lambda > 0$, the function
\[
\frac{1}{\lambda^{p+1}} u \left( \frac{x}{\lambda}, \frac{t}{\lambda} \right)
\]
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is another solution of the same equation with the initial data
\[(u_{0,\lambda}, u_{1,\lambda}) := \left( \frac{1}{\lambda^{p-1}} u_0 \left( \frac{x}{\lambda} \right), \frac{1}{\lambda^{p-1}} u_1 \left( \frac{x}{\lambda} \right) \right).\]

One can check that \((u_0, u_1)\) and \((u_{0,\lambda}, u_{1,\lambda})\) share the same \(\dot{H}^{s_p} \times \dot{H}^{s_p-1}\) norm if one chooses \(s_p = \frac{n}{2} - \frac{2}{p-1}\). This space is referred to as the critical Sobolev space for the equation.

1.2. Shifted wave equation on hyperbolic spaces. In the first part of the paper we consider a semi-linear shifted wave equation on the hyperbolic space \(\mathbb{H}^n\)

\[
\begin{cases}
    \partial_t^2 u - (\Delta_{\mathbb{H}^n} + \rho^2) u = \zeta |u|^{p-1} u, & (x, t) \in \mathbb{H}^n \times \mathbb{R}; \\
    u|_{t=0} = u_0; \\
    \partial_t u|_{t=0} = u_1.
\end{cases}
\]

(1.3)

Here the constants \(\rho = (n - 1)/2\) and \(\zeta = \pm 1\). As on the Euclidean spaces we call the equation (1.3) defocusing if \(\zeta = -1\), otherwise we call it focusing. This is the \(\mathbb{H}^n\) analogue of the wave equation (1.1) defined in Euclidean space \(\mathbb{R}^n\). We can understand this similarity in two different ways:

(I) The operator \(-\Delta_{\mathbb{H}^n} - \rho^2\) in the hyperbolic space and the Laplace operator \(-\Delta\) in \(\mathbb{R}^n\) share the same Fourier symbol \(\lambda^2\); see Definition 2.1.

(II) There is a transformation between solutions of a linear wave equation defined in a forward light cone of \(\mathbb{R}^n \times \mathbb{R}\) and solutions of a linear shifted wave equation defined in the whole space-time \(\mathbb{H}^n \times \mathbb{R}\). This transformation introduced by Tataru [52] will help us to translate the same results that can be proved in the hyperbolic spaces back to the Euclidean space set up later in this paper; see Section 5.

Solutions to (1.3) that are smooth enough satisfy the energy conservation law

\[
\mathcal{E}(u, \partial_t u) = \int_{\mathbb{H}^n} \left\{ \frac{1}{2} (|\nabla u|^2 + \rho^2 |u|^2) + \frac{1}{2} |\partial_t u|^2 - \frac{\zeta |u|^{p+1}}{p+1} \right\} \, d\mu = \mathcal{E}(u_0, u_1),
\]

(1.4)

where \(d\mu\) is the volume element on \(\mathbb{H}^n\). Since the spectrum of \(-\Delta_{\mathbb{H}^n}\) is \([\rho^2, \infty)\), it follows that the integral of \(|\nabla u|^2 - \rho^2 |u|^2\) above is always nonnegative. If we use Definition 2.1 below, we can rewrite the energy in terms of certain norms of solutions

\[
\mathcal{E} = \frac{1}{2} \left\| u \right\|^2_{L^2(\mathbb{H}^n)} + \frac{1}{2} \left\| \partial_t u \right\|^2_{L^2(\mathbb{H}^n)} - \zeta \frac{1}{p+1} \left\| u \right\|^{p+1}_{L^{p+1}(\mathbb{H}^n)}.
\]

As in the case of the wave equation in \(\mathbb{R}^n\), a solution in the defocusing case always has a positive energy unless it is identically zero. However, a solution in the focusing case may come with a negative energy. The exponent \(p_c = 1 + \frac{4}{n-2}\) is called the energy-critical exponent as in the Euclidean spaces, because

- The exponent \(p_c\) is the largest \(p\) so that the \(L^{p+1}\) norm of \(u\), which appears in the definition of the energy, can be dominated by the \(H^1\) norm of \(u\) via the Sobolev embedding \(H^1 \hookrightarrow L^{p+1}\).
- In the case of the wave equation in \(\mathbb{R}^n\), the dilation (1.2) leaves the energy invariant if and only if \(p = p_c\). The shifted wave equation (1.3) on the hyperbolic spaces, however, does not possess a similar natural dilation. This is one of the major differences between these two equations.

As in \(\mathbb{R}^n\), if \(p < p_c\), then we call equation (1.3) energy-subcritical; otherwise if \(p > p_c\), we call it energy-supercritical.
1.3. **Previous results on Euclidean spaces.** Semi-linear wave equations on $\mathbb{R}^n$ have been studied extensively in many works. For example, almost complete results about Strichartz estimates can be found in \[29,32\]. Local and global well-posedness has been considered for example in \[31,41\]. In particular, global existence and well-posedness of solutions with small initial data was proved in the papers \[9,15,16,39\], provided that the exponent $p$ satisfies

\[
p > p_0 = \frac{1}{2} + \frac{1}{n-1} + \sqrt{\left(\frac{1}{2} + \frac{1}{n-1}\right)^2 + \frac{2}{n-1}},
\]

as conjectured by Strauss \[49\] in 1989. Questions on global behavior of larger solutions, such as scattering and blow-up, are usually considered more subtle. Grillakis \[21,22\] and Shatah-Struwe \[44,45\] proved the global existence and scattering of solutions in the energy-critical, defocusing case for any $\dot{H}^1 \times L^2$ initial data. The focusing, energy-critical case has been the subject of several more recent papers such as \[33\] (dimension $3 \leq n \leq 5$) and \[11,12\] (dimension 3). The cases with energy-subcritical ($p < p_c$) or energy-supercritical ($p > p_c$) nonlinearity have also been studied, especially in dimension 3, usually under an additional assumption on boundedness of the critical Sobolev norm of the solutions, in the papers \[10,35,37\] (supercritical, dimension 3), \[6\] (supercritical, higher dimensions), \[38\] (supercritical, all dimensions) and \[36,46\] (subcritical), for instance.

1.4. **Previous results on hyperbolic spaces.** Much less has been proved in the case of hyperbolic spaces. Fontaine considered the case $n = 2, 3$ in \[14\]. Strichartz-type estimates have been discussed by Tataru in \[52\] and Ionescu in \[27\]. More recently Anker, Pierfelice and Vallarino gave a wide range of Strichartz estimates as well as a brief description on the local well-posedness theory in \[3\]. Global well-posedness is also considered in \[2\].

1.5. **Goal of this paper.** This paper is divided into two parts. The first is concerned with the analysis of the shifted wave equation \[1.3\] in hyperbolic spaces $\mathbb{H}^n$ with $2 \leq n \leq 6$. For this equation we prove a Morawetz-type inequality in the defocusing case similar to the one proved in \[29\]. We then use this inequality to obtain scattering type results even in $\mathbb{H}^2$. In the second part we transfer the scattering results obtained in $\mathbb{H}^n$ to the wave equation \[1.1\], with $\zeta = -1$, and we obtain some long-time asymptotic behavior for certain large data even in $\mathbb{R}^2$. Here is a detailed list of topics discussed in this work.

- We first improve a local well-posedness theory for \[1.3\] previously obtained in \[3\]. In comparison with the results in \[3\] we expand the range of $p$. In the two dimensional case, for example, our local theory works for all $p > 1$, in contrast with the old result $1 < p < 3 + \sqrt{6}$ given in Remark 7.4 of \[3\]. Besides the expanded range of the exponent $p$, we also add more details to the local theory, for example, long-time perturbation theory, which is a powerful tool in the discussion of global well-posedness and scattering of solutions; see Section \[8\] for details.

---

\[1\] These four original papers work for even worse nonlinear term $|u|^p$. In contrast, any nontrivial solution to the equation $\partial^2_t u - \Delta u = |u|^p$, $(x,t) \in \mathbb{R}^n \times \mathbb{R}$ blows up in finite time if $1 < p < p_0$, as proved in \[20,30,47\].
The Morawetz-type inequalities, which give global space-time integral estimates, are powerful tools to understand the global behavior of solutions in the defocusing case. We recall that Perthame and Vega [42] established a Morawetz-type inequality
\[
\int_{T^-}^{T^+} \int_{\mathbb{R}^n} \frac{|u(x,t)|^{p+1}}{|x|} dx \, dt < CE
\]
for the wave equation in the Euclidean space $\mathbb{R}^n$ if dimension $n \geq 3$ with energy $E$. It turns out that an even better Morawetz inequality can be established in the hyperbolic spaces. The Morawerz-type inequality
(1.6)
\[
\int_{T^-}^{T^+} \int_{\mathbb{H}^n} |u(x,t)|^{p+1} d\mu dt < CE
\]
for solutions $u$ to (1.3) proved in this work holds even in the lower dimension $n = 2$; see Theorem 4.1 for details. The advantage of the hyperbolic spaces when looking for a Morawetz-type inequality in $\mathbb{H}^n$ has been illustrated by the second author in [29] with Ionescu, where a similar Morawetz-type inequality for solutions of a semi-linear Schrödinger equation in the hyperbolic spaces has been proved.

As the first application of our Morawetz inequality, we show global existence in time and scattering of solutions with finite energy for the defocusing problem (1.3) when $1 < p < p_c$; see Propositions 5.1, 5.2 and 5.3. As far as the authors know, the scattering of a semi-linear equation under the same assumption is still unknown in the Euclidean spaces $\mathbb{R}^n$, although scattering results have been proved under various additional assumptions in a lot of papers such as [10, 35, 46] (dimension 3) and [18, 26] (all dimensions).

A solution in the focusing case, however, may blow up in finite time. For example, we show in the Appendix that a solution for (1.3) with a negative energy always blows up in both time directions. This is similar to the results for the wave equation on the Euclidean spaces; see [36, 40].

The second application is a scattering result on the following defocusing quintic wave equation in $\mathbb{R}^2$:
\[
\begin{cases}
\partial_t^2 u - \Delta u = -|u|^4 u, & (x, t) \in \mathbb{R}^2 \times \mathbb{R}; \\
|u|_{t=0} = u_0; \\
\partial_t u|_{t=0} = u_1.
\end{cases}
\]
(1.7)

We show in the main Theorem 6.1 that the solution scatters if the initial data are radial and satisfy the conditions
\[
|\nabla u_0(x)|, |u_1(x)| \leq A(|x| + 1)^{-3/2-\varepsilon}, \quad |u_0(x)| \leq A(|x|)^{-1/2-\varepsilon}.
\]
(1.8)

One of the key ingredients of the proof is a transformation between solutions of (1.7) and those of the equation
\[
\begin{cases}
\partial_t^2 u - (\Delta_{\mathbb{H}^2} + \frac{1}{4}) u = -|u|^4 u, & (y, t) \in \mathbb{H}^2 \times \mathbb{R}; \\
|u|_{t=0} = u_0; \\
\partial_t u|_{t=0} = u_1,
\end{cases}
\]
(1.9)

which has been employed by Tataru in [52]. This enables us to take advantage of the Morawetz-type inequality on the hyperbolic plane obtained in the first part of this paper (see Theorem 4.15), which is not available in the Euclidian space $\mathbb{R}^2$. 
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1.6. Main results. For the reader’s convenience, we briefly describe our main results as follows. We always assume that the spatial dimension \( n \) and the exponent \( p \) satisfy \( 2 \leq n \leq 6 \) and \( 1 < p < p_c = 1 + 4/(n - 2) \).

(I) The pair \((n, p)\) determines a minimal real number \( \sigma(n, p) \in [0, 1) \), such that for any positive number \( \sigma > \sigma(n, p) \) and initial data \((u_0, u_1) \in H^{\sigma - \frac{1}{2}, -\frac{1}{2} + \frac{1}{2}n}(\mathbb{H}^n)\), there exists a unique solution to equation \( (1.3) \) in a maximal time interval \((-T_-, T_+)\). The choice \( \sigma = \sigma(n, p) \) also works for some pairs \((n, p)\), as shown in Proposition 3.9 and Proposition 3.10. Here the definition of the Sobolev space \( H^{\sigma, \tau}(\mathbb{H}^n) \) is given in Definition 2.1 and the definition of solutions is introduced in Theorem 3.3.

(II) In addition, if \( u \) is a solution to \( (1.3) \) in the defocusing case with initial data \((u_0, u_1) \in H^{\frac{1}{2} + \frac{1}{4}} \times H^{\frac{1}{2} - \frac{1}{4}}(\mathbb{H}^n)\), then it exists globally in time, satisfies
\[
\int_{-\infty}^{\infty} \int_{\mathbb{H}^n} |u(x, t)|^{p+1} d\mu(x) dt < \infty
\]
and scatters. By scattering we mean that there exist two pairs \((u_0^\pm, u_1^\pm) \in H^{\frac{1}{2} + \frac{1}{4}} \times H^{\frac{1}{2} - \frac{1}{4}}(\mathbb{H}^n)\), such that
\[
\lim_{t \to \pm \infty} \| (u(t) - S(t)(u_0^+, u_1^+), \partial_t u(t) - \partial_t S(t)(u_0^+, u_1^+)) \|_{H^{\sigma - \frac{1}{2}, -\frac{1}{2} + \frac{1}{2}n}(\mathbb{H}^n)} = 0
\]
holds for each \( \sigma \in [\sigma(n, p), 1) \). Here \( S(t)(u_0^+, u_1^+) \) is the solution to the linear shifted wave equation on \( \mathbb{H}^n \) with initial data \((u_0^+, u_1^+)\).

(III) Let \((u_0, u_1)\) be a pair of radial initial data defined on \( \mathbb{R}^2 \) satisfying the inequalities
\[
|\nabla u_0|, |u_1| \leq A(1 + |x|)^{-\frac{3}{2} - \varepsilon}, \\
|u_0| \leq A(1 + |x|)^{-\frac{3}{2} - \varepsilon},
\]
with two positive constants \( A \) and \( \varepsilon \). Then the solution \( u \) of the wave equation \( (1.7) \) exists globally in time and scatters with a finite space-time norm
\[
\|u\|_{L^6 L^6(\mathbb{R} \times \mathbb{R}^2)} < C(\varepsilon, A) < \infty.
\]
Moreover there exist two pairs \((u_0^+, u_1^+) \in \dot{H}^{\frac{1}{2}} \times \dot{H}^{\frac{1}{2} - \frac{1}{2}n}(\mathbb{R}^2)\), such that
\[
\lim_{t \to \pm \infty} \| (u(t) - S(t)(u_0^+, u_1^+), \partial_t u(t) - \partial_t S(t)(u_0^+, u_1^+)) \|_{\dot{H}^{\frac{1}{2} - \frac{1}{2}n}} = 0.
\]

Remark 1.1. A Morawetz inequality similar to \( (1.6) \) also holds for suitable solutions to the defocusing Klein-Gordon equations on hyperbolic spaces
\[
\partial_t^2 u - \Delta_{\mathbb{H}^n} u + cu = -|u|^{p-1} u,
\]
where \( c > -\rho^2 \) is constant. As a result, scattering of solutions can be proved in a similar way as in this present work if \( 1 < p < p_c \). See [4] for Strichartz estimates and local theory for this equation.

Remark 1.2. We recall that there are other and similar results addressing global well-posedness and scattering for problems such as \( (1.7) \).

- In [18, 26] one can find a similar result to the one proved here obtained by using the conformal conservation laws. This method works for a large
number of defocusing problems like (1.7) if the initial data satisfies the following condition:
\[ \int_{\mathbb{R}^2} \left[ (|x|^2 + 1) (|\nabla u_0(x)|^2 + |u_1|^2) + |u_0|^2 + |x|^2 |u_0|^{p+1} \right] \, dx < \infty. \]

It turns out that the conformal conservation laws require higher decay rate than we need to assume in our argument. More precisely, a pair \((u_0, u_1)\) satisfies the finite integral condition above only if \(\varepsilon > 1/2\). On the other hand, our assumption is \(\varepsilon > 0\), which is also the minimal requirement to guarantee \((u_0, u_1) \in \dot{H}^{1/2} \times \dot{H}^{-1/2}(\mathbb{R}^2)\). This is in fact relevant since \(\dot{H}^{1/2} \times \dot{H}^{-1/2}(\mathbb{R}^2)\) is the critical Sobolev space for (1.8), although \(\varepsilon > -1/2\) is sufficient to guarantee that the energy is finite.

- Tsutaya [53] also proves scattering results under similar point-wise assumptions on derivatives of the initial data as we did in (1.8), and in his work the radial condition is not assumed. However, his work only applies to small data. The reason is that although the fixed-point argument used there applies to more general nonlinear terms, it is usually insufficient to deal with global-in-time solutions generated by large data.

1.7. Structure of this paper. We review some preliminary results such as Fourier analysis, Sobolev spaces and Strichartz estimates in Section 2. We then discuss the local well-posedness theory for all exponents \(1 < p < p_c\) in Section 3. Next in Section 4 we prove a Morawetz-type inequality for the shifted wave equation in \(\mathbb{H}^n\), which immediately leads to the scattering theory in Section 5. Finally in Section 6 we show another application of the Morawetz inequality, namely, large data scattering results for a quintic wave equation on \(\mathbb{R}^2\).

2. Preliminary results

We start with notation. Throughout this work the notation \(A \lesssim B\) means that the inequality \(A \leq cB\) holds for some constant \(c\). Furthermore, a subscript of the symbol \(\lesssim\) implies that the constant \(c\) depends on the parameter(s) mentioned in the subscript but nothing else.

2.1. Fourier analysis.

Model for hyperbolic space. Let us first select the following model for the hyperbolic space \(\mathbb{H}^n\). We consider the Minkowski space \(\mathbb{R}^{n+1}\) equipped with the standard Minkowski metric \(- (dx^0)^2 + (dx^1)^2 + \cdots + (dx^n)^2\) and the bilinear form \([x, y] = x_0 y_0 - x_1 y_1 - \cdots - x_n y_n\). The hyperbolic space \(\mathbb{H}^n\) is defined as the hyperboloid \(x_0^2 - x_1^2 - \cdots - x_n^2 = 1\). The Minkowski metric then induces the metric, covariant derivative and measure on the hyperbolic space.

Radial functions. We can introduce polar coordinates \((r, \Theta)\) on the hyperbolic spaces. More precisely, we use the pair \((r, \Theta) \in [0, \infty) \times S^{n-1}\) to represent the point \((\cosh r, \Theta \sinh r) \in \mathbb{H}^{n+1}\) in the hyperboloid model above. One can check that the \(r\) coordinate of a point in \(\mathbb{H}^n\) represents the distance to the “origin” 0, which is the point \((1, 0, \cdots, 0)\) in the Minkowski space. A function \(f\) defined on \(\mathbb{H}^n\) is radial if it is independent of \(\Theta\). By convention we can use the notation \(f(r)\) to mention a radial function \(f\).
Convolution. Let $G = SO(n, 1)$ be the connected Lie group of $(n + 1) \times (n + 1)$ matrices that leave the bilinear form $\langle \cdot, \cdot \rangle$ invariant. The group $G$ acts naturally on the hyperbolic space $\mathbb{H}^n$. We can normalize the Haar measure on $G$ so that

$$\int_G f(g \cdot 0) dg = \int_{\mathbb{H}^n} f(x) d\mu$$

for any $f \in C_0(\mathbb{H}^n)$. If $f, K \in C_0(\mathbb{H}^n)$ and $K$ is radial, we can define the convolution $f * K$ by

$$(2.1) \quad (f * K)(x) = \int_G f(g \cdot 0) K(g^{-1} \cdot x) dg.$$

Please see [29] for more details on the group structures related to $\mathbb{H}^n$.

Fourier transform (see [23,24] for details). The Fourier transform takes suitable functions defined on $\mathbb{H}^n$ to functions defined on $(\lambda, \omega) \in \mathbb{R} \times S^{n-1}$. If we define $b(\omega) = (1, \omega) \in \mathbb{R}^{n+1}$ for $\omega \in S^{n-1}$, we can write down the Fourier transform and its inverse as

$$\tilde{f}(\lambda, \omega) = \int_{\mathbb{H}^n} f(x) [x, b(\omega)]^{i\lambda - \rho} d\mu,$$

$$f(x) = \text{const.} \int_0^\infty \int_{S^{n-1}} \tilde{f}(\lambda, \omega) [x, b(\omega)]^{-i\lambda - \rho} |c(\lambda)|^{-2} d\lambda d\omega.$$

Here $c(\lambda)$ is the Harish-Chandra $c$-function defined by

$$c(\lambda) = C \frac{\Gamma(i\lambda)}{\Gamma(i\lambda + \rho)}$$

for a constant $C$ determined by the dimension $n$. It is well known that the Harish-Chandra $c$-function satisfies the inequality $|c(\lambda)|^{-2} \lesssim |\lambda|^2 (1 + |\lambda|)^{n-3}$. The Fourier transform $f \rightarrow \tilde{f}$ then extends to an isometry from $L^2(\mathbb{H}^n)$ to the space $L^2(\mathbb{R}^+ \times S^{n-1}, |c(\lambda)|^{-2} d\lambda d\omega)$ with the Plancherel identity

$$\int_{\mathbb{H}^n} f_1(x) \overline{f_2(x)} dx = \int_0^\infty \int_{S^{n-1}} \tilde{f}_1(\lambda, \omega) \overline{\tilde{f}_2(\lambda, \omega)} |c(\lambda)|^{-2} d\lambda d\omega.$$

In addition, the Fourier transform of the convolution $f * K$ satisfies the identity

$$(f * K)(\lambda, \omega) = \tilde{f}(\lambda, \omega) \cdot \tilde{K}(\lambda),$$

if $f, K \in C_0(\mathbb{H}^n)$ and $K$ is radial. Here the Fourier transform $\tilde{K}$ does not depend on $\omega$. Please note that there is no simple identity of this type without the radial assumption on $K$. Finally we have the following identity for the Laplace operator $\Delta_{\mathbb{H}^n}$:

$$-\Delta_{\mathbb{H}^n} f = (\lambda^2 + \rho^2) \tilde{f}.$$

This implies that the operator $(-\Delta_{\mathbb{H}^n})$ is strictly positive. As a result, the Sobolev spaces defined below are actually inhomogeneous Sobolev spaces unless $\sigma = 0$. 
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2.2. Sobolev spaces.

Definition 2.1 (see [3]). Let \( D = (-\Delta_{\mathbb{R}^n} - \rho^2)^{1/2} \) and \( \tilde{D} = (-\Delta_{\mathbb{R}^n} + 1)^{1/2} \). These operators can also be defined by Fourier multipliers \( m_1(\lambda) = \lambda \) and \( m_2(\lambda) = (\lambda^2 + \rho^2 + 1)^{1/2} \), respectively. We define the following Sobolev spaces and norms for \( \gamma < 3/2 \):

\[
H^\gamma_q(\mathbb{H}^n) = \tilde{D}^{-\gamma}L^q(\mathbb{H}^n), \quad \|u\|_{H^\gamma_q(\mathbb{H}^n)} = \|\tilde{D}^\gamma u\|_{L^q(\mathbb{H}^n)};
\]

\[
H^\sigma,\gamma(\mathbb{H}^n) = D^{-\sigma}\tilde{D}^{-\gamma}L^2(\mathbb{H}^n), \quad \|u\|_{H^\sigma,\gamma(\mathbb{H}^n)} = \|D^\sigma\tilde{D}^\gamma u\|_{L^2(\mathbb{H}^n)}.
\]

Remark 2.2. The Sobolev space \( H^\sigma_q(\mathbb{H}^n) \) can be defined equivalently by \( H^\sigma_q(\mathbb{H}^n) = (-\Delta_{\mathbb{H}^n})^{-\sigma/2}L^q(\mathbb{H}^n) \). We prefer to use \( \tilde{D} \) because the symbol \( (\lambda^2 + \rho^2 + 1)^{-\sigma/2} \) of the operator \( \tilde{D}^{-\sigma} \) is analytic in the stripe \( \{\lambda \in \mathbb{C} : \text{Im}\lambda \leq \rho\} \). This makes it more convenient to consider the \( L^q(\mathbb{H}^n) \) boundedness of operators defined by \( \tilde{D} \). See Lemma 4.10 for instance.

Remark 2.3. If \( \sigma \) is a positive integer, one can also define the Sobolev spaces by the Riemannian structure. For example, we can first define the embedding \( H^\sigma_q(\mathbb{H}^n) \) and then take the closure. Here \( |\nabla u| = (D_qu D_\sigma u)^{1/2} \). It turns out that these two definitions are equivalent to each other if \( 1 < q < \infty \); see [52]. In other words, we have \( \|u\|_{H^\sigma_q} \simeq \|u\|_{W^{\sigma,q}} \).

Definition 2.4. Let \( I \) be a time interval. The space-time norm is defined by

\[
\|u(x,t)\|_{L^q(I \times \mathbb{H}^n)} = \left( \int_I \left( \int_{\mathbb{H}^n} |u(x,t)|^q d\mu \right)^{q/r} dt \right)^{1/q}.
\]

Proposition 2.5 (the Sobolev embedding). Assume \( 1 < q_1 \leq q_2 < \infty \) and \( \sigma_1, \sigma_2 \in \mathbb{R} \). If \( \sigma_1 - \frac{n}{q_1} \geq \sigma_2 - \frac{n}{q_2} \), then we have the Sobolev embedding \( H^\sigma_{q_1}(\mathbb{H}^n) \hookrightarrow H^\sigma_{q_2}(\mathbb{H}^n) \).

For the proof see [3,13] and the references cited therein.

Proposition 2.6. If \( q > 2 \), \( 0 < \tau < \frac{3}{2} \) and \( \sigma + \tau \geq \frac{n}{2} - \frac{n}{q} \), then we have the Sobolev embedding

\[
H^\sigma,\tau(\mathbb{H}^n) \hookrightarrow L^q(\mathbb{H}^n).
\]

Proof. Choose \( \phi : \mathbb{R} \to [0,1] \) be an even, smooth cut-off function so that

\[
\phi(r) = \begin{cases} 
1, & r < 1; \\
0, & r > 2.
\end{cases}
\]

We can define an operator \( P_1 \) by the Fourier multiplier \( \lambda \to \phi(\lambda) \). Then the low frequency part of a function \( u \) can be written as

\[
P_1u = P_2D^{\gamma}D^\tau u = (\tilde{D}^{\gamma}D^{\tau}u) \ast k.
\]

Here the operator \( P_2 \) is defined by the Fourier multiplier \( \lambda \to \phi(\lambda)|\lambda|^{-\tau}(\lambda^2 + \rho^2 + 1)^{-\sigma/2} \) and the function \( k \) is the kernel of \( P_2 \). Fourier analysis shows \( k \in L^2(\mathbb{H}^n) \) if \( \tau < 3/2 \). Kunze-Stein phenomenon (see [3,28]) gives the inequality

\[
\|\tilde{D}^{\gamma}D^{\tau}u\|_{L^q(\mathbb{H}^n)} \lesssim_q \|\tilde{D}^{\gamma}D^{\tau}u\|_{L^2(\mathbb{H}^n)} \|k\|_{L^2(\mathbb{H}^n)}.
\]
In other words, we have \( \| P_1 u \|_{L^q} \lesssim_q \| u \|_{H^{s, \tau}} \). The high frequency part can be handled by the regular Sobolev embedding

\[
\| (1 - P_1) u \|_{L^q} \lesssim_q \| (1 - P_1) u \|_{H^{s + \tau} (\mathbb{H}^n)} \lesssim \| u \|_{H^{s, \tau} (\mathbb{H}^n)}.
\]

Combining both low and high frequency parts, we finish the proof. \( \square \)

2.3. Strichartz estimates.

**Definition 2.7.** Let \( n \geq 2 \). A couple \((p_1, q_1)\) is called admissible if \( \left( \frac{1}{p_1}, \frac{1}{q_1} \right) \) belongs to the set

\[
T_n = \left\{ \left( \frac{1}{p_1}, \frac{1}{q_1} \right) \in \left( 0, \frac{1}{2} \right) \times \left( 0, \frac{1}{2} \right) \quad \text{and} \quad \frac{2}{p_1} + \frac{n - 1}{q_1} \geq \frac{n - 1}{2} \right\}, \quad \text{if } n \geq 3;
\]

\[
T_2 = \left\{ \left( \frac{1}{p_1}, \frac{1}{q_1} \right) \in \left( 0, \frac{1}{2} \right) \times \left( 0, \frac{1}{2} \right) \quad \text{and} \quad \frac{2}{p_1} + \frac{1}{q_1} > \frac{1}{2} \right\}, \quad \text{if } n = 2.
\]

**Theorem 2.8** (Strichartz estimates). Let \((p_1, q_1)\) and \((p_2, q_2)\) be two admissible pairs. Assume that the real numbers \( \sigma_1 \) and \( \sigma_2 \) satisfy

\[
\sigma_1 \geq \beta(q_1) = \frac{n + 1}{2} \left( \frac{1}{2} - \frac{1}{q_1} \right); \quad \sigma_2 \geq \beta(q_2) = \frac{n + 1}{2} \left( \frac{1}{2} - \frac{1}{q_2} \right).
\]

Assume \( u(x, t) \) is a solution to the linear shifted wave equation

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} - (\Delta_{\mathbb{H}^n} + \rho^2) u &= F(x, t), \quad (x, t) \in \mathbb{H}^n \times I; \\
u|_{t=0} &= u_0; \\
\partial_t u|_{t=0} &= u_1.
\end{align*}
\]

Then we have

\[
(2.2) \quad \| u \|_{L^{p_1} L^{q_1} (I; \mathbb{H}^n)} + \| (u, \partial_t u) \|_{C(I; H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}} (\mathbb{H}^n))} \\
\quad \leq C \left( \| (u_0, u_1) \|_{H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}} (\mathbb{H}^n)} + \| F \|_{L^{p_2} (I; H^{\sigma_1 + \sigma_2 - 1} (\mathbb{H}^n))} \right).
\]

The constant \( C \) above does not depend on the time interval \( I \).

For the proof see Theorem 6.3 and Remark 6.5 in [3]. Now let us rewrite (2.2) in a more convenient form. Applying the operator \( \tilde{D}^{\sigma - \sigma_1} \) on both sides of the equation, we obtain

\[
(2.3) \quad \| u \|_{L^{p_1} (I; H^{\sigma_1 - \sigma_1} (\mathbb{H}^n))} + \| (u, \partial_t u) \|_{C(I; H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}})} \\
\quad \leq C \left( \| (u_0, u_1) \|_{H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}}} + \| F \|_{L^{p_2} (I; H^{\sigma_1 + \sigma_2 - 1} (\mathbb{H}^n))} \right).
\]

In order to make (2.3) as strong as possible, we will always choose \( \sigma_1 = \beta(q_1) \) and \( \sigma_2 = \beta(q_2) \). Then (2.3) becomes

\[
(2.4) \quad \| u \|_{L^{p_1} (I; H^{\sigma_1 - \beta(q_1)} (\mathbb{H}^n))} + \| (u, \partial_t u) \|_{C(I; H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}})} \\
\quad \leq C \left( \| (u_0, u_1) \|_{H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}}} + \| F \|_{L^{p_2} (I; H^{\sigma_1 + \beta(q_2) - 1} (\mathbb{H}^n))} \right).
\]
Let us fix a number $\sigma \in (0,1)$. If $\sigma - \beta(q_1) \geq 0$, then we can use the Sobolev embedding $H^{\sigma-\beta(q_1)}_q(n) \hookrightarrow L^{\tilde{q}_1}$ on the left hand side of (2.4) and obtain
\[
\|u\|_{L^{p_1}(I; L^{\tilde{q}_1}(\mathbb{R}^n))} + \|(u, \partial_t u)\|_{C(I; H^{\sigma-\frac{1}{2}, \frac{1}{2}} \times H^{\sigma-\frac{1}{2}, \frac{1}{2}})} 
\leq C \left( \|(u_0, u_1)\|_{H^{\sigma-\frac{1}{2}, \frac{1}{2}} \times H^{\sigma-\frac{1}{2}, \frac{1}{2}}} + \|F\|_{L^{p_2}(I; H^{\sigma+\beta(q_2)-1}(\mathbb{R}^n))} \right).
\]

Here $\tilde{q}_1$ is an arbitrary positive number satisfying
\[
\frac{1}{q_1} \in \left\{ \left[ \frac{1}{2}, \frac{1}{2} \right] \cup \left[ \frac{n-1}{2n} + \frac{n+1}{4n} - \frac{\sigma}{n}, \frac{1}{q_1} \right], \right. \quad \text{if } n = 2 \text{ and } \frac{1}{q_1} \leq 2\sigma - \frac{3}{2}; \]
\[
\left. \frac{1}{q_1} + \frac{n}{q_1} \geq \frac{n}{2} - \sigma, \quad \text{otherwise}. \right\}
\]

The new admissible pair $(p_1, \tilde{q}_1)$ satisfies the inequality
\[
\frac{1}{p_1} + \frac{n}{q_1} \geq \frac{n}{2} - \sigma.
\]

If $\sigma + \beta(q_2) - 1 \leq 0$, we can also apply the Sobolev embedding $L^{q_2} \rightarrow H^{\sigma+\beta(q_2)-1}_q$ on the right hand side of (2.4) and obtain
\[
\|u\|_{L^{p_1}(I; L^{\tilde{q}_1}(\mathbb{R}^n))} + \|(u, \partial_t u)\|_{C(I; H^{\sigma-\frac{1}{2}, \frac{1}{2}} \times H^{\sigma-\frac{1}{2}, \frac{1}{2}})} 
\leq C \left( \|(u_0, u_1)\|_{H^{\sigma-\frac{1}{2}, \frac{1}{2}} \times H^{\sigma-\frac{1}{2}, \frac{1}{2}}} + \|F\|_{L^{p_2}(I; H^{\sigma+\beta(q_2)-1}(\mathbb{R}^n))} \right).
\]

Here $\tilde{q}_2$ is an arbitrary positive number satisfying
\[
\frac{1}{q_2} \in \left\{ \left[ \frac{1}{2}, \frac{1}{2} \right] \cup \left[ \frac{1}{2}, \frac{n-1}{2n} + \frac{n+5}{4n} - \frac{\sigma}{n} \right], \right. \quad \text{if } n = 2 \text{ and } \frac{1}{q_2} \geq \frac{1}{2} + 2\sigma; \]
\[
\left. \frac{1}{q_2} \leq \frac{1}{q_2} \in \left[ \frac{1}{2}, \frac{1}{2} \right] \cup \left[ \frac{1}{2}, \frac{n-1}{2n} + \frac{n+5}{4n} - \frac{\sigma}{n} \right], \quad \text{otherwise}. \right\}
\]

By collecting all possible pairs $(p_1, \tilde{q}_1)$ and $(p_2, \tilde{q}_2)$ in the inequality (2.5), we have

**Proposition 2.9 (New version of Strichartz estimates).** Assume that $0 < \sigma < 1$, and the pairs $(p_1, q_1)$, $(p_2, q_2)$ satisfy all conditions listed in the following table:

<table>
<thead>
<tr>
<th>dimension</th>
<th>$n \geq 3$</th>
<th>$n = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Left hand</strong></td>
<td>(PQ1) $\frac{1}{p_1} + \frac{n}{q_1} \geq \frac{n}{2} - \sigma$</td>
<td>(PQ1) $\frac{1}{p_1} + \frac{2}{q_1} &gt; 1 - \sigma$</td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{p_1} \in (0, \frac{1}{2}]$</td>
<td>$\frac{1}{p_1} \in (0, \frac{1}{2}]$</td>
</tr>
<tr>
<td></td>
<td>(Q1) $\frac{1}{q_1} \in \left[ \frac{1}{2}, \frac{2\sigma}{n+1}, \frac{1}{2} \right]$</td>
<td>(Q1) $\frac{1}{q_1} \in \left[ \frac{1}{2}, \frac{2\sigma}{n+1}, \frac{1}{2} \right]$ and $\frac{1}{q_1} &gt; 0$</td>
</tr>
<tr>
<td><strong>Right hand</strong></td>
<td>(PQ2) $\frac{1}{p_2} + \frac{n}{q_2} \geq \frac{n}{2} - 1 + \sigma$</td>
<td>(PQ2) $\frac{1}{p_2} + \frac{2}{q_2} &gt; \sigma$</td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{p_2} \in (0, \frac{1}{2}]$</td>
<td>$\frac{1}{p_2} \in (0, \frac{1}{2}]$</td>
</tr>
<tr>
<td></td>
<td>(Q2) $\frac{1}{q_2} \in \left[ \frac{n-3}{2(n+1)} + \frac{2\sigma}{n+1}, \frac{1}{2} \right]$</td>
<td>(Q2) $\frac{1}{q_2} \in \left[ \frac{2\sigma}{n+1} - \frac{1}{4}, \frac{1}{2} \right]$ and $\frac{1}{q_2} &gt; 0$</td>
</tr>
</tbody>
</table>

Then we have the Strichartz estimate
\[
\|u\|_{L^{p_1} L^{q_1}(I \times \mathbb{R}^n)} + \|(u, \partial_t u)\|_{C(I; H^{\sigma-\frac{1}{2}, \frac{1}{2}} \times H^{\sigma-\frac{1}{2}, \frac{1}{2}})} 
\leq C \left( \|(u_0, u_1)\|_{H^{\sigma-\frac{1}{2}, \frac{1}{2}} \times H^{\sigma-\frac{1}{2}, \frac{1}{2}}} + \|F\|_{L^{p_2} L^{q_2}(I \times \mathbb{R}^n)} \right).
\]

**Remark 2.10.** It is necessary to choose $q_1, q_2$ so that $\beta(q_1) \leq \sigma$ and $\beta(q_2) \leq 1 - \sigma$ in order to apply the Sobolev embedding in the argument above. Therefore our assumption $\sigma \in (0, 1)$ is necessary.
Remark 2.11. In the Strichartz estimates for wave equations on $\mathbb{R}^n$ (see [19]), both the inequalities (PQ1) and (PQ2) are replaced by the corresponding identities, which come from the natural dilation of solutions. The lack of dilation is a major difference of hyperbolic spaces from Euclidean spaces when we are discussing wave equations.

Remark 2.12. The $L^{p_1}L^{q_1}$ norm of the left hand side of (2.6) can be substituted with $L^{p_1}(I; H^s_0)$ if we “save” the unused derivative. The range of $\kappa$ is given by

- $\kappa \in [0, \sigma - \beta(q_1)]$, if $(p_1, q_1)$ is an original admissible pair;
- $\kappa \in \left[0, \frac{n}{q_1} + \frac{1}{p_1} - \frac{n}{2} + \sigma\right]$, if $(p_1, q_1)$ is not an original admissible pair and $n \geq 3$;
- $\kappa \in \left[0, \frac{2}{q_1} + \frac{1}{p_1} - 1 + \sigma\right]$, if $(p_1, q_1)$ is not an original admissible pair and $n = 2$.

Remark 2.13. The name of inequalities (PQ1), (Q1), (PQ2) and (Q2) as shown in Definition 2.15. The table will be used later in this paper.

Throughout this paper we will frequently apply the Strichartz estimates with various space-time norms. For convenience we make the following definitions.

Definition 2.14. If a pair $(p_1, q_1)$ satisfies the conditions listed in Proposition 2.9, namely

- $(PQ1)$ $\frac{1}{p_1} + \frac{n}{q_1} \geq \frac{n}{2} - \sigma$, $(Q1)$ $\frac{1}{q_1} \geq \frac{1}{2} - \frac{2\sigma}{n+1}$, if $n \geq 3$,
- $(PQ1)$ $\frac{1}{p_1} + \frac{2}{q_1} > 1 - \sigma$, $(Q1)$ $\frac{1}{q_1} \geq \frac{1}{2} - \frac{2\sigma}{3}$, if $n = 2$,

and $(1/p_1, 1/q_1) \in (0, 1/2) \times (0, 1/2)$, then we say $(p_1, q_1)$ is a (left) $\sigma$-admissible pair. In particular, if the pair $(1/p_1, 1/q_1) \in (0, 1/2) \times (0, 1/2)$ satisfies the strict version of the inequalities above, then we say $(p_1, q_1)$ is an open $\sigma$-admissible pair.

At the end of the paper we attach five figures, which exhibit all the $\sigma$-admissible pairs $(p_1, q_1)$, with different spatial dimensions and regularity $\sigma$ of the initial data. The lighter region shows the original admissible pairs that are still available for use with the given regularity $\sigma$, while the darker region illustrates new admissible pairs available. According to the definition, open $\sigma$-admissible pairs are exactly those located in the interior of the admitted region. An open $\sigma$-admissible pair guarantees every pair in a small neighbourhood is also $\sigma$-admissible.

Definition 2.15. A pair $(p_1, q_1)$ is called a $(p, \sigma)$-control pair, if and only if the pair $(p_1, q_1)$ is contained in $(p, 2p] \times (p, 2p)$ and satisfies

- $\frac{p}{p_1} + \frac{np}{q_1} \leq \frac{n}{2} + 2 - \sigma$, $\frac{p}{q_1} \leq \frac{n+5}{2(n+1)} - \frac{2\sigma}{n+1}$, if $n \geq 3$;
- $\frac{p}{p_1} + \frac{2p}{q_1} < 3 - \sigma$, $\frac{p}{q_1} \leq \frac{7}{6} - \frac{2\sigma}{3}$, if $n = 2$.

Remark 2.16. The definition that $(p_1, q_1)$ is a $(p, \sigma)$-control pair is equivalent to saying the pair

$$\left(\frac{1}{p_2}, \frac{1}{q_2}\right) := \left(1 - \frac{p}{p_1}, 1 - \frac{p}{q_1}\right)$$
Lemma 3.2. Assume satisfies (1/2, 1/q) ∈ (0, 1/2) and the inequalities (Q2), (PQ2). As a result, if \( u \) is a solution to the semi-linear shifted wave equation (1.3), then the Strichartz estimates immediately give

\[
\| (u, \partial_t u) \|_{C(I; H^{\sigma - \frac{1}{2}, \frac{1}{q}} \times H^{\sigma - \frac{1}{2}, \frac{1}{2}})} \\
\leq C \left( \| (u_0, u_1) \|_{H^{\sigma - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma - \frac{1}{2}, \frac{1}{2}}} + \| F(u) \|_{L^p(I \times H^n)} \right) \\
\leq C \left( \| (u_0, u_1) \|_{H^{\sigma - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma - \frac{1}{2}, \frac{1}{2}}} + \| u \|_{L^p(I \times H^n)} \right).
\]

3. Local theory

We start with a summary of already known facts.

3.1. Local theory basics.

Definition 3.1. Let \( p > 1 \). We denote a pair \((p_1, q_1)\) to be \((p, \sigma)\)-compatible if it satisfies both of the following conditions:

- The pair \((p_1, q_1)\) is \( \sigma \)-admissible.
- The pair \((p_1, q_1)\) is a \((p, \sigma)\)-control pair.

By the Strichartz estimates, we immediately have

Lemma 3.2. Assume \((p_1, q_1)\) is \((p, \sigma)\)-compatible. There exists a constant \( C \), such that if \( u(x, t) \) is a solution to the linear shifted wave equation \( \partial_t^2 u - (\Delta_{H^n} + \rho^2) u = F(x, t) \) in a time interval \( I \) with initial data \((u_0, u_1)\), then the following inequality holds:

\[
\| u \|_{L^{p_1}(I \times H^n)} + \| (u, \partial_t u) \|_{C(I; H^{\frac{1}{2}, \frac{1}{2}} \times H^{\frac{1}{2}, \frac{1}{2}})} \\
\leq C \left( \| (u_0, u_1) \|_{H^{\frac{1}{2}, \frac{1}{2}} \times H^{\frac{1}{2}, \frac{1}{2}}} + \| F \|_{L^p(I \times H^n)} \right).
\]

Combining the lemma above with the inequalities

\[
\| F(u) \|_{L^{p_1}(I \times H^n)} \leq \| u \|_{L^{p_1}(I \times H^n)}^{p-1}, \\
\| F(u_1) - F(u_2) \|_{L^{p_1}(I \times H^n)} \leq C_p \left( \| u_1 \|_{L^{p_1}(I \times H^n)}^{p-1} + \| u_2 \|_{L^{p_1}(I \times H^n)}^{p-1} \right) \times \| u_1 - u_2 \|_{L^{p_1}(I \times H^n)},
\]

we obtain the following theorem via a fixed-point argument. (Our argument is standard; see for instance [17, 33, 34, 43, 45] for more details.)

Theorem 3.3 (Local theory). Assume \((p_1, q_1)\) is a \((p, \sigma)\)-compatible pair. We say \( u(t) \) is a solution of equation (1.3) in a time interval \( I \), if \((u(t), \partial_t u(t)) \in C(I; H^{\sigma - 1/2, 1/2} \times H^{\sigma - 1/2, 1/2})\), with a finite norm \( \| u \|_{L^{p_1}(I \times H^n)} \) for any bounded closed interval \( J \subseteq I \) so that the integral equation

\[
u(t) = S(t)(u_0, u_1) + \int_0^t \frac{\sin((t - \tau) \sqrt{-\Delta_{H^n} - \rho^2})}{\sqrt{-\Delta_{H^n} - \rho^2}} F(u(\tau)) d\tau
\]

holds for all time \( t \in I \). Here \( S(t)(u_0, u_1) \) is the solution of the linear shifted wave equation with initial data \((u_0, u_1)\). Our local well-posedness results include:

(a) (Existence) For any initial data \((u_0, u_1) \in H^{\sigma - 1/2, 1/2} \times H^{\sigma - 1/2, 1/2}(H^n)\), there is a maximal interval \((-T_-(u_0, u_1), T_+(u_0, u_1))\) in which equation (1.3) has a solution.
Remark 3.4. The long-time perturbation theory implies immediately the continuous
dependence of solutions with respect to the initial data.

Remark 3.5. Given two different \((p, \sigma)\)-compatible pairs, we can build a local theory
with initial data in \(H^{\sigma-\frac{1}{2}, \frac{1}{2}} \times H^{\sigma-\frac{1}{2}, -\frac{1}{2}}\) by using either one of them. However, a
basic application of Strichartz estimates shows that these two theories are exactly
the same. Namely, a solution in one theory is still the unique solution given by
the other. Thus it is absolutely not necessary to point out which \((p, \sigma)\)-compatible pair
is being used when we mention a local theory. We will simply mention the local
theory. Thus it is absolutely not necessary to point out which \((p, \sigma)\)-compatible pair
is being used when we mention a local theory. We will simply mention the local
theory.

Remark 3.6. If \(u\) is a solution to \((1.3)\) in a local theory with initial data regularity \(\sigma\)
and a maximal lifespan \((-T_-, T_+)\), then for any closed time interval \(J \subset (-T_-, T_+)\)
and any \(\sigma\)-admissible pair \((\tilde{p}, \tilde{q})\), we have \(\|u\|_{L^p L^{\tilde{q}}(J \times \mathbb{R}^n)} < \infty\) by the Strichartz
estimates.
According to Theorem 3.3 it is sufficient to find a \((p, \sigma)\)-compatible pair in order to build a local theory on equation (1.3) with exponent \(p\) and initial data in the space \(H^{\sigma - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma - \frac{1}{2}, -\frac{1}{2}}(\mathbb{R}^n)\). Our main goals now include:

- Given an exponent \(p\), we are interested in finding a local theory so that the assumption on the regularity of the initial data is as weak as possible. In other words, we are seeking minimal “working \(\sigma\”).
- We also try to establish a local theory with regularity \(\sigma = 1^-\) for each suitable \(p\). According to Remark 3.6 a local theory with initial data regularity \(\sigma\) can help us estimate the \(L^p L^q(J \times \mathbb{R}^n)\) norm of a solution for a suitable time interval \(J\) as long as the pair \((\tilde{p}, \tilde{q})\) is \(\sigma\)-admissible. By the fact that a \(\sigma_1\)-admissible pair is also \(\sigma_2\)-admissible if \(\sigma_2 > \sigma_1\), we know that a local theory with a higher regularity level gives us more finite \(L^p L^q\) space-time norms of solutions if the initial data permit. This is the primary reason why we are interested in a local theory with regularity \(\sigma = 1^-\).

3.2. Local theory for a smaller \(p\). The simplest case to consider is when \(1 < p < p_{\text{conf}} = 1 + 4/(n - 1)\) and when \(n \geq 3\) we also allow \(p = p_{\text{conf}}\). In this case we can choose a universal coefficient \(\sigma = \frac{1}{2}\) and

\[
\left(\frac{1}{p_1}, \frac{1}{q_1}\right) = \left(\frac{1}{p + 1}, \frac{1}{p + 1}\right).
\]

One can check this pair is a \((p, \frac{1}{2})\)-compatible pair. In the following proposition we summarize for the reader’s convenience the allowed \(p\) in different dimensions.

**Proposition 3.7.** If the exponent \(p > 1\) satisfies the condition

\[
\begin{align*}
\{ & p \leq p_{\text{conf}} = 1 + \frac{4}{n-1}, \quad n \geq 3; \\
& p < p_{\text{conf}} = 5, \quad n = 2,
\end{align*}
\]

then the pair \((p + 1, p + 1)\) is a \((p, \frac{1}{2})\)-compatible pair.

**Remark 3.8.** If \(p < p_{\text{conf}}\), the choice \(\sigma = \frac{1}{2}\) is not the optimal regularity, as we will find out later in this section. However, the \(L^{p+1} L^{q+1}\) norm used here turns out to be among the most friendly ones to work with in the defocusing case, since, as the Morawetz inequality will indicate, it can be dominated solely by the energy.

3.3. Local theory for \(3 \leq n \leq 6\). Let us assume \(3 \leq n \leq 6\). Our goal is to establish a local theory for the shifted wave equation (1.3) when the exponent \(p\) is greater than 1 but smaller than the energy-critical exponent \(p_c = 1 + 4/(n - 2)\). In order to seek possible \((p, \sigma)\)-compatible pairs \((p_1, q_1)\), we first write down all the necessary conditions:

\[
\begin{align*}
\text{(PQ1)} & \quad \frac{1}{p_1} + \frac{n}{q_1} \geq \frac{n}{2} - \sigma; & \text{(PQ2*)} & \quad \frac{p}{p_1} + \frac{np}{q_1} \leq \frac{n}{2} + 2 - \sigma, \\
\text{(Q1)} & \quad \frac{1}{q_1} \geq \frac{1}{2} - \frac{2\sigma}{n + 1}; & \text{(Q2*)} & \quad \frac{p}{q_1} \leq \frac{n + 5}{2(n + 1)} - \frac{2\sigma}{n + 1}, \\
\text{(AP1)} & \quad \left(\frac{1}{p_1}, \frac{1}{q_1}\right) \in \left(0, \frac{1}{2}\right] \times \left(0, \frac{1}{2}\right); & \text{(AP2*)} & \quad \left(\frac{1}{p_1}, \frac{1}{q_1}\right) \in \left[\frac{1}{2p}, \frac{1}{p}\right] \times \left(\frac{1}{2p}, \frac{1}{p}\right).
\end{align*}
\]

It seems that we have to consider so many inequalities given a value \(p \in (1, p_c)\). So we invert the problem. We fix the regularity of the initial data \(\sigma \in (0, 1)\) and

\[\text{The restriction } n \leq 6 \text{ is explained in Remark 3.8.}\]
then we figure out the maximum value of $p$ so that a $(p, \sigma)$-compatible pair can be found.

### Large $\sigma$.

If $\sigma$ is relatively large, we will choose $(p_1, q_1)$ so that both inequalities (PQ2*) and (Q2*) are identities. A simple computation shows

$$
\left( \frac{1}{p_1}, \frac{1}{q_1} \right) = \left( \frac{2 + (n-1)\sigma}{(n+1)p}, \frac{n+5-4\sigma}{2(n+1)p} \right).
$$

This pair satisfies (AP2*) if and only if

$$
\begin{cases}
\sigma \in (0, 1), & n = 3; \\
\sigma \in [(n-3)/2(n-1), 1), & 4 \leq n \leq 6.
\end{cases}
$$

Now let us check which values of $p$ produce admissible pairs $(p_1, q_1)$ satisfying the conditions listed above. The inequalities (PQ1) and (Q1) are equivalent to

$$
p \leq p_4(\sigma) = 1 + \frac{4}{n-2\sigma}, \quad p \leq p_3(\sigma) = 1 + \frac{4}{n+1-4\sigma},
$$

respectively. The second upper bound is greater than the first one if and only if $\sigma > \frac{1}{2}$. We also need to check whether the pair $\left( \frac{1}{p_1}, \frac{1}{q_1} \right)$ is contained in $\left( 0, \frac{1}{2} \right) \times \left( 0, \frac{1}{2} \right)$. The final result is that $p$ must satisfy

$$
p \geq \frac{4+2(n-1)\sigma}{n+1}, \quad p > 1 + \frac{4-4\sigma}{n+1}.
$$

A careful computation shows that if $n = 3$ and $\sigma > 0$, or $4 \leq n \leq 6$ and $\sigma \geq (n-3)/2(n-1)$, the maximal “working” $p = \min\{p_3(\sigma), p_4(\sigma)\}$ always satisfies these inequalities.

### Smaller $\sigma$.

When $4 \leq n \leq 6$ and $\sigma \leq \frac{n-3}{2(n-1)}$, we choose

$$
\left( \frac{1}{p_1}, \frac{1}{q_1} \right) = \left( \frac{1}{2p}, \frac{n+3-2\sigma}{2np} \right).
$$

As we did for larger $\sigma$, finally we can determine that the maximum “working $p$” is

$$
p_2(\sigma) = 1 + \frac{3n+3+2(n-1)\sigma}{n(n+1-4\sigma)}.
$$

We have the limit $\lim_{\sigma \to 0^+} p_2(\sigma) = 1 + \frac{3}{n}$. An exponent $p$ smaller or equal to this value enables us to establish a local theory with arbitrarily small $\sigma > 0$. We have

**Proposition 3.9.** Assume $3 \leq n \leq 6$. We can summarize our local well-posedness theory results in two tables, one for $n = 3$ and one for $4 \leq n \leq 6$. The tables are organized as follows:

- The first column of each table shows different ranges of $p$.
- The second column gives the minimal assumption on the regularity of initial data $(u_0, u_1) \in H^{\sigma-\frac{1}{2}, \frac{1}{2}} \times H^{\sigma-\frac{1}{2}, -\frac{1}{2}}$. We will use the notation $\sigma_p$ for the lower bound given in this column throughout this section.
- The last column displays a possible $(p, \sigma)$-compatible pair when $\sigma$ is equal to (or close to if the equality is prohibited) the lower bound $\sigma_p$. 
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3.4. Local theory for $n = 2$. In order to establish a local theory for equation (1.3) in two spatial dimensions, we need to find a pair $(p_1, q_1)$ satisfying

(PQ1)  $\frac{1}{p_1} + \frac{2}{q_1} > 1 - \sigma$;

(PQ2*)  $\frac{p}{p_1} + \frac{2p}{q_1} < 3 - \sigma$,

(Q1)  $\frac{1}{q_1} \geq \frac{1}{2} - \frac{2\sigma}{3}$;

(Q2*)  $\frac{p}{q_1} \leq \frac{7}{6} - \frac{2\sigma}{3}$,

(AP1)  $\left(\frac{1}{p_1}, \frac{1}{q_1}\right) \in \left(0, \frac{1}{2}\right) \times \left(0, \frac{1}{2}\right)$;

(AP2*)  $\left(\frac{1}{p_1}, \frac{1}{q_1}\right) \in \left[\frac{1}{2p}, \frac{1}{p}\right] \times \left[\frac{1}{2p}, \frac{1}{p}\right]$.

The idea is exactly the same as the one used for $3 \leq n \leq 6$. Therefore we only show the final conclusion here.

**Proposition 3.10.** Let $n = 2$. The local theory of (1.3) with exponent $p$ is shown in the following table:

<table>
<thead>
<tr>
<th>Dimension $n = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Range of $p$</strong></td>
</tr>
<tr>
<td>$5 \leq p &lt; \infty$</td>
</tr>
<tr>
<td>$3 \leq p &lt; 5$</td>
</tr>
<tr>
<td>$2 \leq p \leq 3$</td>
</tr>
<tr>
<td>$1 \leq p \leq 2$</td>
</tr>
</tbody>
</table>
3.5. **Local theory for $\sigma = 1^-$**. The admissible pairs mentioned in the lemmas below can be used to construct a local theory with a regularity level of initial data close to 1. However, the primary role of these pairs is to serve as one of the two endpoints in an interpolation of admissible pairs, which will be used frequently in our discussion.

**Lemma 3.11.** Let $3 \leq n \leq 6$. We have

- If $1 < p < 2$, then the pair $\left(2, \frac{2(n+1)p}{n+3-2\sigma} \right)$ is both a $(p, \sigma)$-compatible pair and a $(p, \frac{1+\sigma}{2})$-control pair when $\sigma$ is sufficiently close to 1.
- If $2 \leq p < p_c$, then the pair $\left(\frac{2(n+1)p}{n+3(n-1)\sigma}, \frac{2(n+1)p}{n+3-2\sigma} \right)$ is both a $(p, \sigma)$-compatible pair and a $(p, \frac{1+\sigma}{2})$-control pair when $\sigma$ is sufficiently close to 1.

**Lemma 3.12.** Let $n = 2$. We have

- If $1 < p < 2$, then the pair $\left(2, \frac{6p}{5-2\sigma} \right)$ is both a $(p, \sigma)$-compatible pair and a $(p, \frac{1+\sigma}{2})$-control pair when $\sigma$ is sufficiently close to 1.
- If $2 \leq p < p_c = +\infty$, then the pair $\left(\frac{6p}{p+\sigma}, \frac{6p}{5-2\sigma} \right)$ is both a $(p, \sigma)$-compatible pair and a $(p, \sigma_1)$-control pair for all $\sigma_1 \in (0, \frac{\sigma+1}{2})$ when $\sigma$ is sufficiently close to 1.

**Remark 3.13.** An interpolation between $\sigma = \sigma_p$ (or $\sigma = \sigma_p^+$ if $\sigma_p$ is forbidden) and $\sigma = 1^-$ shows that a local theory with a regularity level $\sigma$ is always available whenever $\sigma \in (\sigma_p, 1)$.

3.6. **Uniqueness of solutions on different regularity levels.** As one may find in the argument above, given $p \in (1, p_c)$, we can establish different local well-posedness theories on the same equation [1.2] if we choose two different Sobolev spaces $H^{\sigma_1-\frac{1}{2}+\frac{1}{p}} \times H^{\sigma_1-\frac{1}{2}}$ and $H^{\sigma_2-\frac{1}{2}+\frac{1}{p}} \times H^{\sigma_2-\frac{1}{2}}$ with two different allowed coefficients $\sigma_1 < \sigma_2$. If the initial data permit, we might obtain two solutions $(u_1, \partial_t u_1) \in C(I_1; H^{\sigma_1-\frac{1}{2}+\frac{1}{p}} \times H^{\sigma_1-\frac{1}{2}})$ with a maximal lifespan $I_1$ and $(u_2, \partial_t u_2) \in C(I_2; H^{\sigma_2-\frac{1}{2}+\frac{1}{p}} \times H^{\sigma_2-\frac{1}{2}})$ with a maximal lifespan $I_2$. The natural question is whether they are exactly the same. First of all, Fourier analysis gives the embedding

$$H^{\sigma_2-\frac{1}{2}+\frac{1}{p}} \times H^{\sigma_2-\frac{1}{2}} \hookrightarrow H^{\sigma_1-\frac{1}{2}+\frac{1}{p}} \times H^{\sigma_1-\frac{1}{2}}.$$ 

In addition, the Strichartz estimates give that $\|u_2\|_{L^{p_1} L^{q_1}(J \times \mathbb{H}^n)} < \infty$ for any $J$ compactly supported in $I_2$ and any $\sigma_1$-admissible pair $(p_1, q_1)$. Thus the solution $u_2$ defined on a higher regularity level $\sigma_2$ remains a solution in the local theory with a lower regularity level $\sigma_1$. This means $I_2 \subseteq I_1$ and $u_1 = u_2$ in $I_2$. But the question is whether $I_2 = I_1$, or the solution might blow-up in a space of higher regularity at some time but continue to exist after this time in a space of lower regularity. The answer is exactly as we expect it: Local theories in Sobolev spaces of different regularity levels do share the same solution in the same interval of time. Let us start with a lemma.

**Lemma 3.14.** Assume $2 \leq n \leq 6$ and $1 < p < p_c$. Let $\sigma_p$ be the critical level of regularity as we found in Proposition 3.9 and Proposition 3.11. Given a closed interval $K = [a, b] \subseteq (\sigma_p, 1)$, there exists a constant $\delta_0 = \delta_0(n,p,K) > 0$, such that if the initial data $(u_0, u_1)$ are in the space $H^{\sigma+\delta-\frac{1}{2}+\frac{1}{p}} \times H^{\sigma+\delta-\frac{1}{2}}$ for a regularity level $\sigma \in K$ and a positive coefficient $\delta < \delta_0$, then the lifespan $I_{\sigma+\delta}$ of...
the solution \( u \) in the higher regularity setting \( \sigma + \delta \) is the same as its lifespan \( I_\sigma \) in the lower regularity setting \( \sigma \).

Proof. First of all, let us pick up a regularity level \( \sigma_1 < a \) with a \((p, \sigma_1)\)-compatible pair \((p_1, q_1)\) and another \( \sigma_2 = 1^- > b \) with a \((p, \sigma_2)\)-compatible pair \((p_2, q_2)\). Here the latter is chosen as described in Subsection 3.5. If we consider the pair \((\tilde{p}, \tilde{q})\) defined by the interpolation
\[
\left( \frac{1}{\tilde{p}}, \frac{1}{\tilde{q}} \right) = \frac{\sigma_2 - \sigma}{\sigma_2 - \sigma_1} \left( \frac{1}{p_1}, \frac{1}{q_1} \right) + \frac{\sigma - \sigma_1}{\sigma_2 - \sigma_1} \left( \frac{1}{p_2}, \frac{1}{q_2} \right),
\]
then it is both a \( \sigma \)-admissible pair and a \((p, \sigma + \delta)\)-control pair for any positive number \( \delta < \delta_0 \), where the constant \( \delta_0 \in (0, 1 - b) \) is independent of \( \sigma \in K \). If the initial data is in the space \( H^{\sigma + \delta - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma + \delta - \frac{1}{2}, -\frac{1}{2}}(\mathbb{R}^n) \), Strichartz estimates immediately give
\[
\|u\|_{L^p L^q_x([0,T] \times \mathbb{R}^n)} \lesssim \|(u_0, u_1)\|_{H^{\sigma + \delta - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma + \delta - \frac{1}{2}, -\frac{1}{2}}(\mathbb{R}^n)} + \|u\|_{L^p L^q_x([0,T] \times \mathbb{R}^n)} < \infty
\]
for any \([0,T]\) compactly supported in the lifespan \( I_\sigma \) and any \((\sigma + \delta)\)-admissible pair \((p_3, q_3)\). But this implies that the solution has not yet blown up in the space of higher regularity by the finite time blow-up criterion. This finishes our proof. \( \square \)

This lemma settles the question above the critical regularity level. The remaining task is to show if a similar result is still true exactly at the critical level of regularity.

Lemma 3.15. Assume \( 2 \leq n \leq 6 \) and \( 1 < p < p_c \). Let \( \sigma_p \) be the critical level of regularity with a \((p, \sigma_p)\)-compatible pair \((\tilde{p}, \tilde{q})\) as in Proposition 3.9 and Proposition 3.10 if applicable. Given any initial data \((u_0, u_1) \in H^{\sigma - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma - \frac{1}{2}, -\frac{1}{2}}(\mathbb{R}^n) \) with \( \sigma \in (\sigma_p, 1) \), we can always find a number \( \sigma_1 \in (\sigma_p, \sigma) \), such that the lifespan \( I_{\sigma_1} \) of the solution \( u \) in the higher regularity setting \( \sigma_1 \) is the same as the lifespan \( I_{\sigma_p} \) in the lower regularity setting \( \sigma_p \).

Proof. Given a \((p, \sigma_p)\)-compatible pair \((\tilde{p}, \tilde{q})\) as in Proposition 3.9 or Proposition 3.10 we can always find a small positive number \( \varepsilon \leq \frac{2}{n+1} (\sigma - \sigma_p) \), such that the pairs \((p_1, q_1)\) and \((p_2, q_2)\) defined by
\[
\left( \frac{1}{p_1}, \frac{1}{q_1} \right) = \left( \frac{1}{\tilde{p}} + \frac{n-1}{2}, \frac{1}{q} - \varepsilon \right),
\]
\[
\left( \frac{1}{p_2}, \frac{1}{q_2} \right) = \left( 1 - \frac{p}{\tilde{p}} - \frac{n-1}{2}, 1 - \frac{p}{\tilde{q}} + \varepsilon \right)
\]
satisfy \( \left( \frac{1}{p_1}, \frac{1}{q_1} \right), \left( \frac{1}{p_2}, \frac{1}{q_2} \right) \in (0, \frac{1}{2}) \times (0, \frac{1}{2}) \) and \( \left( \frac{1}{p_1}, \frac{1}{q_1} \right) \in \left[ \frac{1}{2p}, \frac{1}{p} \right] \times \left[ \frac{1}{2q} \right] \). The point here is that we never choose \( \tilde{p} = 2 \) when \( \sigma_p \) is the critical regularity. Let \( \sigma_1 = \sigma_p + \frac{n+1}{2} \varepsilon \in (\sigma_p, \sigma) \). One can check that the pair \((p_1, q_1)\) is \((p, \sigma_1)\)-compatible. Now we claim \( I_{\sigma_1} = I_{\sigma_p} \). If this were false, we could assume the right endpoint (blow-up time) \( T_1 \) of \( I_{\sigma_1} \) is finite and still contained in \( I_{\sigma_p} \), since the wave equation is time-reversible. The choices of \((p_1, q_1)\) and \((p_2, q_2)\) enable us to apply Strichartz estimates and obtain
\[
\|u\|_{L^{p_1} L^{q_1}([a,b] \times \mathbb{R}^n)} \leq C \|(u(a), \partial_t u(a))\|_{H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}}(\mathbb{R}^n)} + C \|F(u)\|_{L^{p_2} L^{q_2}([a,b] \times \mathbb{R}^n)}
\]
for any time interval \( [a, b] \subseteq I_{\sigma_1} \). In addition, since
\[
\frac{1}{p_2'} = \frac{p - 1}{p} + \frac{1}{p_1},
\]
we have
\[
\|u\|_{L^{p_1}L^q([a,b] \times \mathbb{H}^n)} \leq C\|\partial_t u(a)\|_{H^{s_1} - \frac{1}{2}, \frac{1}{2} \times H^{s_1} - \frac{1}{2}, \frac{1}{2} (\mathbb{H}^n)}
\]
\[
+ C\|\partial_t u(a)\|_{L^{p_1}L^q([a,b] \times \mathbb{H}^n)}\|u\|_{L^{p_1}L^q([a,b] \times \mathbb{H}^n)}.
\]
Since \( T_1 \in I_{\sigma_1} \), we can always find a time \( a < T_1 \) so that \( \|u\|_{L_{a,T_1}^p L_{a,T_1}^q([a,b] \times \mathbb{H}^n)} < \frac{1}{2} \).
Combining this estimate with (3.1) and the fact that the norm \( \|u\|_{L^{p_1}L^q([a,b] \times \mathbb{H}^n)} \) is finite for any \( b \in (a, T_1) \), we immediately obtain
\[
\|u\|_{L^{p_1}L^q([a,b] \times \mathbb{H}^n)} \leq 2C\|\partial_t u(a)\|_{H^{s_1} - \frac{1}{2}, \frac{1}{2} \times H^{s_1} - \frac{1}{2}, \frac{1}{2} (\mathbb{H}^n)}
\]
for any time \( b \in (a, T_1) \). Sending \( b \) to \( T_1 \), we have \( \|u\|_{L^{p_1}L^q([a,T_1] \times \mathbb{H}^n)} < \infty \). This immediately gives a contradiction with the finite time blow-up criterion. \( \square \)

The combination of Lemmas 3.14 and 3.15 yields

**Proposition 3.16.** Although we can define solutions to equation (1.3) on different levels of regularity if the initial data permit, the solution with given initial data is always unique.

4. A Morawetz inequality in the hyperbolic spaces

In this section, we show that a solution to (1.3) in the defocusing case satisfies a Morawetz inequality. The approach is similar to the one proposed in [29] for the NLS equation.

**Theorem 4.1.** Assume \( 2 \leq n \leq 6 \) and \( 1 < p < p_c \). Let \( u \) be a solution of (1.3) in the defocusing case with initial data \((u_0, u_1) \in H^1 \times (H^\frac{1}{2} - \frac{1}{2})(\mathbb{H}^n)\) and a maximal lifespan \((-T_-, T_+)\). Then \( u \) satisfies the inequality
\[
\int_{-T_-}^{T_+} \int_{\mathbb{H}^n} |u|^{p+1} d\mu dt < \frac{4(p+1)}{p-1} \mathcal{E}.
\]

The main ingredients of the proof are the informal computation for a solution \( u \)
\[
-\frac{d}{dt} \int_{\mathbb{H}^n} \left( u_t D^a a \Delta u + u_t u \cdot \Delta a \right) \mu = \int_{\mathbb{H}^n} \left( D_\beta u D^a a D_\alpha u \right) \mu - \frac{1}{4} \int_{\mathbb{H}^n} \left( |u|^2 \Delta a \right) \mu + \frac{p-1}{2(p+1)} \int_{\mathbb{H}^n} \left( |u|^{p+1} \Delta a \right) \mu,
\]
and Lemma 4.3. We consider real-valued solutions throughout this section for convenience, but one can consider complex-valued solutions as well in exactly the same way. The full proof of Theorem 4.1 is given in Subsection 4.3.

**Remark 4.2.** Fourier analysis and the Sobolev embedding gives us
\[
H^1 \times (H^{\frac{1}{2} - \frac{1}{2}})(\mathbb{H}^n) \hookrightarrow (H^{0,1} \cap L^{p+1}) \times L^2,
\]
\[
H^1 \times (H^{\frac{1}{2} - \frac{1}{2}})(\mathbb{H}^n) \hookrightarrow H^{\sigma, \frac{1}{2}, \frac{1}{2}} \times H^{\sigma, -\frac{1}{2}, -\frac{1}{2}}
\]
for all \( \sigma \in (0, 1) \). Thus the assumptions on the initial data enable us to apply the local theory discussed in Section 3 and guarantee that the energy is finite.
4.1. Preliminary results. In this subsection we collect some technical lemmata we will need to prove Theorem 4.1 above.

Lemma 4.3 (see Lemma 4.2 in [29]). There is a smooth, radial function \( a : \mathbb{H}^n \rightarrow [0, \infty) \) with the following properties:

\[
\begin{align*}
\Delta a &= 1, & \text{in } \mathbb{H}^n; \\
|\nabla a| &= |D^\alpha a D_\alpha a|^{1/2} \leq C, & \text{in } \mathbb{H}^n; \\
D^2 a &\geq 0, & \text{in } \mathbb{H}^n.
\end{align*}
\]

Remark 4.4. By considering the polar representation of \( \Delta a = 1 \) we have that the radial function \( a(r) \) is defined by the equation

\[
\left( \partial_r^2 + \left( n - 1 \right) \frac{\cosh r}{\sinh r} \partial_r \right) a(r) = 1.
\]

From this

\[
\partial_r a(r) = \frac{1}{(\sinh r)^{n-1}} \int_0^r (\sinh s)^{n-1} ds \\
\leq \frac{1}{(\sinh r)^{n-1}} \int_0^r (\sinh s)^{n-2}(\cosh s) ds \\
= \frac{1}{n - 1} = \frac{1}{2\rho}.
\]

Thus we can choose \( C = \frac{1}{2\rho} \) in Lemma 4.3.

Remark 4.5. As remarked in [29], such a function \( a(r) \) does not exist in the Euclidean spaces \( \mathbb{R}^n \). This is the main reason why we are able to prove a more convenient Morawetz inequality in the hyperbolic spaces and it reflects the difference in the geometrical nature of these two spaces.

An alternative estimate to the forbidden endpoint \((p_2, q_2) = (\infty, 2)\) of the regular Strichartz estimates addressed in Proposition 2.9 is given in the following Lemma 4.6. This helps us obtain an estimate on the norm \( \|(u, \partial_t u)\|_{C([0,T]; H^1 \times L^2(\mathbb{H}^n))} \) in Lemma 4.7 below.

Lemma 4.6. If \( v \) is the solution to the linear shifted wave equation \( \partial_t^2 v - (\Delta_{\mathbb{H}^n} + \rho^2)v = F \) in the time interval \([0,T]\) with initial data \((v_0, v_1)\), then

\[
\|(v, \partial_t v)\|_{C([0,T]; H^{0,1} \times L^2(\mathbb{H}^n))} \lesssim \|(v_0, v_1)\|_{H^{0,1} \times L^2(\mathbb{H}^n)} + \|F\|_{L^1 L^2([0,T] \times \mathbb{H}^n)}.
\]

Proof. The lemma immediately follows the Plancherel identity and the following:

\[
\begin{align*}
\hat{v}(\lambda, \omega, t) &= [\cos(t\lambda)]\hat{v}_0(\lambda, \omega) + \frac{\sin(t\lambda)}{\lambda} \hat{v}_1(\lambda, \omega) + \int_0^t \sin(t - \tau) \frac{\lambda}{\lambda} \hat{F}(\lambda, \omega, \tau) d\tau; \\
\hat{\partial_t v}(\lambda, \omega, t) &= -[\lambda \sin(t\lambda)]\hat{v}_0(\lambda, \omega) + [\cos(t\lambda)]\hat{v}_1(\lambda, \omega) \\
&+ \int_0^t [\cos(t - \tau) \lambda] \hat{F}(\lambda, \omega, \tau) d\tau.
\end{align*}
\]

\( \square \)

Lemma 4.7. Let \( u \) be a solution as in Theorem 4.1. Then for any time interval \([-T_1, T_2] \subset (-T_-, T_+)\), we have

\[
M := \|(u, \partial_t u)\|_{C([-T_1, T_2]; H^1 \times L^2(\mathbb{H}^n))} < \infty.
\]
Lemma 4.10  \[ \text{even analytic function defined in the region} \]

Remark

By Remark 3.6, Remark 3.13 and Proposition 3.16, our choice of initial data

Proof.

Integrating \( u \) in \( t \), we immediately obtain that \( u \in C([-T_1,T_2];L^2(\mathbb{R}^n)) \). Combining this \( L^2 \) estimate with (4.1), we finish the proof. \( \square \)

Remark 4.8. Above we have restricted the dimension to \( n < 7 \). In fact, the main obstacle when \( n \geq 7 \) is the inequality (PQ1). If we plug in \( (2,2p) \), it reads

If \( 3 \leq n \leq 6 \), then the first term above is \( \frac{1}{2} n \geq \frac{1}{p_c} \equiv \frac{n-2}{n+2} \). When \( p < p_c \) one can easily check that

thus the inequality (4.2) holds as \( \sigma \to 1^- \). However, if \( n \geq 7 \), we have \( \frac{1}{2} < \frac{1}{p_c} \), which makes the inequality (4.2) fail for all \( \sigma < 1 \) if \( p \) is sufficiently close to \( p_c \).

Definition 4.9. Let \( \psi : \mathbb{R} \to [0,1] \) be a smooth cut-off function satisfying

If \( \delta \in (0,1] \), we define a radial smooth cut-off function on \( \mathbb{R}^n \) as

It is clear that \( |\nabla \psi_\delta| \lesssim \delta \).

Lemma 4.10 (see Theorem 5.1 of [48] and [1]). Assume \( q \in (1,\infty) \). If \( m(\lambda) \) is an even analytic function defined in the region

and satisfying the symbol-type bounds in \( S \)

(4.3) \[ |\partial_x^\alpha m(x+yi)| \leq C_\alpha (1 + |x|)^{-\alpha}, \quad \alpha = 0, 1, 2, \cdots, N, \]
then the operator $T_m$ defined by the Fourier multiplier $\lambda \to m(\lambda)$ is bounded from $L^q(\mathbb{H}^n)$ to itself. Here $N$ is an integer determined by the dimension $n$. In fact, an upper bound for the norm $\|T_m\|_{L^q \to L^q}$ can be determined by the constants $C_\alpha$.

**Lemma 4.11.** Assume $\varepsilon \in (0, \frac{1}{10})$. Let $\hat{P}_\varepsilon$ be the smoothing operator defined by the Fourier multiplier $\lambda \to e^{-\varepsilon^2 \lambda^2}$. Given any $2 \leq q < \infty$, we have $\|\hat{P}_\varepsilon u\|_{L^q(\mathbb{H}^n)} \leq C_q < \infty$ for each $\varepsilon$. Furthermore, if $v \in L^q(\mathbb{H}^n)$, then $\|v - \hat{P}_\varepsilon v\|_{L^q} \to 0$ as $\varepsilon \to 0$.

**Proof.** A simple calculation shows the symbols $m_\varepsilon(\lambda) = e^{-\varepsilon^2 \lambda^2}$ satisfy the condition (4.3) with the constants $C_\alpha$ independent of $\varepsilon$. As a result, we immediately obtain a universal upper bound $C_q$ for all norms $\|\hat{P}_\varepsilon u\|_{L^q} \to 0$ according to Lemma 4.10. If $v \in H^\sigma$ for a large number $\sigma$, then the Sobolev embedding gives us

$$
\|v - \hat{P}_\varepsilon v\|_{L^q} \leq \|v - \hat{P}_\varepsilon v\|_{H^\sigma} \to 0.
$$

Since $H^\sigma \cap L^q$ is dense in $L^q$, we can prove the convergence $\|v - \hat{P}_\varepsilon v\|_{L^q} \to 0$ for a general $L^q$ function $v$ by basic approximation techniques. □

**Space-time smoothing operator.** Choose a smooth, nonnegative, even function $\phi(t)$ compactly supported in $[-1, 1]$ with $\int_{-1}^1 \phi(t)dt = 1$. Given a closed interval $[T_1, T_2] \subset (-T_-, T_+)$, let $\varepsilon < \varepsilon_0 = \frac{1}{2} \min\{1/10, T_+ - T_2, T_- - T_1\}$. We can smooth out the solution $u$ and the nonlinear term $F(u)$ by defining $u_\varepsilon$ and $F_\varepsilon$ as

$$
(4.4) \quad u_\varepsilon(\cdot, t) = \int_{-1}^{+1} \phi(s) \hat{P}_\varepsilon u(\cdot, t+se)ds; \quad F_\varepsilon(\cdot, t) = \int_{-1}^{+1} \phi(s) \hat{P}_\varepsilon F(u(\cdot, t+se))ds.
$$

The function $u_\varepsilon$ is a smooth solution to the shifted wave equation

$$
\partial_t^2 u_\varepsilon - (\Delta_{\mathbb{H}^n} + \rho^2) u_\varepsilon = F_\varepsilon
$$

in the time interval $[-T_1, T_2]$. Combining Lemma 4.7 Lemma 4.11, the fact $u \in L^p L^{2p}([-T_1 - \varepsilon_0, T_2 + \varepsilon_0])$ and the inequality

$$
\|F(u_\varepsilon) - F_\varepsilon\|_{L^1 L^2} \leq \|F(u_\varepsilon) - F(u)\|_{L^1 L^2} + \|F(u) - F_\varepsilon\|_{L^1 L^2} \leq C_p \|u_\varepsilon - u\|_{L^p L^{2p}} \left(\|u_\varepsilon\|_{L^p L^{2p}}^{p-1} + \|u\|_{L^p L^{2p}}^{p-1}\right) + \|F(u) - F_\varepsilon\|_{L^1 L^2},
$$

we immediately have the following lemma.

**Lemma 4.12.** Let $u$ be a solution as in Theorem 4.1 and let $u_\varepsilon, F_\varepsilon$ be as above. Then for any $t_0$ in $[-T_1, T_2]$,

$$
\begin{align*}
\lim_{\varepsilon \to 0} & \|F(u_\varepsilon) - F_\varepsilon\|_{L^1 L^2([-T_1, T_2]\times\mathbb{H}^n)} = 0; \\
\lim_{\varepsilon \to 0} & \|(u_\varepsilon(t_0), \partial_t u_\varepsilon(t_0)) - (u(t_0), \partial_t u(t_0))\|_{H^1\times L^2(\mathbb{H}^n)} = 0; \\
\lim_{\varepsilon \to 0} & \|u_\varepsilon(t_0) - u(t_0)\|_{L^{p+1}(\mathbb{H}^n)} = 0; \\
M_1 := & \sup_{\varepsilon<\varepsilon_0} \|(u_\varepsilon, \partial_t u_\varepsilon)\|_{C([-T_1, T_2]; H^1\times L^2(\mathbb{H}^n))} < \infty.
\end{align*}
$$

Note that the third limit is a combination of the Sobolev embedding $H^1 \hookrightarrow L^{p+1}$ and of the second limit.
4.2. Energy conservation law.

**Proposition 4.13** (Invariance of energy). Let \( u \) be a solution as in Theorem 4.1. Then we have that
\[
\mathcal{E}(t) = \frac{1}{2} \| Du(\cdot, t) \|_{L^2(\mathbb{H}^n)}^2 + \frac{1}{2} \| \partial_t u(\cdot, t) \|_{L^2(\mathbb{H}^n)}^2 + \frac{1}{p+1} \| u(\cdot, t) \|_{L^{p+1}(\mathbb{H}^n)}^{p+1}
\]
is a (finite) constant for each \( t \in (-T_-, T_+) \).

**Proof.** By Lemma 4.11 and the Sobolev embedding, we know that \( \mathcal{E}(t) < \infty \) for each \( t \in (-T_-, T_+) \). Let us define
\[
E_{\varepsilon, \delta}(t) = \int_{\mathbb{H}^n} \left( \frac{1}{2} |\nabla u_\varepsilon|^2 - \frac{\rho^2}{2} |u_\varepsilon|^2 + \frac{1}{2} |\partial_t u_\varepsilon|^2 + \frac{1}{p+1} |u_\varepsilon|^{p+1} \right) \psi_\delta \, d\mu
\]
for each \( t \in [-T_1, T_2] \). Differentiation in \( t \) gives
\[
E'_{\varepsilon, \delta}(t) = \int_{\mathbb{H}^n} \left( D_\alpha u_\varepsilon \partial^{\alpha} u_\varepsilon - \rho^2 u_\varepsilon \partial_t u_\varepsilon + \partial_t u_\varepsilon \partial^2_t u_\varepsilon - F(u_\varepsilon) \partial t u_\varepsilon \right) \psi_\delta \, d\mu
\]
\[
= \int_{\mathbb{H}^n} \left( -\partial_t u_\varepsilon \right) D_\alpha u_\varepsilon - \rho^2 u_\varepsilon \partial_t u_\varepsilon + \partial_t u_\varepsilon \partial^2_t u_\varepsilon - F(u_\varepsilon) \partial t u_\varepsilon \right) \psi_\delta \, d\mu
\]
\[
+ \int_{\mathbb{H}^n} (-D_\alpha \psi_\delta D_\alpha u_\varepsilon) \partial_t u_\varepsilon \, d\mu
\]
\[
= \int_{\mathbb{H}^n} \left[ \partial^2_t u_\varepsilon - (\Delta_{\mathbb{H}^n} + \rho^2) u_\varepsilon - F_\varepsilon \right] (\partial_t u_\varepsilon) \psi_\delta \, d\mu
\]
\[
+ \int_{\mathbb{H}^n} [F_\varepsilon - F(u_\varepsilon)] (\partial_t u_\varepsilon) \psi_\delta \, d\mu
\]
\[
= \int_{\mathbb{H}^n} [F_\varepsilon - F(u_\varepsilon)] (\partial_t u_\varepsilon) \psi_\delta \, d\mu - \int_{\mathbb{H}^n} (D_\alpha \psi_\delta D_\alpha u_\varepsilon) \partial_t u_\varepsilon \, d\mu.
\]
Without loss of generality let us now assume that \( t_0 \in [0, T_2] \). By integrating we obtain
\[
|E_{\varepsilon, \delta}(t_0) - E_{\varepsilon, \delta}(0)| \leq \int_0^{t_0} \int_{\mathbb{H}^n} |F_\varepsilon - F(u_\varepsilon)| |\partial_t u_\varepsilon| \psi_\delta \, d\mu \, dt
\]
\[
+ \int_0^{t_0} \int_{\mathbb{H}^n} |(D_\alpha \psi_\delta D_\alpha u_\varepsilon) \partial_t u_\varepsilon| \, d\mu \, dt
\]
\[
\lesssim \| F_\varepsilon - F(u_\varepsilon) \|_{L^1 L^2([0, t_0] \times \mathbb{H}^n)} \| \partial_t u_\varepsilon \|_{L^\infty L^2([0, t_0] \times \mathbb{H}^n)}
\]
\[
+ \delta t_0 \| u_\varepsilon \|_{L^\infty([0, t_0]; H^1(\mathbb{H}^n))} \| \partial_t u_\varepsilon \|_{L^\infty L^2([0, t_0] \times \mathbb{H}^n)}
\]
\[
\leq M_1 \| F_\varepsilon - F(u_\varepsilon) \|_{L^1 L^2} + \delta t_0 M^2_1.
\]
Here we use the universal bound found in Lemma 4.12. Sending both \( \delta \) and \( \varepsilon \) to zero, we obtain \( E(u(\cdot, t_0), \partial_t u(\cdot, t_0)) = E(u_0, u_1) \). This finishes the proof. \( \square \)

**Remark 4.14.** The energy of a solution to (1.3) in the focusing case is also a constant under the same assumptions, because the defocusing assumption has not been used in the argument above.

4.3. **Proof of Theorem 4.1** We start by defining
\[
M(t) = -\int_{\mathbb{H}^n} \partial_t u_\varepsilon(x, t) \left( \frac{2}{\Delta_{\mathbb{H}^n} a D_\alpha u_\varepsilon(x, t) + u_\varepsilon(x, t) \cdot \Delta_{\mathbb{H}^n}} \right) \psi_\delta \, d\mu(x)
\]
for any $t \in [-T_1, T_2]$, where $u_\varepsilon$ and $F_\varepsilon$ are as in (4.14), the function $a$ is the smooth function given in Lemma (4.3) and the function $\psi_\delta$ is the smooth cut-off function introduced in Definition (4.9). By differentiating in $t$ we obtain

$$M'(t) = - \int_{\mathbb{H}^n} \partial_t^2 u_\varepsilon \left( D^\alpha a D_\alpha u_\varepsilon + u_\varepsilon \cdot \frac{\Delta a}{2} \right) \psi_\delta d\mu$$
$$- \int_{\mathbb{H}^n} \partial_t u_\varepsilon \left( D^\alpha a D_\alpha (\partial_t u_\varepsilon) + \partial_t u_\varepsilon \cdot \frac{\Delta a}{2} \right) \psi_\delta d\mu$$
$$= - \int_{\mathbb{H}^n} \left( (\Delta_{\mathbb{H}^n} + \rho^2) u_\varepsilon + F_\varepsilon \right) \left( D^\alpha a D_\alpha u_\varepsilon + u_\varepsilon \cdot \frac{\Delta a}{2} \right) \psi_\delta d\mu$$
$$- \int_{\mathbb{H}^n} \left( \frac{1}{2} D^\alpha a D_\alpha (\partial_t u_\varepsilon)^2 + (\partial_t u_\varepsilon)^2 \cdot \frac{\Delta a}{2} \right) \psi_\delta d\mu$$
$$= - \int_{\mathbb{H}^n} \Delta_{\mathbb{H}^n} u_\varepsilon \left( D^\alpha a D_\alpha u_\varepsilon + u_\varepsilon \cdot \frac{\Delta a}{2} \right) \psi_\delta d\mu$$
$$- \int_{\mathbb{H}^n} \rho^2 u_\varepsilon \left( D^\alpha a D_\alpha u_\varepsilon + u_\varepsilon \cdot \frac{\Delta a}{2} \right) \psi_\delta d\mu$$
$$- \int_{\mathbb{H}^n} F(u_\varepsilon) \left( D^\alpha a D_\alpha u_\varepsilon + u_\varepsilon \cdot \frac{\Delta a}{2} \right) \psi_\delta d\mu + \frac{1}{2} \int_{\mathbb{H}^n} (\partial_t u_\varepsilon)^2 D_\alpha \psi_\delta D^\alpha a d\mu$$
$$= I_1 + I_2 + I_3 + I_4 + I_5.$$
The third term gives
\[ I_3 = \int_{\mathbb{H}^n} |u_\varepsilon|^{p-1} u_\varepsilon \left( D^\alpha a D_\alpha u_\varepsilon + u_\varepsilon \cdot \frac{\Delta a}{2} \right) \psi d\mu \]
\[ = \int_{\mathbb{H}^n} \left( \frac{1}{p+1} D^\alpha a D_\alpha (|u_\varepsilon|^{p+1}) + \frac{1}{2} |u_\varepsilon|^{p+1} \cdot \Delta a \right) \psi d\mu \]
\[ = \frac{p-1}{2(p+1)} \int_{\mathbb{H}^n} |u_\varepsilon|^{p+1} \psi d\mu - \frac{1}{p+1} \int_{\mathbb{H}^n} (D_\alpha \psi D^\alpha a) |u_\varepsilon|^{p+1} d\mu \]
\[ \geq \frac{p-1}{2(p+1)} \int_{\mathbb{H}^n} |u_\varepsilon|^{p+1} \psi d\mu - C\delta M_1^{p+1}. \]

It is clear that \( I_4 \geq -C\delta M_1^2 \). Finally we have
\[
\int_{-T_1}^{T_2} I_5(t) dt = -\int_{-T_1}^{T_2} \int_{\mathbb{H}^n} [F_\varepsilon - F(u_\varepsilon)] \left( D^\alpha a D_\alpha u_\varepsilon + u_\varepsilon \cdot \frac{\Delta a}{2} \right) \psi d\mu dt
\[
\geq -C \|F_\varepsilon - F(u_\varepsilon)\|_{L^1 L^2([-T_1, T_2] \times \mathbb{H}^n)} \||\nabla u_\varepsilon| + |u_\varepsilon|\|_{L^\infty L^2([-T_1, T_2] \times \mathbb{H}^n)}
\[
\geq -CM_1 \|F_\varepsilon - F(u_\varepsilon)\|_{L^1 L^2([-T_1, T_2] \times \mathbb{H}^n)} .
\]

Collecting all terms above, we obtain
\[
M(T_2) - M(-T_1) \geq \frac{p-1}{2(p+1)} \int_{-T_1}^{T_2} \int_{\mathbb{H}^n} |u_\varepsilon|^{p+1} \psi d\mu dt
\[
- CM_1 \|F_\varepsilon - F(u_\varepsilon)\|_{L^1 L^2([-T_1, T_2] \times \mathbb{H}^n)}
\[
- C\delta (T_2 + T_1)(M_1^{p+1} + M_1^2).
\]

On the other hand, we can estimate \( M(t_0) \) for any given \( t_0 \in [-T_1, T_2] \) by
\[
|M(t_0)| = \left| \int_{\mathbb{H}^n} \partial_t u_\varepsilon(x, t_0) \left( D^\alpha a D_\alpha u_\varepsilon(x, t_0) + \frac{1}{2} u_\varepsilon(x, t_0) \right) \psi d\mu(x) \right|
\[
\leq \frac{1}{2} \int_{\mathbb{H}^n} \left( |\partial_t u_\varepsilon|^2 + \left( D^\alpha a D_\alpha u_\varepsilon + \frac{1}{2} u_\varepsilon \right)^2 \right) \psi d\mu
\]
\[
= \frac{1}{2} \int_{\mathbb{H}^n} \left( |\partial_t u_\varepsilon|^2 + |D^\alpha a D_\alpha u_\varepsilon|^2 + \frac{1}{4} |u_\varepsilon|^2 + \frac{1}{2} |D_\alpha \psi D^\alpha a| \right) \psi d\mu
\]
\[
\leq \frac{1}{2} \int_{\mathbb{H}^n} \left( |\partial_t u_\varepsilon|^2 + \|\nabla a\|^2 |\nabla u_\varepsilon|^2 + \frac{1}{4} |u_\varepsilon|^2 - \frac{1}{2} |u_\varepsilon|^2 D_\alpha D^\alpha a \right) \psi d\mu
\]
\[
- \frac{1}{4} \int_{\mathbb{H}^n} (D_\alpha \psi D^\alpha a) u_\varepsilon^2 d\mu
\]
\[
\leq \frac{1}{2} \int_{\mathbb{H}^n} \left( |\partial_t u_\varepsilon|^2 + \frac{1}{4\rho^2} (|\nabla u_\varepsilon|^2 - \rho^2 |u_\varepsilon|^2) \right) \psi d\mu + C\delta M_1^2.
\]

Here we use the upper bound of \( |\nabla a| \) in Remark 3.4 Combining this with inequality \( (1.5) \) and letting \( \delta \to 0 \), we obtain
\[
\frac{p-1}{2(p+1)} \int_{-T_1}^{T_2} \int_{\mathbb{H}^n} |u_\varepsilon|^{p+1} d\mu dt \leq \mathcal{E}_0(u_\varepsilon(\cdot, -T_1), \partial_t u_\varepsilon(\cdot, -T_1)) + \mathcal{E}_0(u_\varepsilon(\cdot, T_2), \partial_t u_\varepsilon(\cdot, T_2))
\[
+ CM_1 \|F_\varepsilon - F(u_\varepsilon)\|_{L^1 L^2([-T_1, T_2] \times \mathbb{H}^n)} .
\]
Here $E_0(v_0, v_1)$ is the energy for the linear shifted wave equation:

$$E_0(v_0, v_1) := \int_{\mathbb{R}^n} \left[ \frac{1}{2} (|\nabla v_0|^2 - \rho^2 |v_0|^2) + \frac{1}{2} |v_1|^2 \right] d\mu = \frac{1}{2} \|v_0\|^2_{H^{0,1}(\mathbb{R}^n)} + \frac{1}{2} \|v_1\|^2_{L^2(\mathbb{R}^n)}.$$ 

Sending $\epsilon$ to zero gives

$$\frac{p - 1}{2(p + 1)} \int_{-T_1}^{T_2} \int_{\mathbb{R}^n} |u|^{p+1} d\mu dt \leq E_0(u(\cdot, -T_1), \partial_t u(\cdot, -T_1)) + E_0(u(\cdot, T_2), \partial_t u(\cdot, T_2)) \leq 2E(v_0, u_1).$$

Since the argument above is valid for any time interval $[-T_1, T_2]$ satisfying $-T_- < -T_1 < 0 < T_2 < T_+$, we can finish the proof by letting $T_1 \to T_-$ and $T_2 \to T_+$. 

4.4. Further improvement on Morawetz inequality. We conclude this section by showing that our Morawetz inequality still holds under a weaker assumption. More precisely, we eliminate the $L^2$ assumption on $u_0$. Although it plays an important role in the process of the proof, it is actually a technical assumption instead of an essential one.

**Theorem 4.15.** Let $2 \leq n \leq 6$, $1 < p < p_c$ and $(u_0, u_1) \in H^{\frac{1}{2} - \frac{1}{p}} \times H^{\frac{1}{2} - \frac{1}{p}}(\mathbb{R}^n)$ be initial data. Assume $u$ is the solution of (1.3) in the defocusing case with initial data $(u_0, u_1)$. Then the energy

$$E(u, \partial_t u) = \frac{1}{2} \|u(\cdot, t)\|^2_{H^{0,1}(\mathbb{R}^n)} + \frac{1}{2} \|\partial_t u(\cdot, t)\|^2_{L^2(\mathbb{R}^n)} + \frac{1}{p + 1} \|u(\cdot, t)\|^{p+1}_{L^{p+1}(\mathbb{R}^n)}$$

is constant for every $t$ in the maximal lifespan $(-T_-, T_+)$. In addition, we have a Morawetz-type inequality

$$(4.6) \quad \int_{-T_-}^{T_+} \int_{\mathbb{R}^n} |u|^{p+1} d\mu dt \leq \frac{4(p + 1)}{p - 1} E.$$ 

**Proof.** The idea is to use approximation techniques. By cutting off the lower frequency part of $u_0$, we can always manufacture a sequence of initial data $(u_{0, \epsilon}, u_{1, \epsilon})$ such that

$$(4.7) \quad (u_{0, \epsilon}, u_{1, \epsilon}) \in H^1 \times H^{\frac{1}{2} - \frac{1}{2}}(\mathbb{R}^n); \quad (u_{0, \epsilon}, u_{1, \epsilon}) \to (u_0, u_1) \text{ in } H^{\frac{1}{2} + \frac{1}{2}} \times H^{\frac{1}{2} - \frac{1}{2}}(\mathbb{R}^n).$$

The convergence in the Sobolev spaces above also implies $u_{0, \epsilon}, u_{1, \epsilon} \to (u_0, u_1)$ in the space $(H^{0,1} \cap L^{p+1}) \times L^2(\mathbb{R}^n)$ by basic Fourier analysis and Proposition 2.6. Thus we have

$$(4.8) \quad E(u_{0, \epsilon}, u_{1, \epsilon}) \to E(u_0, u_1).$$

Now choose $\sigma$ sufficiently close to 1 with a $(p, \sigma)$-compatible pair $(p_1, q_1)$ so that the local theory is available for the given exponent $p$. By Fourier analysis, the convergence (4.7) also implies

$$(u_{0, \epsilon}, u_{1, \epsilon}) \to (u_0, u_1) \text{ in } H^{\sigma - \frac{1}{2} + \frac{1}{2}} \times H^{\sigma - \frac{1}{2} - \frac{1}{2}}(\mathbb{R}^n).$$

Given any $[-T_1, T_2] \subset (-T_-, T_+)$, by long-time perturbation theory, we know the solution $u_{\epsilon}$ to (1.3) with initial data $(u_{0, \epsilon}, u_{1, \epsilon})$ exists in the time interval $[-T_1, T_2]$. 

\[\text{Note: We may choose } u_{1, \epsilon} = u_1 \text{ for each } \epsilon.\]
if $\varepsilon$ is sufficiently small. Furthermore, we have
\begin{align}
(4.9) \quad & \|u(x,t) - u_\varepsilon(x,t)\|_{L^{p+1}([T_1,T_2] \times \mathbb{H}^n)} \to 0, \\
(4.10) \quad & \sup_{t \in [T_1,T_2]} \|u(t) - (u_\varepsilon(t),\partial_t u_\varepsilon)\|_{H^{\sigma - \frac{1}{2},\frac{1}{4}} \times H^{\sigma - \frac{1}{2},-\frac{1}{4}}(\mathbb{H}^n)} \to 0.
\end{align}

Applying Theorem 4.1 to the solutions $u_\varepsilon$, we obtain
\[ \frac{1}{2} \|u_\varepsilon(\cdot,t)\|_{H^{0,1}(\mathbb{H}^n)}^2 + \frac{1}{2} \|\partial_t u_\varepsilon(\cdot,t)\|_{L^2(\mathbb{H}^n)}^2 + \frac{1}{p+1} \|u_\varepsilon(\cdot,t)\|_{L^{p+1}(\mathbb{H}^n)}^{p+1} = \mathcal{E}(u_0,\varepsilon, u_{1,\varepsilon}), \]
\[ \int_{-T_1}^{T_2} \int_{\mathbb{H}^n} |u_\varepsilon|^p \, d\mu \, dt \leq \frac{4(p+1)}{p-1} \mathcal{E}(u_0,\varepsilon, u_{1,\varepsilon}). \]

Combining these with (4.8), (4.9), (4.10) and letting $\varepsilon \to 0$, we have
\[ \frac{1}{2} \|u(\cdot,t_0)\|_{H^{0,1}(\mathbb{H}^n)}^2 + \frac{1}{2} \|\partial_t u(\cdot,t_0)\|_{L^2(\mathbb{H}^n)}^2 + \frac{1}{p+1} \|u(\cdot,t_0)\|_{L^{p+1}(\mathbb{H}^n)}^{p+1} \leq \mathcal{E}(u_0, u_1), \]
\[ \int_{-T_1}^{T_2} \int_{\mathbb{H}^n} |u|^p \, d\mu \, dt \leq \frac{4(p+1)}{p-1} \mathcal{E}(u_0, u_1). \]

In the first inequality $t_0$ is an arbitrary time in $[-T_1,T_2]$. Sending $T_1 \to T_-$ and $T_2 \to T_+$, we obtain the Morawetz inequality and a one-way energy estimate
\[ \mathcal{E}(u(\cdot,t_0), \partial_t u(\cdot,t_0)) \leq \mathcal{E}(u_0, u_1) \]
for each $t_0 \in (-T_-, T_+)$. The combination of this estimate with the fact that $(u(\cdot,t_0), \partial_t u(\cdot,t_0)) \in H^{\sigma - \frac{1}{2},\frac{1}{4}} \times H^{\sigma - \frac{1}{2},-\frac{1}{4}}$ implies $(u(\cdot,t_0), \partial_t u(\cdot,t_0)) \in H^{\frac{1}{2},\frac{1}{2}} \times H^{\frac{1}{2},-\frac{1}{2}}$. By considering the backward Cauchy problem (1.3) with initial data $(u(\cdot,t_0), \partial_t u(\cdot,t_0))$, we obtain $\mathcal{E}(u_0, u_1) \leq \mathcal{E}(u(\cdot,t_0), \partial_t u(\cdot,t_0))$ by the same argument above. This finishes the proof of energy conservation law. \hfill \Box

5. Scattering results with initial data in the energy space

Let $2 \leq n \leq 6$. In this section we show that the solutions to (1.3) in the defocusing case scatter if:
- The exponent $p$ is less than the energy critical exponent $p_c = 1 + \frac{4}{n-2}$.
- The initial data is in the space $H^{\frac{1}{2},\frac{1}{2}} \times H^{\frac{1}{2},-\frac{1}{2}}(\mathbb{H}^n)$.

The idea is to combine the basic local theory with the Morawetz inequality and energy conservation law obtained in Section 4. We start with the simplest case: when $p$ does not exceed the conformal exponent $p_{\text{conf}} = 1 + \frac{4}{n-1}$. (When $n = 2$, we require $p < p_{\text{conf}} = 5$ instead.)

5.1. Scattering for $p \in (1, p_{\text{conf}}]$.

**Proposition 5.1.** Let $2 \leq n \leq 6$ and $p > 1$ satisfy
\[ \begin{cases} p \leq p_{\text{conf}} = 1 + \frac{4}{n-1}, & 3 \leq n \leq 6; \\
p < p_{\text{conf}} = 5, & n = 2. \end{cases} \]

Then the solution $u$ to equation (1.3) in the defocusing case with initial data $(u_0, u_1) \in H^{\frac{1}{2},\frac{1}{2}}(\mathbb{H}^n) \times H^{\frac{1}{2},-\frac{1}{2}}(\mathbb{H}^n)$ exists globally in time and scatters. More precisely, there exist two pairs $(u_0^\pm, u_1^\pm) \in H^{\frac{1}{2},\frac{1}{2}} \times H^{\frac{1}{2},-\frac{1}{2}}(\mathbb{H}^n)$, such that
\[ \lim_{t \to \pm \infty} \left\| \begin{pmatrix} u(t) \\ \partial_t u(t) \end{pmatrix} - S(t) \begin{pmatrix} u_0^\pm \\ u_1^\pm \end{pmatrix} \right\|_{H^{\sigma - \frac{1}{2},\frac{1}{4}} \times H^{\sigma - \frac{1}{2},-\frac{1}{4}}(\mathbb{H}^n)} = 0 \]
holds for any $\sigma \in [1/2, 1)$. Here the linear propagation operator $S(t)$ is defined in the same manner as in Theorem 3.3.

**Proof.** First of all, the Morawetz inequality proved in Theorem 4.15 claims that $u \in L^{p+1}_x L^{p+1}((-T_-, T_+) \times \mathbb{H}^n)$. Since $p + 1 \geq 1$ is a $(p, 1)$-compatible pair by our assumption, parts (d) and (e) of Theorem 3.3 imply that the solution exists globally in time and that there exist two pairs $(u_0^+, u_1^+) \in H^{0, \frac{1}{2}} \times H^{0, -\frac{1}{2}}(\mathbb{H}^n)$, such that

$$\lim_{t \to \pm \infty} \left\| \begin{pmatrix} u(t) \\ \partial_t u(t) \end{pmatrix} - S(t) \begin{pmatrix} u_0^+ \\ u_1^+ \end{pmatrix} \right\|_{H^{0, \frac{1}{2}} \times H^{0, -\frac{1}{2}}(\mathbb{H}^n)} = 0. \quad (5.2)$$

Applying backward linear propagation on the limit above, we obtain

$$\lim_{t \to \pm \infty} \left\| S(-t) \begin{pmatrix} u(t) \\ \partial_t u(t) \end{pmatrix} - \begin{pmatrix} u_0^+ \\ u_1^+ \end{pmatrix} \right\|_{H^{0, \frac{1}{2}} \times H^{0, -\frac{1}{2}}(\mathbb{H}^n)} = 0. \quad (5.3)$$

Combining this convergence with the fact

$$\left\| S(-t) \begin{pmatrix} u(t) \\ \partial_t u(t) \end{pmatrix} \right\|_{H^{0,1} \times L^2} = \left\| \begin{pmatrix} u(t) \\ \partial_t u(t) \end{pmatrix} \right\|_{H^{0,1} \times L^2} \lesssim (E(u_0, u_1))^{1/2} < \infty, \quad \forall t \in \mathbb{R},$$

we obtain that $(u_0^+, u_1^+) \in H^{0,1} \times L^2(\mathbb{H}^n)$. This implies that $(u_0^+, u_1^+) \in H^{\frac{1}{2}, \frac{1}{2}} \times H^{\frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^n)$ since

$$\left( H^{0, \frac{1}{2}} \cap H^{0,1} \right) \times \left( H^{0, -\frac{1}{2}} \cap L^2 \right) (\mathbb{H}^n) \hookrightarrow H^{\frac{1}{2}, \frac{1}{2}} \times H^{\frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^n).$$

Moreover, we obtain

$$\left\| \begin{pmatrix} u(t) \\ \partial_t u(t) \end{pmatrix} - S(t) \begin{pmatrix} u_0^+ \\ u_1^+ \end{pmatrix} \right\|_{H^{0,1} \times L^2(\mathbb{H}^n)} \lesssim (E(u_0, u_1))^{1/2} + \| (u_0^+, u_1^+) \|_{H^{0,1} \times L^2(\mathbb{H}^n)} < \infty$$

for each $t \in \mathbb{R}$. Using this estimate on the high frequency part and the convergence (5.2) on the low frequency part, we obtain the limit (5.3) and finish the proof. \qed

### 5.2 Scattering results for $p \in [5, \infty)$, $n = 2$

In this section, we show the following scattering result.

**Proposition 5.2.** Let $n = 2$, $p \in [5, \infty)$. Then a solution $u$ to equation (1.3) in the defocusing case with initial data $(u_0, u_1) \in H^{\frac{1}{2}, \frac{1}{2}}(\mathbb{H}^2) \times H^{\frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^2)$ exists globally in time and scatters. More precisely, there exist two pairs $(u_0^+, u_1^+) \in H^{\frac{1}{2}, \frac{1}{2}} \times H^{\frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^2)$, such that

$$\lim_{t \to \pm \infty} \| (u(t), \partial_t u(t)) - (S(t)(u_0^+, u_1^+), \partial_t S(t)(u_0^+, u_1^+)) \|_{H^{\sigma, -\frac{1}{2}} \times H^{\sigma, -\frac{1}{2}}(\mathbb{H}^2)} = 0$$

for any $\sigma \in (1 - \frac{2}{p+1}, 1)$.

**Proof.** Fix $\sigma \in (1 - \frac{2}{p+1}, 1)$. Let us choose a $(p, \sigma)$-compatible pair as in Proposition 3.10

$$(p_1, q_1) = \left( \frac{3p}{2 + \sigma - 3\varepsilon}, \frac{6p}{7 - 4\sigma} \right).$$

Here $\varepsilon$ is an arbitrary constant satisfying $0 < \varepsilon < \min \{ 2 - (1 - \sigma)(p - 1), 1/3 \}$. For a small positive number $\kappa$, we can define a pair $(\tilde{p}_1, \tilde{q}_1)$ by

$$\left( \frac{1}{p_1}, \frac{1}{q_1} \right) = (1 - \kappa) \left( \frac{1}{\tilde{p}_1}, \frac{1}{\tilde{q}_1} \right) + \kappa \left( \frac{1}{p + 1}, \frac{1}{q + 1} \right).$$
This means we have the following inequality for any time interval \( I = [a, b] \subset (-T_-, T_+) \):
\[
\|u\|_{L^{p_1}L^{q_1}(I \times \mathbb{H}^2)} \leq \|u\|_{L^{p_1}L^{q_1}(I \times \mathbb{H}^2)}^{\kappa} \cdot \|u\|_{L^{p_1}L^{q_1}(I \times \mathbb{H}^2)}^{1-\kappa}.
\]
(5.3)

In addition, one can check that the pair \((\tilde{p}_1, \tilde{q}_1)\) is still \(\sigma\)-admissible if we choose a sufficiently small constant \(\kappa\). In fact, the pair \((p_1, q_1)\) is open \(\sigma\)-admissible. As a result, we have a Strichartz estimate
\[
\|u\|_{L^{\tilde{p}_1}L^{\tilde{q}_1}(I \times \mathbb{H}^2)} \leq C \left(\|u(a), \partial_t u(a)\|_{H^{\sigma-\frac{1}{2}} \times H^{\sigma-\frac{1}{2}}} + \|F(u)\|_{L^{p_1/q_1}L^{p_1/q_1}(I \times \mathbb{H}^2)}\right).
\]
(5.4)

Combining this with (5.3), we obtain
\[
\|u\|_{L^{p_1}L^{q_1}(I \times \mathbb{H}^2)} \leq C \left(\|u(a), \partial_t u(a)\|_{H^{\sigma-\frac{1}{2}} \times H^{\sigma-\frac{1}{2}}} + C\|u\|_{L^{p_1}L^{q_1}(I \times \mathbb{H}^2)}^{\kappa} \|u\|_{L^{p_1}L^{q_1}(I \times \mathbb{H}^2)}^{1-\kappa}\right).
\]
(5.5)

Now let us show the norm \(\|(u(a), \partial_t u(a))\|_{H^{\sigma-\frac{1}{2}} \times H^{\sigma-\frac{1}{2}}}\) above is uniformly bounded independent of the choice of \(a\). We start by choosing
\[
\sigma_1 = \frac{1}{4} + \frac{3}{2} \cdot \frac{1}{p+1} \in \left(\frac{1}{4}, \frac{1}{2}\right]; \quad \left(\frac{1}{p_2}, \frac{1}{q_2}\right) = \left(\frac{1}{4}, \frac{1}{p+1}\right).
\]
One can check that the pair \((p_2, q_2)\) satisfies
\[
\frac{1}{p_2} + \frac{2}{q_2} > \sigma_1; \quad \frac{1}{q_2} = \frac{2\sigma_1}{3} - \frac{1}{6}; \quad \frac{1}{p_2}, \frac{1}{q_2} \in \left(0, \frac{1}{2}\right).
\]
Therefore we are able to apply Strichartz estimates in Proposition [2.9] and obtain
\[
\|(u, \partial_t u)\|_{C((-T_-, T_+); H^{\sigma-\frac{1}{2}} \times H^{\sigma-\frac{1}{2}})} \leq C \left(\|u(0, u_1)\|_{H^{\sigma-\frac{1}{2}} \times H^{\sigma-\frac{1}{2}}} + \|F(u)\|_{L^{4/3}L^{4/3}((-T_-, T_+) \times \mathbb{H}^2)}\right).
\]
(5.6)

We claim the right hand side is finite. In fact
\[
\|u(0, u_1)\|_{H^{\sigma-\frac{1}{2}} \times H^{\sigma-\frac{1}{2}}} \leq \|u(0, u_1)\|_{H^{\frac{1}{2}} \times H^{\frac{1}{2}}} < \infty;
\]
(5.7)

This inequality (5.6) implies
\[
\sup_{t \in (-T_-, T_+)} \|(u(t), \partial_t u(t))\|_{H^{\sigma-\frac{1}{2}} \times H^{\sigma-\frac{1}{2}}} < \infty.
\]
(5.8)

Therefore, in particular, the energy conservation law also gives the bound
\[
\sup_{t \in (-T_-, T_+)} \|u(t), \partial_t u(t)\|_{H^{0,1} \times L^2(\mathbb{H}^2)} < \infty.
\]
(5.9)

Using (5.8) for the low frequency part of \(u\) and (5.9) for the high frequency part of \(u\), we obtain
\[
M := \sup_{t \in (-T_-, T_+)} \|(u(t), \partial_t u(t))\|_{H^{\sigma-\frac{1}{2}} \times H^{\sigma-\frac{1}{2}}} < \infty.
\]
(5.10)
Plugging this into (5.5), we have
\begin{equation}
\|u\|_{L^{p_1}L^{\hat{q}_1}(I \times \mathbb{H}^2)} \leq CM + C\|u\|_{L^{r_{p_1}L^{r_{\hat{p}_1}+1}(I \times \mathbb{H}^2)}} \|u\|_{L^{p_1}L^{q_1}(I \times \mathbb{H}^2)}^{p(1-\kappa)}.
\end{equation}

Again using (4.6), let \( \eta \) be a small positive constant such that \( 2CM > CM + C\eta^{pk}(2CM)^{p(1-\kappa)} \) and let \( 0 = a_0 < a_1 < \cdots < a_m = T_+ \) be a partition of the time interval \([0, T_+)\), such that

\[ \|u\|_{L^{p_1}L^{r_{\hat{p}_1}+1}(a_j, a_{j+1}) \times \mathbb{H}^2)} < \eta \]

for each \( 0 \leq j \leq m - 1 \). If we choose \( I = [a_j, t') \subset [a_j, a_{j+1}) \) we can rewrite (5.11) into

\[ \|u\|_{L^{p_1}L^{\hat{q}_1}([a_j, t') \times \mathbb{H}^2)} \leq CM + C\eta^{pk}\|u\|_{L^{p_1}L^{q_1}([a_j, t') \times \mathbb{H}^2)}^{p(1-\kappa)}.
\]

The norm \( \|u\|_{L^{p_1}L^{\hat{q}_1}([a_j, t') \times \mathbb{H}^2)} \) above is finite due to the fact that \((\tilde{p}_1, \tilde{q}_1)\) is \( \sigma \)-admissible, as long as \( t' \neq T_+ \). A continuity argument then immediately gives the upper bound for each \( j \):

\[ \|u\|_{L^{p_1}L^{\hat{q}_1}([a_j, a_{j+1}) \times \mathbb{H}^2)} \leq 2CM.
\]

This means \( \|u\|_{L^{p_1}L^{\hat{q}_1}([0, T+) \times \mathbb{H}^2)} < \infty \). We deduce from (5.3) and (4.6) that

\[ \|u\|_{L^{p_1}L^{\hat{q}_1}([0, T+) \times \mathbb{H}^2)} < \infty.
\]

Recalling the fact that \((p_1, q_1)\) is a \((p, \sigma)\)-compatible pair, we obtain global existence of the solution in time and scattering in the positive time direction by part (d) and (e) of Theorem 3.3. Since the wave equation is time-reversible, the negative time direction can be handled in the same way. Moreover we can prove that the pairs \((u_0^+, u_1^+)\) are contained in the space \( H^{\frac{1}{2}, \frac{1}{2}} \times H^{\frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^2)\), by following the same argument as in the proof of Proposition 5.1. Finally we claim the pairs \((u_0^-, u_1^-)\) do not depend on the choice of \( \sigma \in (1 - \frac{2}{p-1}, 1)\), by the embedding

\[ H^{\sigma_2 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_2 - \frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^2) \hookrightarrow H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^2), \]

if \( \sigma_2 > \sigma_1 \). \( \square \)

### 5.3. Scattering for \( p_{\text{conf}} < p < p_c, 3 \leq n \leq 6 \)

**Proposition 5.3.** Let \( 3 \leq n \leq 6 \), \( p_{\text{conf}} < p < p_c \). Then a solution \( u \) to equation (1.3) in the defocusing case with initial data \((u_0, u_1) \in H^{\frac{1}{2}, \frac{1}{2}}(\mathbb{H}^n) \times H^{\frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^n)\) exists globally in time and scatters. More precisely, there exist two pairs \((u_0^+, u_1^+)\) and \((u_0^-, u_1^-)\) in \( H^{\frac{1}{2}, -\frac{1}{2}} \times H^{\frac{1}{2}, \frac{1}{2}}(\mathbb{H}^n)\), such that

\begin{equation}
\lim_{t \to \pm \infty} \left\| \left( \frac{u(t)}{\partial_t u(t)} \right) - S(t) \left( \begin{array}{c}
\frac{u_0^+}{u_1^+} \\
\frac{u_0^-}{u_1^-}
\end{array} \right) \right\|_{H^{\sigma_1 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^n)} = 0.
\end{equation}

for any \( \sigma \in \left[ \frac{3}{2} - \frac{2}{p-1}, 1 \right)\).

**Proof.** First of all, the embedding of spaces \((\sigma > \sigma_p = \frac{n}{2} - \frac{2}{p-1})\)

\[ H^{\sigma_2 - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_2 - \frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^n) \hookrightarrow H^{\sigma_p - \frac{1}{2}, \frac{1}{2}} \times H^{\sigma_p - \frac{1}{2}, -\frac{1}{2}}(\mathbb{H}^n) \]

guarantees that we only need to prove the limit (5.12) for \( \sigma \in \left( \frac{3}{2} - \frac{2}{p-1}, 1 \right)\). The proof is similar to that of Proposition 5.2. It consists of two main ingredients
besides the energy conservation law and the Morawetz inequality:

- To show that the norm of the solution is bounded independent of time $t$ in the maximal lifespan. More precisely, for any $\sigma \in (\frac{n}{2} - \frac{2}{p-1}, 1)$ we have

$$M := \sup_{t \in (-T_-, T_+)} \| (u(t), \partial_t u(t)) \|_{H^\sigma - \frac{1}{2} \times H^{\sigma - \frac{1}{2}} - \frac{1}{2}} < \infty.$$  

To show that for any $\sigma \in (\frac{n}{2} - \frac{2}{p-1}, 1)$ there exists a $(p, \sigma)$-compatible pair $(p_1, q_1)$ which is also open $\sigma$-admissible. In other words, it satisfies

$$\frac{1}{p_1} + \frac{n}{q_1} > \frac{n}{2} - \sigma; \quad \frac{p}{p_1} + \frac{n p}{q_1} \leq \frac{n}{2} + 2 - \sigma; \quad \frac{1}{q_1} > \frac{1}{2} - \frac{2 \sigma}{n + 1}; \quad \frac{p}{q_1} \leq \frac{n + 5}{2(n + 1)} - \frac{2 \sigma}{n + 1};$$

$$\frac{1}{p_1}, \frac{1}{q_1} \in \left(0, \frac{1}{2}\right); \quad \left(1, \frac{1}{q_1}\right) \in \left[1, \frac{1}{2p}\right], \left[\frac{1}{p_1}, \frac{1}{p}\right].$$

So we can rewrite it as an interpolation between $(p + 1, p + 1)$ and $(\tilde{p}_1, \tilde{q}_1)$; here the pair $(\tilde{p}_1, \tilde{q}_1)$ is still $\sigma$-admissible.

**First ingredient.** The combination of the Morawetz inequality and the energy conservation law yields $\|F(u)\|_{L^2 L^{(p+1)/(p-\sigma)}((-T_-, T_+) \times \mathbb{R}^n)} < \infty$ as in (5.7). If we choose

$$\sigma_1 = \frac{n + 1}{2(p + 1)} - \frac{n - 3}{4} \in \left(\frac{n - 1}{2n}, \frac{1}{2}\right),$$

then a Strichartz estimate gives the uniform bound

$$\sup_{t \in (-T_-, T_+)} \| (u(t), \partial_t u(t)) \|_{H^{\sigma_1 - \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}} - \frac{1}{2}} \lesssim \| (u(0), u_1) \|_{H^{\sigma_1 - \frac{1}{2}} \times H^{\sigma_1 - \frac{1}{2}} - \frac{1}{2}} + \| F(u) \|_{L^2 L^{(p+1)/\sigma}((-T_-, T_+) \times \mathbb{R}^n)} < \infty.$$

Combining this with the energy conservation law, we obtain the bound (5.13).

**Second ingredient.** There are two cases:

- If $3 \leq n \leq 5$, we can choose $(p_1, q_1) = \left(\frac{(n+1)p}{2 + (n-1)p}, \frac{2(n+1)p}{n+5-4\sigma}\right)$.
- If $n = 6$, we can choose $(p_1, q_1) = \left(\frac{28p}{(27 - 7p)\sigma + (21p - 27)}, \frac{14p}{11 - 4\sigma}\right)$. This is manufactured via an interpolation between the $(p, \sigma)$-compatible pair given in Proposition 3.9 and the pair $(2, 2p)$. \hfill \Box

6. An Application on a Quintic Wave Equation on $\mathbb{R}^2$

In this section we consider the defocusing quintic wave equation on $\mathbb{R}^2$:

$$\begin{align*}
\partial_t^2 u - \Delta u &= -|u|^4 u, \quad (x, t) \in \mathbb{R}^2 \times \mathbb{R}; \\
u|_{t=0} &= u_0; \\
\partial_t u|_{t=0} &= u_1.
\end{align*}$$  

(6.1)

Long-time behaviour of small solutions to this equation has been discussed in former works [25][53]. Suitable solutions to this equation satisfy the energy conservation law

$$E(u, \partial_t u) = \int_{\mathbb{R}^2} \left(\frac{1}{2} |u_t|^2 + \frac{1}{2} |\nabla u|^2 + \frac{1}{6} |u|^6\right) \, dx = E(u_0, u_1).$$  

(6.2)
We also recall that the homogeneous space $\dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)$ is critical for this problem. We show that if the initial data $(u_0, u_1)$ are radial, sufficiently smooth and small near infinity, then the solution to equation (6.1) scatters. Unlike the scattering results in higher dimensional spaces mentioned in the introduction, the two dimensional case seems a little more difficult to deal with, since the scattering of the linear propagation is weaker in lower dimensions. As in the hyperbolic spaces, the main ingredients of our proof include:

(I) A local well-posedness theory in a suitable space of functions, which usually depends on corresponding Strichartz estimates. This will be discussed in Subsection 6.1 below.

(II) An appropriate global space-time integral estimate. In [42] a Morawetz-type inequality

$$
\int_{-T}^{T} \int_{\mathbb{R}^n} \frac{|u|^{p+1}}{|x|} dx dt \leq CE
$$

was proved for the wave equation $\partial_t^2 u - \Delta u = -|u|^{p-1}u$ in $\mathbb{R}^n$ with $n \geq 3$. The global estimate was strongly used to gain a scattering theory here. Unfortunately, this does not work in the two dimensional case. Instead we translate the solution to the wave equation (6.1) into a solution to the shifted wave equation (1.9) on the hyperbolic plane and then apply the Morawetz-type inequality Theorem 4.15 and the scattering result Proposition 5.2 there.

We start by claiming the main result of this section, which will be further improved in the last subsection.

**Theorem 6.1.** Assume the initial data $(u_0, u_1)$ are radial, smooth and satisfy the inequalities

$$
|\nabla u_0(x)|, |u_1(x)| \leq A(|x| + 1)^{-\frac{3}{2} - \varepsilon},
$$

$$
|u_0(x)| \leq A(|x| + 1)^{-\frac{1}{2} - \varepsilon},
$$

with two positive constants $A$ and $\varepsilon$. Then the solution $u$ to the wave equation (6.1) with initial data $(u_0, u_1)$ exists globally in time and scatters with a finite space-time norm

$$
\|u\|_{L^6 L^6(\mathbb{R} \times \mathbb{R}^2)} < \infty.
$$

Equivalently there exist two pairs $(u_0^\pm, u_1^\pm) \in \dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)$, such that

$$
\lim_{t \to \pm \infty} \|(u(t) - S(t)(u_0^\pm, u_1^\pm), \partial_t u(t) - \partial_t S(t)(u_0^\pm, u_1^\pm))\|_{\dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}} = 0.
$$

Here $S(t)(u_0^\pm, u_1^\pm)$ is the solution of the linear wave equation with initial data $(u_0^\pm, u_1^\pm)$.

**Remark 6.2.** The assumptions on initial data $(u_0, u_1)$ in Theorem 6.1 immediately give

$$
\int_{\mathbb{R}^2} \left(|\nabla u_0|^\frac{3}{2} + |u_1|^\frac{3}{2}\right) dx \leq 2A^\frac{3}{2} \int_{\mathbb{R}^2} (1 + |x|)^{-2 - \frac{3}{2} + \varepsilon} dx \lesssim A^\frac{3}{2}.
$$

Thus we have $(u_0, u_1) \in \dot{W}^{1,\frac{3}{2}} \times L^\frac{3}{2}(\mathbb{R}^2)$. The Sobolev embedding implies that $(u_0, u_1)$ is in the space $\dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)$, which is the critical Sobolev space for this
problem. Furthermore, we can show that this pair of initial data comes with a finite energy

\[ E(u_0, u_1) \lesssim \int_{\mathbb{R}^2} \left[ |\nabla u_0|^2 + |u_1|^2 + |u_0|^6 \right] dx \]

\[ \lesssim \int_{\mathbb{R}^2} \left[ A^2(|x| + 1)^{-3-2\varepsilon} + A^6(|x| + 1)^{-3-6\varepsilon} \right] dx \]

\[ \lesssim A^2 + A^6. \]

**Remark 6.3.** The global existence of the solutions in time can be proved under weaker assumptions by a combination of the local theory and the energy conservation law, as in Lemma 6.1.

### 6.1. Local theory in \( \dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2) \).

The basic tool to develop a local theory is the following Strichartz estimate from Proposition 3.1 of [19].

**Lemma 6.4** (A Strichartz estimate). Let \( u \) be the solution to the nonlinear wave equation in a time interval \( I \) containing 0:

\[
\begin{cases}
\partial_t^2 u - \Delta u = F(x,t), & (x,t) \in \mathbb{R}^2 \times I; \\
u_{t=0} = u_0; \\
\partial_t u_{t=0} = u_1.
\end{cases}
\]

Then we have the space-time norm estimate

\[ \|u\|_{L^6 L^6(I \times \mathbb{R}^2)} + \|(u, \partial_t u)\|_{C(I; \dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2))} \]

\[ \leq C \left[ \|(u_0, u_1)\|_{\dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)} + \|F\|_{L^6 L^6(I \times \mathbb{R}^2)} \right]. \]

The constant \( C \) does not depend on the time interval \( I \).

Before moving to the proof of well-posedness we introduce the definition of a solution in our context. The notation \( F(u) \) will be used to represent the nonlinear term \(-|u|^4u\) in this whole section.

**Definition 6.5** (Solutions). We say \( u(t) \) is a solution of the Cauchy problem \((6.1)\) in the time interval \( I \) if \( (u(t), \partial_t u(t)) \in C(I; \dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)) \), with a finite norm \( \|u\|_{L^6 L^6(J \times \mathbb{R}^2)} \) for any bounded closed interval \( J \subseteq I \) so that the integral equation

\[ u(t) = S(t)(u_0, u_1) + \int_0^t \frac{\sin((t - \tau)\sqrt{-\Delta})}{\sqrt{-\Delta}} F(u(\tau)) d\tau \]

holds for all time \( t \in I \).

By the Strichartz estimates and a fixed-point argument, we have the following results. See, for instance, [8][17][33][34][41][43][45] for more details.

**Lemma 6.6.** There exists a constant \( \delta > 0 \) such that if the initial data \( (u_0, u_1) \in \dot{H}^{1/2} \times \dot{H}^{-1/2}(\mathbb{R}^2) \) satisfy

\[ \|S(t)(u_0, u_1)\|_{L^6 L^6(I \times \mathbb{R}^2)} < \delta \]

for a time interval \( I \) containing 0, then there exists a solution to \((6.1)\) in the time interval \( I \) with the given initial data \( (u_0, u_1) \).

This is a typical statement for a well-posedness result when the data belong to a critical space.
Theorem 6.7 (Local solution). For any initial data \((u_0, u_1) \in \dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)\), there is a maximal interval \((-T_-(u_0, u_1), T_+(u_0, u_1))\) in which the equation has a solution.

Theorem 6.8 (Scattering with small data). There exists a constant \(\delta_1 > 0\) such that if the norm of the initial data \(\|(u_0, u_1)\|_{\dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)} < \delta_1\), then the Cauchy problem \([6.1]\) has a global-in-time solution \(u\) with \(\|u\|_{L^6 L^6(\mathbb{R} \times \mathbb{R}^2)} < \infty\).

Lemma 6.9 (Standard finite time blow-up criterion). If \(T_+ < \infty\), then
\[
\|u\|_{L^6 L^6([0, T_+])} = \infty.
\]

Proposition 6.10 (Long-time perturbation theory; see also [34, 46, 51]). Let \(M\) be a positive constant. There exists a constant \(\varepsilon_0 = \varepsilon_0(M) > 0\), such that if \(\varepsilon < \varepsilon_0\), then for any approximation solution \(\tilde{u}\) defined on \(\mathbb{R}^2 \times I\) \((0 \in I)\) and any initial data \((u_0, u_1) \in \dot{H}^{1/2} \times \dot{H}^{-1/2}(\mathbb{R}^2)\) satisfying
\[
(\partial_t^2 - \Delta)(\tilde{u}) - F(\tilde{u}) = e(x, t), \quad (x, t) \in \mathbb{R}^2 \times I,
\]
\[
\|\tilde{u}\|_{L^6 L^6(I \times \mathbb{R}^2)} < M, \quad \|(\tilde{u}(0), \partial_t \tilde{u}(0))\|_{\dot{H}^{1/2} \times \dot{H}^{-1/2}(\mathbb{R}^2)} < \infty,
\]
\[
\|e(x, t)\|_{L^{6/5} L^{6/5}(I \times \mathbb{R}^2)} + \|S(t)(u_0 - \tilde{u}(0), u_1 - \partial_t \tilde{u}(0))\|_{L^6 L^6(I \times \mathbb{R}^2)} \leq \varepsilon,
\]
there exists a solution \(u(x, t)\) of \([6.1]\) defined in the interval \(I\) with the initial data \((u_0, u_1)\) and satisfying
\[
\|u(x, t) - \tilde{u}(x, t)\|_{L^6 L^6(I \times \mathbb{R}^2)} < C(M) \varepsilon.
\]

Lemma 6.11. Let \((u_0, u_1)\) be any initial data in \(\dot{H}^{1/2} \times \dot{H}^{-1/2}(\mathbb{R}^2)\) with an energy \(E(u_0, u_1) < \infty\). We have that the solution \(u\) to equation \([6.1]\) exists globally in time. In particular, the solution \(u\) in Theorem [6.1] is a global solution, according to Remark 6.12.

Proof. By contradiction we assume that \(T_+ < \infty\). By the energy conservation law, we always have
\[
\int_{\mathbb{R}^2} |u(x, t)|^6 dx \leq 6E(u_0, u_1)
\]
for any \(t \in [0, T_+]\). This implies that
\[
\|u\|_{L^6 L^6([0, T_+ \times \mathbb{R}^2])} \leq (6ET_+)^{1/6} < \infty,
\]
which contradicts the finite time blow-up criterion. \(\Box\)

6.2. Preliminary estimates on solution \(u\). The first step of the proof for Theorem [6.1] is to show that for any given \(t > 0\) the solution \(u(x, t)\) and its derivatives decay at a certain rate when \(|x| \to \infty\) as its initial data do. The first main tool is the following estimate on linear solutions.

Lemma 6.12. Let \(u\) be the solution to the following linear wave equation in a time interval \([0, T]\):
\[
\left\{
\begin{array}{l}
\partial_t^2 u - \Delta u = F(x, t), \quad (x, t) \in \mathbb{R}^2 \times [0, T]; \\
u|_{t=0} = u_0; \\
\partial_t u|_{t=0} = u_1.
\end{array}
\right.
\]
In addition, we assume that for $R, A, B > 0$ and $0 < \alpha, \beta < 1/2$,\[
|u_0(x)| \leq A|x|^{-1/2-\alpha}, \quad \text{if } |x| > R;
|\nabla u_0(x)| \leq A|x|^{-3/2-\alpha}, \quad \text{if } |x| > R;
|u_1(x)| \leq A|x|^{-3/2-\alpha}, \quad \text{if } |x| > R;
|F(x, t)| \leq B|x|^{-5/2}(|x| - t)^{-\beta}, \quad \text{if } |x| > R + t.
\]
Then there exists a constant $C = C(\alpha, \beta) \geq 1$ such that the solution $u$ satisfies\[
|u(x, t)| \leq C|\frac{A(|x| - t)^{-\alpha} + B(|x| - t)^{-\beta}}{|x| - t}|, \quad \text{if } t \in [0, T] \text{ and } |x| > R + t.
\]

In order to deal with the Poisson kernel involved in the proof of this lemma, we need to introduce a few technical lemmata first.

**Lemma 6.13.** Let $|x| > r > 0$. Then we have\[
\int_{|y-x|=r} |y|^{-\kappa} dS(y) \leq \begin{cases} 
C(\kappa) \min \left\{ \frac{1}{(|x|-r)^{\kappa-1}}, \frac{r}{(|x|-r)^\kappa} \right\}, & \text{if } \kappa > 1; \\
C(\kappa) \min \left\{ |x|^{-\kappa}, \frac{r}{(|x|-r)^\kappa} \right\}, & \text{if } 0 < \kappa < 1.
\end{cases}
\]

**Proof.** Since $|y| \geq |x| - r$, we have\[
\int_{|y-x|=r} |y|^{-\kappa} dS(y) \leq \int_{|y-x|=r} (|x| - r)^{-\kappa} dS(y) = \frac{2\pi r}{(|x| - r)^\kappa}.
\]

On the other hand, Figure 1 shows\[
|y| = |OY| \geq \sqrt{|OA|^2 + |AY|^2} = \sqrt{(|x| - r)^2 + 4r^2 \sin^2(\theta/2)}
\]
\[
\geq \sqrt{(|x| - r)^2 + \frac{4r^2 \theta^2}{\pi^2}}.
\]

Thus we have\[
\int_{|y-x|=r} |y|^{-\kappa} dS(y) \leq 2 \int_0^\pi \left( (|x| - r)^2 + \frac{4r^2 \theta^2}{\pi^2} \right)^{-\kappa/2} r d\theta.
\]
If $\kappa > 1$, applying a change of variable on the right hand of the inequality above, we obtain

$$
\int_{|y-x|=r} |y|^{-\kappa} dS(y) \leq \frac{\pi}{(|x|-r)^{\kappa-1}} \int_0^\pi \left( 1 + \frac{4r^2 \theta^2}{\pi^2 (|x|-r)^2} \right)^{-\kappa/2} \frac{2r}{\pi (|x|-r)} d\theta
$$

(6.6)

$$
\leq \frac{\pi}{(|x|-r)^{\kappa-1}} \int_0^\infty (1 + \tau^2)^{-\kappa/2} d\tau
$$

On the other hand, if $0 < \kappa < 1$, inequality (6.5) yields

$$
\int_{|y-x|=r} |y|^{-\kappa} dS(y) \leq 2 \int_0^\pi \left( \frac{4r^2 \theta^2}{\pi^2} \right)^{-\kappa/2} r d\theta
$$

(6.7)

$$
\leq 2^{1-\kappa} \pi^{\kappa-1} \int_0^\pi \theta^{-\kappa} d\theta
$$

$$
\leq C(\kappa) |x|^{1-\kappa}.
$$

Combining inequalities (6.4), (6.6) and (6.7), we finish the proof. \qed

**Lemma 6.14.** Assume that the constants $\kappa_1, \kappa_2, r_1, r_2 > 0$ satisfy the conditions

$\quad r_1 < r_2; \quad \kappa_1 < 1; \quad \kappa_1 + \kappa_2 > 1.$

Then we have

$$
\int_0^{r_1} (r_1 - r)^{-\kappa_1} (r_2 - r)^{-\kappa_2} dr \leq C(r_2 - r_1)^{1-\kappa_1-\kappa_2}.
$$

Here the constant $C$ can be chosen as

$$
C = \frac{1}{1-\kappa_1} + \frac{1}{\kappa_1 + \kappa_2 - 1}.
$$

More generally, we have

**Lemma 6.15.** Assume that the constants $\kappa_1, \kappa_2, \kappa_3, r_1, r_2, r_3 > 0$ satisfy the conditions

$\quad r_1 < r_2 \leq r_3; \quad \kappa_1 + \kappa_2 < 1; \quad \kappa_1 + \kappa_2 + \kappa_3 > 1.$

Then

$$
\int_0^{r_1} (r_1 - r)^{-\kappa_1} (r_2 - r)^{-\kappa_2} (r_3 - r)^{-\kappa_3} dr \leq C(r_3 - r_1)^{1-\kappa_1-\kappa_2-\kappa_3}.
$$

Here the constant $C$ can be chosen as

$$
C = \frac{1}{1-\kappa_1 - \kappa_2} + \frac{1}{\kappa_1 + \kappa_2 + \kappa_3 - 1}.
$$

**Proof of Lemma 6.12.** Since the conclusion holds automatically at $t = 0$ if the constant $C \geq 1$, let us assume $t > 0$ and $|x| > t + R$. First of all, we can write $u(x, t)$ explicitly in terms of $u_0, u_1$ and $F(x, t)$ as

$$
u(x, t) = \frac{1}{2\pi t^2} \int_{B(x, t)} \frac{t\partial u}{|t^2 - |y-x|^2|^{1/2}} dy
$$

$$
+ \frac{1}{2\pi} \int_0^t \int_{B(x, t-s)} \frac{F(y, s)}{|(t-s)^2 - |y - x|^2|^{1/2}} dy ds.
$$
As a result, we obtain

\[ |u(x,t)| \leq \frac{1}{2\pi} \int_{B(x,t)} \frac{|u_0(y)|}{|t^2 - |y - x|^2|^{1/2}} \, dy + \frac{1}{2\pi} \int_{B(x,t)} \frac{|u_1(y)| + |\nabla u_0(y)|}{|t^2 - |y - x|^2|^{1/2}} \, dy \]

\[ + \frac{1}{2\pi} \int_{B(x,t)} \frac{|F(y,s)|}{|(t - s)^2 - |y - x|^2|^{1/2}} \, dy \]

\[ = I_1 + I_2 + I_3. \]

Let us start with \( I_3 \):

\[ I_3 = \frac{1}{2\pi} \int_{0}^{t} \int_{B(x,t-s)} \frac{B|y|^{-5/2}(|y| - s)^{-\beta}}{|(t - s)^2 - |y - x|^2|^{1/2}} \, dy \, ds \]

\[ = \frac{1}{2\pi} \int_{0}^{t} \int_{0}^{t-s} \frac{B|y|^{-5/2}(|y| - s)^{-\beta}}{|(t - s)^2 - |y - x|^2|^{1/2}} \, dy \, ds \]

\[ \leq \frac{1}{2\pi} \int_{0}^{t} \int_{0}^{t-s} \frac{B|y|^{-5/2}(|y| - s)^{-\beta}}{|(t - s)^2 - |y - x|^2|^{1/2}} \, dy \, ds \]

\[ \leq \int_{0}^{t} \int_{0}^{t-s} \left[ \frac{B(|x - r - s|)^{-\beta}}{|(t - s)^2 - r^2|^{1/2}} \right] \, dr \hspace{1cm} \text{drds} \]

\[ \leq \int_{0}^{\max\{t - |x|/2, 0\}} \int_{0}^{t-s} \left[ \frac{B(|x - r - s|)^{-\beta}}{|(t - s)^2 - r^2|^{1/2}} \right] \, dr \hspace{1cm} \text{drds} \]

\[ + \int_{\max\{t - |x|/2, 0\}}^{t} \int_{0}^{t-s} \left[ \frac{B(|x - r - s|)^{-\beta}}{|(t - s)^2 - r^2|^{1/2}} \right] \, dr \hspace{1cm} \text{drds} \]

\[ = I_{3,1} + I_{3,2}, \]

where we used Lemma 6.13 with \( k = \frac{5}{2} \).

The first term \( I_{3,1} \) is trivial unless \( t > |x|/2 \). Thanks to Lemma 6.15 we obtain

\[ I_{3,1} \leq \frac{B}{|x|^{1/2}} \int_{0}^{t-|x|/2} \int_{0}^{t-s} \left[ \frac{(|x - r - s|)^{-\beta}}{(t - s - r)^{1/2}} \right] \, dr \hspace{1cm} \text{drds} \]

\[ \leq \frac{B}{|x|^{1/2}} \int_{0}^{t-|x|/2} \int_{0}^{t-s} \left[ (t - s - r)^{-1/2} \right] \, dr \hspace{1cm} \text{drds} \]

\[ \lesssim_{\beta} \frac{B}{|x|^{1/2}} \int_{0}^{(t - |x|/2)} (|x| - t + s)^{-1-\beta} \, ds \]

\[ \lesssim_{\beta} B|x|^{-1/2}(|x| - t)^{-\beta}. \]

On the other hand, we have

\[ I_{3,2} \leq \frac{B(|x| - t)^{-\beta}}{|x|^{5/2}} \int_{0}^{t} \int_{\max\{t - |x|/2, 0\}}^{t-s} \frac{r}{|(t - s)^2 - r^2|^{1/2}} \, dr \hspace{1cm} \text{drds} \]

\[ \leq \frac{B(|x| - t)^{-\beta}}{|x|^{5/2}} \int_{0}^{t} \int_{0}^{t-s} \frac{r}{|(t - s)^2 - r^2|^{1/2}} \, dr \hspace{1cm} \text{drds} \]

\[ \leq \frac{B(|x| - t)^{-\beta}}{|x|^{5/2}} \int_{0}^{t} (t - s) \, ds \]

\[ \leq B|x|^{-1/2}(|x| - t)^{-\beta}. \]
Combining the estimates for $I_{3.1}$ and $I_{3.2}$, we obtain $I_3 \lesssim B|x|^{-1/2}(|x| - t)^{-\beta}$.

Next let us consider $I_2$:

$$I_2 = \frac{1}{2\pi} \int_{B(x,t)} \frac{|u_1(y)| + |\nabla u_0(y)|}{|t^2 - |y - x|^2|^{1/2}} dy$$

$$\lesssim \int_{B(x,t)} A|y|^{-3/2-\alpha} \frac{dy}{|t^2 - |y - x|^2|^{1/2}}$$

$$\leq A \int_0^t \int_{|y-x|=r} \frac{|y|^{-3/2-\alpha}}{(t^2 - r^2)^{1/2}} dS(y) dr$$

$$\lesssim A \int_0^t \frac{1}{(t^2 - r^2)^{1/2}} \min \left\{ \frac{1}{(|x| - r)^{1/2+\alpha}}, \frac{r}{(|x| - r)^{3/2+\alpha}} \right\} dr,$$

where again we used Lemma 6.13 with $\kappa = \frac{3}{2} + \alpha$. If $t > |x|/2$, then we have

$$I_2 \lesssim A \int_0^t \frac{1}{(t^2 - r^2)^{1/2}} \cdot \frac{1}{(|x| - r)^{1/2+\alpha}} dr$$

$$\lesssim A|x|^{-1/2} \int_0^t (t - r)^{-1/2}(|x| - r)^{-1/2-\alpha} dr$$

$$\lesssim_\alpha A|x|^{-1/2}(|x| - t)^{-\alpha},$$

where we applied Lemma 6.14. If $t \leq |x|/2$, then we have

$$I_2 \lesssim A \int_0^t \frac{1}{(t^2 - r^2)^{1/2}} \cdot \frac{r}{(|x| - r)^{3/2+\alpha}} dr$$

$$\lesssim A|x|^{-3/2-\alpha} \int_0^t \frac{r}{(t^2 - r^2)^{1/2}} dr$$

$$\leq A|x|^{-3/2-\alpha} t$$

$$\leq A|x|^{-1/2}(|x| - t)^{-\alpha}.$$

Finally, we can estimate $I_1$ by

$$I_1 = \frac{1}{2\pi t} \int_{B(x,t)} \frac{|u_0(y)|}{|t^2 - |y - x|^2|^{1/2}} dy$$

$$\leq \frac{1}{t} \int_{B(x,t)} \frac{A|y|^{-1/2-\alpha}}{|t^2 - |y - x|^2|^{1/2}} dy$$

$$\leq \frac{A}{t} \int_0^t \int_{|y-x|=r} \frac{|y|^{-1/2-\alpha}}{(t^2 - r^2)^{1/2}} dS(y) dr$$

$$\lesssim_\alpha \frac{A}{t} \int_0^t \frac{1}{(t^2 - r^2)^{1/2}} \min \left\{ \frac{|x|^{1/2-\alpha}}{|x| - r)^{1/2+\alpha}}, \frac{r}{(|x| - r)^{1/2+\alpha}} \right\} dr,$$

where we used Lemma 6.13 with $\kappa = \frac{1}{2} + \alpha < 1$. If $t > |x|/2$, then we have

$$I_1 \lesssim A \frac{|x|^{1/2-\alpha}}{|x|} \int_0^t \frac{|x|^{1/2-\alpha}}{(t^2 - r^2)^{1/2}} dr \lesssim A|x|^{-1/2-\alpha} \leq A|x|^{-1/2}(|x| - t)^{-\alpha}.$$
On the other hand, if \( t \leq |x|/2 \), we obtain
\[
I_1 \lesssim \frac{A}{t} \int_0^t \frac{1}{(t^2 - r^2)^{1/2}} \frac{r}{(|x| - r)^{1/2 + \alpha}} dr
\]
\[
\lesssim \frac{A}{t|x|^{1/2 + \alpha}} \int_0^t \frac{r}{(t^2 - r^2)^{1/2}} dr
\]
\[
= A|x|^{-1/2 - \alpha} \leq A|x|^{-1/2} (|x| - t)^{-\alpha}.
\]
Combining the estimates for \( I_1, I_2 \) and \( I_3 \), we finish the proof. \( \square \)

**Proposition 6.16.** Let \((u_0, u_1)\) and \(A, \varepsilon\) be the initial data and positive constants as in Theorem 6.1. Fix any constant \( \delta < \min\{\varepsilon, 1/10\} \). Then there exist constants \( B_1 = B_1(\delta) > 0 \) and \( R = R(\delta, \varepsilon, A) > 1 \), such that the following inequality holds:
\[
|u(x, t)| \leq B_1 |x|^{-1/2} (|x| - t)^{-\delta}
\]
if \( t \geq 0 \) and \( |x| > t + R \).

**Proof.** Let \( C = C(\delta, 5\delta) \) be the constant as in the conclusion of Lemma 6.12. We can always find two small positive constants \( A_1 = A_1(\delta) \) and \( B_1 = B_1(\delta) \), such that
\[
B_1 > C(A_1 + B_1^5).
\]
Since \( \delta < \varepsilon \), we can always find a large constant \( R = R(A, \varepsilon - \delta) > 1 \), such that if \( |x| > R \), then
\[
|u_1(x)|, |\nabla u_0(x)| < A_1 |x|^{-3/2 - \delta};
\]
\[
|u_0(x)| < A_1 |x|^{-1/2 - \delta}.
\]
Let us check that these constants \( B_1 \) and \( R \) work. The idea is a “double induction” as below. By our local theory, given any small constant \( \varepsilon > 0 \), the interval \([0, T_+]\) can be broken into
\[
[0, T_+] = [0, t_1] \cup [t_1, t_2] \cup [t_2, t_3] \cup \cdots \cup [t_m, t_{m+1}] \cup \cdots
\]
so that the \( L^6L^6 \) norm of \( u \) in each sub-interval satisfies (let \( t_0 = 0 \))
\[
\|u\|_{L^6L^6([t_m, t_{m+1}])} \leq \varepsilon_1.
\]
By the Strichartz estimates, we have
\[
\|S(t - t_m)(u(\cdot, t_m), \partial_t u(\cdot, t_m))\|_{L^6L^6([t_m, t_{m+1}])}
\]
\[
\lesssim \|u\|_{L^6L^6([t_m, t_{m+1}])} + \|F(u)\|_{L^{6/5}L^{6/5}([t_m, t_{m+1}])}
\]
\[
\lesssim \|u\|_{L^6L^6([t_m, t_{m+1}])} + \|u\|^5_{L^6L^6([t_m, t_{m+1}])}
\]
\[
\leq \varepsilon_1 + \varepsilon_1^5.
\]
As a result, if \( \varepsilon_1 \) is sufficiently small, the solution \( u \) in the time interval \([t_m, t_{m+1}]\) can be obtained by a fixed-point argument. More precisely, the restriction of \( u \) in the time interval \([t_m, t_{m+1}]\) is the limit of \( \tilde{u}_{m,n} \) in \( L^6L^6([t_m, t_{m+1}]) \) as \( n \to \infty \) if we set \( \tilde{u}_{m,0} = 0 \) and define
\[
\tilde{u}_{m,n+1}(t) = S(t - t_m)(u(\cdot, t_m), \partial_t u(\cdot, t_m)) + \int_{t_m}^t \sin((t - \tau)\sqrt{-\Delta}) \frac{\sqrt{-\Delta}}{\sqrt{-\Delta}} F(\tilde{u}_{m,n}(\tau)) d\tau.
\]
This then implies the restriction of \( u \) in the time interval \([0, t_{m+1}]\) is the limit of \( u_{m,n} \) in \( L^6L^6(\mathbb{R}^2 \times [0, t_{m+1}]) \) as \( n \to \infty \) if we set

\[
u_{m,0}(x, t) = \begin{cases} u(x, t), & t \in [0, t_m]; \\ 0, & t \in (t_m, t_{m+1}], \end{cases}
\]

and define

\[
u_{m,n+1}(t) = S(t)(u_0, u_1) + \int_0^t \sin((t - \tau)\sqrt{-\Delta}) \frac{F(u_{m,n}(\tau))}{\sqrt{-\Delta}} d\tau.
\]

Now let us show that the solution \( u \) satisfies (6.8) in the time interval \([0, t_m]\) for all nonnegative integers \( m \) by an induction. If \( m = 0 \), this is trivial. Let us assume (6.8) holds for time \( t \in [0, t_m] \). Then it is clear that \( u_{m,0} \) satisfies the same inequality for \( t \in [0, t_{m+1}] \). If we assume that \( u_{m,n}(x, t) \) satisfies the inequality (6.8) when \( t \in [0, t_{m+1}] \), then Lemma 6.12 gives

\[
|u_{m,n+1}(x, t)| \leq C|x|^{-1/2} \left[ A_1(|x| - t)^{-\delta} + B_1^5(|x| - t)^{-5\delta} \right] \\
\leq C(A_1 + B_1^5)|x|^{-1/2}(|x| - t)^{-\delta} \leq B_1|x|^{-1/2}(|x| - t)^{-\delta},
\]

if \(|x| > R + t\) and \( t \in [0, t_{m+1}] \). By induction we obtain that the inequality (6.8) holds for any \( u_{m,n} \) with this particular \( m \) and an arbitrary nonnegative integer \( n \). Passing to the limit, we obtain the estimate (6.8) for \( u \) if \( t \in [0, t_{m+1}] \). This finishes the proof by induction. \( \square \)

Note at this point that none of the arguments above use the radial assumption. However, the following propositions do require a radial assumption. The letter \( r \) below is the radius \( r = |x| \).

**Proposition 6.17.** Let \((u_0, u_1)\) be initial data as in Theorem 6.1 and let the constants \( \delta, B_1, R \) be as in the Proposition 6.16. Then if \( t \geq 0 \) and \( r > t + R \) we have the following estimates for the solution \( u \):

\[
(6.9) \quad |(\sqrt{r} u)_t + (\sqrt{r} u)_r| \lesssim_\delta r^{-1-\delta};
\]
\[
(6.10) \quad |u_t + u_r| \lesssim_\delta r^{-3/2};
\]
\[
(6.11) \quad |u_t - u_r| \lesssim_\delta r^{-1/2}.
\]

**Proof.** A basic computation shows that \( \sqrt{r} u \) satisfies the one dimensional wave equation

\[
(\partial_t^2 - \partial_r^2)(\sqrt{r} u) = \sqrt{r}(\partial_t^2 - \Delta_x)u + \frac{1}{4} r^{-3/2}u = -\sqrt{r}|u|^4 u + \frac{1}{4} r^{-3/2}u \equiv G(r, t).
\]

By inequality (6.8), we can estimate the nonlinear term \( G(r, t) \) by

\[
|G(r, t)| = | - \sqrt{r}|u|^4 u + (1/4)r^{-3/2}u| \lesssim_\delta r^{-2}(r - t)^{-\delta}
\]
if \( r > t + R \) and \( t \geq 0 \). Assume that the pair \((r_0, t_0)\) satisfies \( r_0 > t_0 + R \) and \( t_0 \geq 0 \). Then by the identity

\[
(\partial_t - \partial_r)((\sqrt{ru})_t + (\sqrt{ru})_r) = G(r, t),
\]

we obtain (see the integral path shown in Figure 2)

\[
\begin{align*}
|((\sqrt{ru})_t + (\sqrt{ru})_r)|_{(r,t) = (r_0, t_0)} &
\leq |((\sqrt{ru})_t + (\sqrt{ru})_r)|_{(r,t) = (r_0 + t_0, 0)} + \int_0^{t_0} G(r_0 + t_0 - s, s) ds \\
&\leq \sqrt{ru_1} + \sqrt{r} \partial_r u_0 + \frac{1}{2} r^{-1/2} u_0 \bigg|_{r = r_0 + t_0} + \int_0^{t_0} |G(r_0 + t_0 - s, s)| ds \\
&\lesssim_\delta (r_0 + t_0)^{-1-\delta} + \int_0^{t_0} (r_0 + t_0 - s)^{-2} [(r_0 + t_0 - s) - s]^{-\delta} ds \\
&\lesssim r_0^{-1-\delta} + r_0^{-2} \int_0^{t_0} (r_0 + t_0 - 2s)^{-\delta} ds \\
&\lesssim r_0^{-1-\delta}.
\end{align*}
\]

This gives the first inequality (6.9). By the identity \(((\sqrt{ru})_t + (\sqrt{ru})_r) = r^{1/2} u_t + r^{1/2} u_r + (1/2) r^{-1/2} u\), we have

\[
\begin{align*}
|r^{1/2} u_t + r^{1/2} u_r|_{(r,t) = (r_0, t_0)} &
\leq |((\sqrt{ru})_t + (\sqrt{ru})_r)|_{(r,t) = (r_0, t_0)} + (1/2) r_0^{-1/2} |u(r_0, t_0) | \lesssim_\delta r_0^{-1}.
\end{align*}
\]

This is in fact equivalent to the second inequality (6.10). Similarly the identity

\[
(\partial_t + \partial_r)((\sqrt{ru})_t - (\sqrt{ru})_r) = G(r, t)
\]
implies
\[
|((\sqrt{r}u)_t - (\sqrt{r}u)_r)|_{(r,t)=(r_0,t_0)} \leq |(\sqrt{r}u)_t - (\sqrt{r}u)_r|_{(r,t)=(r_0-t_0,0)} + \int_0^{t_0} G(r_0 - t_0 + s, s) ds
\]
\[
\leq \left|\sqrt{r}u_1 - \sqrt{r}\partial_r u_0 - \frac{1}{2}r^{-1/2}u_0\right|_{r=r_0-t_0} + \int_0^{t_0} |G(r_0 - t_0 + s, s)| ds
\]
\[
\lesssim_\delta (r_0 - t_0)^{-1-\delta} + \int_0^{t_0} (r_0 - t_0 + s)^{-2} [(r_0 - t_0 + s) - s]^{-\delta} ds
\]
\[
\leq 1 + \int_0^{t_0} (r_0 - t_0 + s)^{-2} ds
\]
\[
\lesssim 1.
\]
By the identity \((\sqrt{r}u)_t - (\sqrt{r}u)_r = r^{1/2}u_t - r^{1/2}u_r - (1/2)r^{-1/2}u\), we have
\[
|r^{1/2}u_t - r^{1/2}u_r|_{(r,t)=(r_0,t_0)} \leq |(\sqrt{r}u)_t - (\sqrt{r}u)_r|_{(r,t)=(r_0,t_0)} + (1/2)r_0^{-1/2}|u(r_0, t_0)| \lesssim_\delta 1.
\]
This finishes the proof of the last inequality (6.11). \(\square\)

**Remark 6.18.** Proposition 6.17 implies \(u_r, u_t \lesssim_\delta r^{-1/2}\) if \(r > t + R\) and \(t \geq 0\).

### 6.3. Translation between two equations.

Let us start by explaining the transformation between a light cone in \(\mathbb{R}^2 \times \mathbb{R}\) and the space-time \(\mathbb{H}^2 \times \mathbb{R}\). We follow the same method used in [52]. Let \((x, t)\) be the Cartesian coordinates in the Minkowski space \(\mathbb{R}^2 \times \mathbb{R}\) and let \(t_0\) be a fixed time. In the forward light cone \(\{(x, t) : t - t_0 > |x|\}\) we can introduce new coordinates \((\tau, s, \Theta) \in \mathbb{R} \times [0, \infty) \times S^1\) by

\[
x = \Theta e^\tau \sinh s,
\]
\[
t = t_0 + e^\tau \cosh s.
\]

We interpret \((s, \Theta)\) as the polar coordinates in the hyperbolic plane \(\mathbb{H}^2\) and \(\tau\) as the substitute for time. The surface with a constant value \(\tau = \tau_0\) is exactly the upper sheet of the hyperboloid \((t - t_0)^2 - |x|^2 = e^{2\tau_0}\) in the Minkowski space. Let \(d\mu\) be the volume element in the hyperbolic plane \(\mathbb{H}^2\). Change of variables gives

\[
dx dt = e^{3\tau} d\mu d\tau.
\]

A simple computation gives the identity

\[
e^{\tau/2}(-\partial_t^2 + \Delta_x)e^{-\tau/2} = e^{-2\tau}\left(-\partial_\tau^2 + \Delta_{\mathbb{H}^2} + \frac{1}{4}\right),
\]
and as a direct corollary we have the following proposition.

**Proposition 6.19.** If \(u(x, t)\) is a solution to the wave equation (6.1) in \(\mathbb{R}^2 \times (t_0, \infty)\), then the function \(v(s, \Theta, \tau) = e^{\tau/2}u(\Theta e^\tau \sinh s, t_0 + e^\tau \cosh s)\) is a solution to the following shifted wave equation in \(\mathbb{H}^2 \times \mathbb{R}\):

\[
(6.12) \quad \partial_\tau^2 v - \left(\Delta_{\mathbb{H}^2} + \frac{1}{4}\right) v = -|v|^4 v.
\]
6.4. Proof of the scattering theory. As we mentioned at the beginning of this section, the idea is to consider the solution \( v = e^{\tau/2}u \) to the shifted wave equation (6.12) on the hyperbolic plane \( \mathbb{H}^2 \) and see what the Morawetz-type inequality obtained in Sections 4 and 5 gives when we come back to the Minkowski space \( \mathbb{R} \times \mathbb{R}^2 \). Since the initial data \( (u_0, u_1) \) have been assumed to be smooth in Theorem 6.1, we only need to consider smooth solutions \( u \) in the argument below.

**Figure 3.** Illustration of the transformation

\[ \begin{align*}
  v(s, \Theta, \tau) &= e^{\tau/2}u(\Theta e^{\tau} \sinh s, t_0 + e^{\tau} \cosh s) \\
  \partial_\tau v &= e^{\tau/2} \left( \frac{u}{2} + u_r e^{\tau} \sinh s + u_t e^{\tau} \cosh s \right) \\
  \partial_s v &= e^{\tau/2} \left( u_r e^{\tau} \cosh s + u_t e^{\tau} \sinh s \right).
\end{align*} \]

The value of \( u \) or its derivatives are taken at \( (\Theta e^{\tau} \sinh s, t_0 + e^{\tau} \cosh s) \).

6.4.1. Energy at time \( \tau \). Let us first fix a time \( \tau \). As we mentioned earlier, the data of the function \( v \) at time \( \tau \) are determined by the data of \( u \) on the upper sheet of the hyperboloid \( (t - t_0)^2 - |x|^2 = e^{2\tau} \). In order to avoid any point on this hyperboloid to fall in the region \( \{(x, t) | |x| < t + R, t > 0 \} \), where we cannot apply our estimate on \( u \) found in Section 6.2, we restrict our choice of \( \tau \) in the interval
If \( U \subseteq \mathbb{H}^2 \), we can consider the local energy of \( v \) in \( U \) at time \( \tau \) given by the integral

\[
2\mathcal{E}_U = \int_U \left[ |\partial_r v|^2 + |\partial_s v|^2 - \frac{1}{4} v^2 + \frac{1}{3} |v|^6 \right] d\mu
\]

\[
= \int_U e^{\tau} \left[ \left( \frac{u}{2} + u_r e^{\tau} \sinh s + u_t e^{\tau} \cosh s \right)^2 - \frac{1}{4} u^2 \right] d\mu
\]

(6.13) \[
+ \int_U e^{\tau} (u_r e^{\tau} \cosh s + u_t e^{\tau} \sinh s)^2 d\mu + \frac{1}{3} \int_U e^{3\tau} |u|^6 d\mu
\]

\[
= \int_U e^{\tau} \left[ (u_r^2 + u_t^2) e^{2\tau} (\cosh^2 s + \sinh^2 s) + 4u_r u_t e^{2\tau} \sinh s \cosh s \right] d\mu
\]

\[
+ \int_U e^{\tau} [u u_r e^{\tau} \sinh s + u u_t e^{\tau} \cosh s] d\mu + \frac{1}{3} \int_U e^{3\tau} |u|^6 d\mu.
\]

Let us consider two different types of subsets \( U \).

**Center disk.** The first type of subset \( U \) is the disk

\[
U_1(\tau) = \{(s, \Theta) \in \mathbb{H}^2 : s < s_\tau\}.
\]

The upper bound \( s_\tau = \cosh^{-1}(-e^{-\tau}t_0) \) corresponds to the value of \( t = 0 \). We define \( J_1(\tau) \) to be the local energy of \( v \) in the region \( U_1(\tau) \) at time \( \tau \). By the calculation above, we have

(6.14) \[
2J_1(\tau) = \int_{U_1(\tau)} e^{\tau} \left[ (u_r^2 + u_t^2) e^{2\tau} (\cosh^2 s + \sinh^2 s) + 4u_r u_t e^{2\tau} \sinh s \cosh s \right] d\mu
\]

\[
+ \int_{U_1(\tau)} e^{\tau} [u u_r e^{\tau} \sinh s + u u_t e^{\tau} \cosh s] d\mu + \frac{1}{3} \int_{U_1(\tau)} e^{3\tau} |u|^6 d\mu.
\]

This is clearly finite for each given \( \tau \) since we know \( u(x,t) \) is smooth.

**Large rings.** The second type of region \( U_2 \) is given by

\[
U_2(\tau, s_0) = \{(s, \Theta) \in \mathbb{H}^2 : s_\tau < s < s_0\}.
\]

As we did for the region \( U_1 \), we define \( J_2(\tau, s_0) \) to be the local energy of \( v \) in \( U_2(\tau, s_0) \) at the time \( \tau \). By rewriting the integral (6.13) into polar coordinates, we can give a formula for \( J_2 \) as

\[
2J_2(\tau, s_0) = \int_{s_\tau}^{s_0} \left[ (u_r^2 + u_t^2) e^{2\tau} (\cosh^2 s + \sinh^2 s) + 4u_r u_t e^{2\tau} \sinh s \cosh s \right] (e^{\tau} \sinh s) ds
\]

\[
+ \frac{1}{3} \int_{s_\tau}^{s_0} e^{3\tau} |u|^6 \sinh s ds.
\]

Applying the change of variables \( r = e^{\tau} \sinh s \) and the substitution

\[
t_+ = e^{\tau} \cosh s \quad \Rightarrow \quad dr = e^{\tau} \cosh s ds = t_+ ds,
\]
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we obtain

\[ 2J_2(\tau, s_0) = c \int_{\sqrt{t_0^2-r^2}}^{e^r \sinh s_0} \left[ (u_r^2 + u_t^2)(t_+^2 + r^2) + 4u_r u_t t_+ r + uu_r + uu_t t_+ \right] \frac{r}{t_+} dr \\
+ \frac{c}{3} \int_{\sqrt{t_0^2-r^2}}^{e^r \sinh s_0} e^{2r} |u|^6 \frac{r}{t_+} dr \\
= c \int_{\sqrt{t_0^2-r^2}}^{e^r \sinh s_0} g(\tau, r) dr, \]

where the integrand \( g(\tau, r) \) is given by

\[ g(\tau, r) = \frac{r}{t_+} \left[ (u_r^2 + u_t^2)(t_+^2 + r^2) + 4u_r u_t t_+ r + uu_r + uu_t t_+ + \frac{1}{3} e^{2r} |u|^6 \right]. \]

The points \((r, t) = (r, t_0 + \sqrt{r^2 + e^{2\tau}})\), where the function \( u \) and its derivatives are evaluated in the formula above, satisfy

\[ r - t = r - (t_0 + \sqrt{r^2 + e^{2\tau}}) \geq \sqrt{t_0^2 - e^{2\tau}} - t_0 + t_0 > R \]

and \( t \geq 0 \) by our choice of \( t_0 \) and \( \tau \). Thus one can always apply to \( g \) the estimates on \( u \) obtained in Propositions 6.16 and 6.17.

6.4.2. Estimate of \( g(\tau, r) \). Let us recall \( \tau \in [-1, 0] \). The function \( g(\tau, r) \) can be written as the sum

\[ g(\tau, r) = [2r^2(u_r^2 + u_t^2) + 4r^2 u_r u_t + uu_r + uu_t r] + \frac{e^{2r}}{3} \frac{r}{t_+} |u|^6 \\
+ \left( \frac{r(r^2 + t_+^2)}{t_+} - 2r^2 \right) (u_r^2 + u_t^2) + \left( \frac{r^2}{t_+} - r \right) (uu_r) \\
= g_1(\tau, r) + g_2(\tau, r) + g_3(\tau, r) + g_4(\tau, r). \]

The main contribution comes from the first term

\[ |g_1(\tau, r)| = \left| 2r \left( \sqrt{r} u_t + \sqrt{r} u_r + \frac{u}{2\sqrt{r}} \right) \left( \sqrt{r} u_t + \sqrt{r} u_r \right) \right| \\
= \left| 2r \left( (\sqrt{r} u)_t + (\sqrt{r} u)_r \right) \cdot (\sqrt{r} u_t + \sqrt{r} u_r) \right| \\
= 2r^{3/2} \left| (\sqrt{r} u)_t + (\sqrt{r} u)_r \right| |u_t + u_r| \\
\leq \delta 2r^{3/2} \cdot r^{-1-\delta} \cdot r^{-3/2} \\
\lesssim r^{-1-\delta}, \]

where we used Proposition [6.17]. We now observe that

\[ \left| \frac{r(r^2 + t_+^2)}{t_+} - 2r^2 \right| = \frac{r}{t_+} \left| 2r^2 + e^{2r} - 2r t_+ \right| \leq \frac{e^{4r}}{2r^2 + e^{2r} + 2r t_+} \leq r^{-2}, \]

\[ \left| \frac{r^2}{t_+} - r \right| = \frac{r}{t_+} \cdot \frac{e^{2r}}{r + t_+} \leq r^{-1}, \]
and substitute $u$, $u_r$, $u_t$ with their upper bounds found earlier in Propositions \textbf{6.16} \textbf{6.17} and Remark \textbf{6.18}. As a result, we obtain
\[ |g_2(\tau, r)| \lesssim_\delta 1 \cdot r^{-3} = r^{-3}; \]
\[ |g_3(\tau, r)| \lesssim_\delta r^{-2} \cdot r^{-1} = r^{-3}; \]
\[ |g_4(\tau, r)| \lesssim_\delta r^{-1} \cdot r^{-1} = r^{-2}. \]
Adding these up, we have $|g(\tau, r)| \lesssim_\delta r^{-1-\delta}$. Therefore
\[ |J_2(\tau, s_0)| \lesssim_\delta \int_0^{e^{-\sinh s_0}} r^{-1-\delta} dr \lesssim_\delta 1. \]
In other words, $J_2$ has an upper bound which is independent of $\tau \in [-1, 0]$ and $s_0 \gg 1$.

\textbf{6.4.3. $L^6L^6$ norm in the cone.} We would like to conclude that the solution $v$ to \textbf{6.12} has a finite energy by using the fact that $J_2(\tau, s_0)$ is uniformly bounded as $s_0 \to \infty$. However, the negative term $-\frac{1}{8}|v|^2$ in the energy imposes a technical difficulty in the limit process. We solve this problem by applying smooth cut-off techniques. Let $\phi : \mathbb{R} \to [0, 1]$ be a smooth cut-off function such that
\[ \phi(s) = \begin{cases} 1, & \text{if } s < 0; \\ 0, & \text{if } s > 1. \end{cases} \]
Let us define the cut-off version of initial data of $v$ at time $\tau$ as
\[ v_{0,s_0}(s, \Theta) = \phi(s-s_0)v(\tau, s, \Theta); \quad v_{1,s_0}(s, \Theta) = \phi(s-s_0)\partial_r v(\tau, s, \Theta). \]
This pair of initial data is smooth and compact-supported. Observing that
\[ \partial_s v_{0,s_0}(s, \Theta) = \phi'(s-s_0)v(\tau, s, \Theta) + \phi(s-s_0)\partial_s v(\tau, s, \Theta), \]
we obtain
\[ |\nabla v_{0,s_0}(s, \Theta)|^2 \leq C|v(\tau, s, \Theta)|^2 + 2|\partial_s v(\tau, s, \Theta)|^2. \]
Here the constant $C$ depends on $\phi$ only. Using \textbf{(6.15)} we have the following estimate on the energy:
\[ E(v_{0,s_0}, v_{1,s_0}) - J_1(\tau) - J_2(\tau, s_0) \]
\[ = \int_{s_0 < s < s_0+1} \left[ \frac{1}{2}|\nabla v_{0,s_0}|^2 + \frac{1}{2}|v_{1,s_0}|^2 - \frac{1}{8}|v_{0,s_0}|^2 + \frac{1}{6}|v_{0,s_0}|^6 \right] d\mu \]
\[ \leq \int_{s_0 < s < s_0+1} \left[ \frac{C}{2}|v(\tau, s)|^2 + |\partial_s v(\tau, s)|^2 + \frac{1}{2}|\partial_r v(\tau, s)|^2 + \frac{1}{6}|v(\tau, s)|^6 \right] d\mu \]
\[ \leq 2[J_2(\tau, s_0 + 1) - J_2(\tau, s_0)] + \left( \frac{C}{2} + \frac{1}{4} \right) \int_{s_0 < s < s_0+1} |v(\tau, s)|^2 d\mu \]
\[ \lesssim_\delta 1 + \int_{s_0}^{s_0+1} |v(\tau, s)|^2 \sinh s ds \]
\[ = 1 + \int_{e^{-\sinh s_0}}^{e^{-\sinh s_0+1}} |u|^2 \frac{r}{t_+} dr \]
\[ \lesssim_\delta 1 + \int_{e^{-\sinh s_0}}^{e^{-\sinh s_0+1}} r^{-1} dr \lesssim 1. \]
Here we use the inequality $|u(t,r)| \lesssim r^{-1/2}$ (if $r > t + R$ and $t \geq 0$) indicated by Proposition 6.16. As a result, the energy $\mathcal{E}(v_{0,s_0}, v_{1,s_0})$ has an upper bound independent of $s_0$. More precisely, for each given $\tau \in [-1,0]$ we have

$$\mathcal{E}(v_{0,s_0}, v_{1,s_0}) < \mathcal{E}_0 = J_1(\tau) + C_1(\delta),$$

for any $s_0 \gg 1$.

Let us consider the solution $v_{s_0}$ to the shifted wave equation (6.12) with initial data $(v_{0,s_0}, v_{1,s_0})$ at time $\tau$. Proposition 5.2 guarantees its maximal lifespan is $\mathbb{R}$ and the key estimate immediately follows by Theorem 4.15:

$$\int_{\mathbb{H}^2 \times \mathbb{R}} |v_{s_0}|^6 d\mu d\tau' \leq 6\mathcal{E}_0 < \infty.$$ 

By finite speed of propagation, we know $v_{s_0} = v$ in the region $K_{\tau,s_0} = \{(\tau', s, \Theta) \in \mathbb{R} \times \mathbb{H}^2 : s + |\tau' - \tau| < s_0\}$.

As a result, we have the inequality

$$\int_{K_{\tau,s_0}} |v|^6 d\mu d\tau' \leq 6\mathcal{E}_0.$$ 

Letting $s_0 \to \infty$, we obtain the estimate

$$\int_{\mathbb{H}^2 \times \mathbb{R}} |v|^6 d\mu d\tau' \leq 6\mathcal{E}_0.$$ 

By a change of variables

$$|v|^6 d\mu d\tau' = |e^{\tau'/2} u|^6 d\mu d\tau' = |u|^6 e^{3\tau'} d\mu d\tau' = |u|^6 dx dt,$$

we obtain

$$\int_{t > |x|>0} |u|^6 dx dt \leq 6\mathcal{E}_0.$$ 

The integral region contains the set $\{(t, x) : |x| \leq t + R, t > 0\}$; see Figure 3 above. Therefore we have

$$\int_{|x| \leq t + R, t > 0} |u|^6 dx dt \leq 6\mathcal{E}_0.$$ 

6.4.4. *End of the proof.* On the other hand, we can apply the point-wise estimate of $u$ given by Proposition 6.16 if $|x| > t + R$ and $t > 0$,

$$\int_{|x| > t + R, t > 0} |u(x,t)|^6 dx dt \lesssim \delta \int_{|x| > t + R, t > 0} |x|^{-3} (|x| - t)^{-6\delta} dx dt$$

$$\leq \int_{|x| > R} \left( \int_0^{|x|-R} |x|^{-3} (|x| - t)^{-6\delta} dt \right) dx$$

$$\lesssim \int_{|x| > R} |x|^{-3} |x|^{1-6\delta} dx$$

$$\lesssim \int_{|x| > R} r^{-2-6\delta} r dr$$

$$\lesssim \delta R^{-6\delta} \leq 1.$$ 

In summary, we have $\|u\|_{L^6L^6(\mathbb{R}^+ \times \mathbb{R}^2)} < \infty$. Thus we obtain the scattering in the positive time direction. Since the wave equation is time-reversible, the scattering in the negative time direction can be proved in the same way.
6.5. Further improvement. In this subsection, we first show that there exists an upper bound of the norm $\|u\|_{L^6L^6(\mathbb{R}^2)}$, which depends only on the explicit parameters $A$ and $\varepsilon$ in Theorem 6.1. As a result, we can show the smoothness condition is not necessary by smooth approximation.

6.5.1. The upper bound of the $L^6L^6$ norm. By collecting the upper bounds found in (6.16), (6.17) and (6.18) in the previous subsection, we obtain

**Proposition 6.20.** Let $u$ be a solution to equation (6.1) as in Theorem 6.1. Then the $L^6L^6$ norm of $u$ has an upper bound of the form

$$\|u\|_{L^6L^6(\mathbb{R}^2)}^6 \leq C_2(\delta) + 6 \inf_{\tau \in [-1,0]} J_1(\tau),$$

where the constant $C_2$ depends on $\delta$ only.

6.5.2. Estimate of $J_1(\tau)$. We start by showing the parameter $\tau$ in the upper bound found in (6.19) can be chosen so that the local energy $J_1(\tau)$ is dominated by a constant determined solely by the parameters $A$ and $\varepsilon$ in Theorem 6.1. The idea is to integrate $J_1$ in $\tau$. By the identity (6.14) we have

$$2 \inf J_1(\tau) \leq \int_K e^{2\tau} \left[ (u^2_r + u^2_t)e^{2\tau}(\cosh^2 s + \sinh^2 s) + 4u_r u_t e^{2\tau} \sinh s \cosh s \right] d\mu d\tau$$

$$+ \int_K e^{\tau} \left[ u u_r e^{\tau} \sinh s + uu_t e^{\tau} \cosh s \right] d\mu d\tau + \frac{1}{3} \int_K e^{3\tau} |u|^6 d\mu d\tau,$$

where the region of integration is defined as $K = \{(y, \tau) \in \mathbb{R}^2 \times \mathbb{R} : \tau \in [-1,0], y \in U_1(\tau)\}$. A change of variables $dxdt = e^{3\tau} d\mu d\tau$ shows

$$2 \inf J_1(\tau) \leq \int_{K'} e^{-2\tau} \left[ (u^2_r + u^2_t)(|x|^2 + t^2_+) + 4u_r u_t |x| t_+ + uu_r |x| + uu_t t_+ \right] dxdt$$

$$+ \frac{1}{3} \int_{K'} |u|^6 dxdt,$$

where the region $K' = \{(x,t) : e^{-2} < (t - t_0)^2 - |x|^2 < 1, t_0 < t < 0\}$; see Figure 4.

Since this region is compactly supported, we are able to find easily an upper bound:

$$2 \inf J_1(\tau) \lesssim \int_{K'} \left[ (u^2_r + u^2_t)(|x|^2 + t^2_+) + 4|u_r||u_t||x| t_+ + |u||u_r||x| + |u||u_t||t_+ + |u|^6 \right] dxdt$$

$$\lesssim \int_{K'} \left[ (u^2_r + u^2_t)t^2_+ + |u|^2 + |u|^6 \right] dxdt$$

$$\lesssim \int_{t_0 + e^{-1}}^0 \int_{e^{-2} < (t - t_0)^2 - |x|^2 < 1} \left[ (u^2_r + u^2_t)u^2_0 + 1 + |u|^6 \right] dxdt$$

$$\lesssim \int_{t_0 + e^{-1}}^0 \left[ t_0^2 E(u_0, u_1) + 1 \right] dt$$

$$\lesssim |t_0|^3 E(u_0, u_1) + |t_0|.$$

According to Remark 6.2 we also have that the energy $E(u_0, u_1)$ is dominated by

$$E(u_0, u_1) \lesssim A^2 + A^6.$$
As a result, we have \( \inf J_1(\tau) \lesssim |t_0| + |t_0|^3(A^2 + A^6) \). By (6.19), we obtain
\[
\|u\|_{L^6((\mathbb{R}^+ \times \mathbb{R}^2)} \lesssim C(\delta) + |t_0| + |t_0|^3(A^2 + A^6).
\]

6.5.3. Conclusion. A quick review of the calculations we performed reveals that \( \delta \) and \( t_0 \) can be selected in a way that they are uniquely determined by \( A \) and \( \varepsilon \). As a consequence of (6.20) we have the stronger estimate
\[
\|u\|_{L^6((\mathbb{R}^+ \times \mathbb{R}^2)} \leq C(\varepsilon, A).
\]
Here we have substituted \( \mathbb{R}^+_t \) by \( \mathbb{R} \), because the negative time direction can be handled in the same manner.

6.5.4. Final results. The improved version of the main Theorem 6.1 now becomes

**Theorem 6.21.** Let \( (u_0, u_1) \) be a pair of radial initial data satisfying the inequalities
\[
|\nabla u_0|, |u_1| \leq A(1 + |x|)^{-\frac{3}{2} - \varepsilon},
|u_0| \leq A(1 + |x|)^{-\frac{1}{2} - \varepsilon},
\]
with two positive constants \( A \) and \( \varepsilon \). Then the solution \( u \) of the wave equation (6.1) exists globally in time and scatters with a finite space-time norm
\[
\|u\|_{L^6((\mathbb{R}^+ \times \mathbb{R}^2)} < C(\varepsilon, A) < \infty.
\]
Moreover there exist two pairs \( (u_0^+, u_1^+) \in \dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2) \), such that
\[
\lim_{t \to \pm \infty} \|(u(t) - S(t)(u_0^+, u_1^+), \partial_t u(t) - \partial_t S(t)(u_0^+, u_1^+))\|_{\dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}} = 0.
\]
Remark 6.22. As in Remark 6.2, basic computation shows that the initial data in Theorem 6.21 satisfy
\[(u_0, u_1) \in W^{1, \frac{4}{3}} \times L^\frac{4}{3}(\mathbb{R}^2) \hookrightarrow \dot{H}^\frac{1}{2} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2);\]
\[E(u_0, u_1) \lesssim A^2 + A^6 < \infty.\]

Proof of Theorem 6.21. Let us choose a nonnegative, smooth, radial cut-off function \(\phi(x)\) compactly supported in the unit disk with \(\int_{\mathbb{R}^2} \phi(x) dx = 1\) and define \((0 < \lambda < 1)\)
\[\phi_\lambda(x) = \frac{1}{\lambda^2} \phi\left(\frac{x}{\lambda}\right).\]

Then we can smooth out the initial data by defining
\[(u_{0,\lambda}, u_{1,\lambda}) = \phi_\lambda * (u_0, u_1).\]

These pairs are obviously smooth and radial with the gradient
\[\nabla u_{0,\lambda} = \phi_\lambda * \nabla u_0.\]

We can estimate
\[|\nabla u_{0,\lambda}(x_0)| \leq (\phi_\lambda * |\nabla u_0|)(x_0) \leq \left(\phi_\lambda * A(1 + |x|)^{-\frac{3}{2} - \epsilon}\right)(x_0) \leq C(\epsilon) A(|x_0| + 1)^{-\frac{3}{2} - \epsilon};\]
\[|u_{1,\lambda}(x_0)| \leq (\phi_\lambda * |u_1|)(x_0) \leq \left(\phi_\lambda * A(1 + |x|)^{-\frac{3}{2} - \epsilon}\right)(x_0) \leq C(\epsilon) A(|x_0| + 1)^{-\frac{3}{2} - \epsilon};\]
\[|u_{0,\lambda}(x_0)| \leq (\phi_\lambda * |u_0|)(x_0) \leq \left(\phi_\lambda * A(1 + |x|)^{-\frac{3}{2} - \epsilon}\right)(x_0) \leq C(\epsilon) A(|x_0| + 1)^{-\frac{3}{2} - \epsilon}.\]

By Theorem 6.1 and the \(L^6 L^6\) norm estimate (6.21), these inequalities guarantee the existence of a universal constant \(C = C(\epsilon, A)\), such that for any \(\lambda \in (0, 1)\), the solution \(u_\lambda\) to (6.1) with initial data \((u_{0,\lambda}, u_{1,\lambda})\) exists for all \(t \in \mathbb{R}\) and satisfies
\[(6.22) \quad \|u_\lambda\|_{L^6 L^6(\mathbb{R} \times \mathbb{R}^2)} < C.\]

On the other hand, we know both \(|\nabla u_0|\) and \(u_1\) are in the space \(L^\frac{4}{3}(\mathbb{R}^2)\) by Remark 6.22. This implies
\[\|\nabla (u_{0,\lambda} - u_0)\|_{L^\frac{4}{3}(\mathbb{R}^2)} = \|\phi_\lambda * \nabla u_0 - \nabla u_0\|_{L^\frac{4}{3}(\mathbb{R}^2)} \to 0,\]
\[\|(u_{1,\lambda} - u_1)\|_{L^\frac{4}{3}(\mathbb{R}^2)} = \|\phi_\lambda * u_1 - u_1\|_{L^\frac{4}{3}(\mathbb{R}^2)} \to 0,\]
as \(\lambda \to 0\). The Sobolev embedding then gives
\[(6.23) \quad \|(u_{0,\lambda}, u_{1,\lambda}) - (u_0, u_1)\|_{\dot{H}^{\frac{1}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)} \to 0.\]

Now we are able to conclude that \(\|u\|_{L^6 L^6((-T, T) \times \mathbb{R}^2)} \leq C\). If this were not true, we could obtain a contradiction by (6.22), (6.23) and applying long-time perturbation theory; see Proposition 6.10. The last step is to apply the finite time blow-up criterion Lemma 6.9 and then conclude that the maximal lifespan of \(u\) is \(\mathbb{R}\). \(\square\)
APPENDIX

Focusing equation and blow up.

**Proposition A.1.** Assume $2 \leq n \leq 6$ and $1 < p < p_c$. Let $(u_0, u_1)$ be a pair of nonzero initial data in $H^1 \times H^{\frac{1}{2}}(\mathbb{H}^n)$ so that the energy associated to the solution to \((1.3)\) in the focusing case is

$$E(u_0, u_1) = \int_{\mathbb{H}^n} \left( \frac{1}{2} |\nabla u_0|^2 - \frac{\rho^2}{2} |u_0|^2 + \frac{1}{2} |u_1|^2 - \frac{1}{p + 1} |u_0|^{p+1} \right) d\mu \leq 0.$$ 

Then the solution to the focusing equation \((1.3)\) with initial data $(u_0, u_1)$ blows up in finite time in both positive and negative time directions.

**Remark A.2.** There are also results on the blow-up of solutions to the nonlinear Schrödinger equation on the hyperbolic spaces. Please see Theorem 1.8 in Banica [5], for instance.

**Proof.** Let us assume $T_+ = \infty$ and deduce a contradiction. The negative time direction can be dealt with in the same manner. First of all, the same argument as in the proof of Lemma [4,7] gives

$$(u, \partial_t u) \in C((-T_-, T_+); H^1(\mathbb{H}^n) \times L^2(\mathbb{H}^n)),$$

and the energy conservation law $(t_0 \in (-T_-, T_+))$ reads

\[
(A.1) \quad \mathcal{E}(u_0, u_1) = \frac{1}{2} ||u(\cdot, t_0)||_{H^0,1(\mathbb{H}^n)}^2 + \frac{1}{2} ||\partial_t u(\cdot, t_0)||_{L^2(\mathbb{H}^n)}^2 - \frac{1}{p + 1} ||u(\cdot, t_0)||_{L^{p+1}(\mathbb{H}^n)}^{p+1} \leq 0,
\]

which implies

\[
(A.2) \quad \frac{1}{p + 1} ||u(\cdot, t_0)||_{L^{p+1}(\mathbb{H}^n)}^{p+1} \geq \frac{1}{2} ||u(\cdot, t_0)||_{H^0,1(\mathbb{H}^n)}^2 + \frac{1}{2} ||\partial_t u(\cdot, t_0)||_{L^2(\mathbb{H}^n)}^2.
\]

Furthermore, if we apply the Sobolev embedding $H^0,1 \hookrightarrow L^{p+1}$ given in Proposition 2.6 to \((A.1)\), we have

$$C ||u(\cdot, t_0)||_{L^{p+1}(\mathbb{H}^n)}^2 + \frac{1}{2} ||\partial_t u(\cdot, t_0)||_{L^2(\mathbb{H}^n)}^2 - \frac{1}{p + 1} ||u(\cdot, t_0)||_{L^{p+1}(\mathbb{H}^n)}^{p+1} \leq \mathcal{E} \leq 0.$$ 

This implies $||u(\cdot, t_0)||_{L^{p+1}} \geq 1$ for all $t_0 \in (-T_-, T_+)$.

Let us define

$$\mathcal{M}(t) = \int_{\mathbb{H}^n} |u(x, t)|^2 d\mu(x).$$

Applying integration by parts as well as necessary smoothing and truncation techniques as we did in the proof of the Morawetz inequality, we obtain

$$\mathcal{M}'(t) = 2 \int_{\mathbb{H}^n} u\partial_t u d\mu;$$

$$\mathcal{M}''(t) = 2 \int_{\mathbb{H}^n} \left( |\partial_t u|^2 - |\nabla u|^2 + \rho^2 |u|^2 + |u|^{p+1} \right) d\mu$$

\[
(A.3) \quad = -4\mathcal{E} + \int_{\mathbb{H}^n} \left( 4|\partial_t u|^2 + \frac{2(p - 1)}{p + 1} |u|^{p+1} \right) d\mu \\
\geq -4\mathcal{E} + \int_{\mathbb{H}^n} (p + 3)|\partial_t u|^2 d\mu.
\]
In the last step above we use the inequality (A.2). Combining (A.3), the assumption $\mathcal{E} \leq 0$ and the fact $\|u\|_{L^{p+1}(\mathbb{R}^n)} \gtrsim 1$, we obtain the inequality $\mathcal{M}''(t) \gtrsim 1$. This implies $\mathcal{M}'(t)$ will be eventually positive as $t \to \infty$. Let us assume $\mathcal{M}(t), \mathcal{M}'(t) > 0$ as $t > t_1$. Using the inequality

$$
\mathcal{M}(t)\mathcal{M}''(t) \geq \left( \int_{\mathbb{R}^n} |u|^2 d\mu \right) \left( \int_{\mathbb{R}^n} (p+3)|\partial_t u|^2 d\mu \right) \geq \frac{p+3}{4} [\mathcal{M}'(t)]^2,
$$

we obtain

$$
\frac{d}{dt} \left( \frac{\mathcal{M}(t)}{\mathcal{M}'(t)} \right) = \frac{[\mathcal{M}'(t)]^2 - \mathcal{M}''(t)\mathcal{M}(t)}{[\mathcal{M}'(t)]^2} \leq \frac{1-p}{4} < 0
$$

for all $t > t_1$. This is a contradiction since we have assumed $\mathcal{M}(t)/\mathcal{M}'(t) > 0$ for all $t > t_1$. 

**Visual rendering of the Strichartz estimates.**

**Figure 5.** Admissible pair $(p, q)$ in dimension 2, with $\sigma < 3/4$

**Figure 6.** Admissible pair $(p, q)$ in dimension 2, with $\sigma \geq 3/4
Figure 7. Admissible pair \((p, q)\) in dimension 3

Figure 8. Admissible pair \((p, q)\) in dimension 4 or higher, \(\sigma < \frac{n+1}{2(n-1)}\)

Figure 9. Admissible pair \((p, q)\) in dimension 4 or higher, \(\sigma \geq \frac{n+1}{2(n-1)}\)
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