Abstract. The vertex operator algebras and modules associated to the highest weight modules for the Virasoro algebra over an arbitrary field \( F \) with \( \text{ch} F \neq 2 \) are studied. The irreducible modules of vertex operator algebra \( L(\frac{1}{2}, 0)_F \) are classified. The rationality of \( L(\frac{1}{2}, 0)_F \) is established if \( \text{ch} F \neq 7 \).

1. Introduction

This paper is devoted to the study of vertex operator algebras over an arbitrary field \( F \). In particular, the vertex operator algebras associated to the highest weight modules for the Virasoro algebra \( \text{Vir}_F \) are investigated. In the case where \( F = \mathbb{C} \) is the field of complex numbers, the Virasoro vertex operator algebras have been studied extensively in [FZ], [DMZ], [W].

The most interesting irreducible highest weight modules \( L(c, h) \) for the Virasoro algebra are the unitary ones when \( F = \mathbb{C} \). It is well known from [FQS] and [GKO] that if \( c < 1 \), \( L(c, h) \) is unitary if and only if

\[
c_m = 1 - \frac{6}{m(m+1)} \quad \text{for } m = 2, 3, \ldots
\]

and

\[
h = h_{r,s}^m = \frac{((m+1)r - ms)^2 - 1}{4m(m+1)} \quad (r, s \in \mathbb{N}, 1 \leq s \leq r \leq m - 1).
\]

Moreover, \( L(c_m, 0) \) is a rational vertex operator algebra and \( L(c_m, h_{r,s}^m) \) are exactly the irreducible \( L(c_m, 0) \)-modules (cf. [DMZ], [W]). If \( m = 3 \), we have a rational vertex operator algebra \( L(\frac{1}{2}, 0) \) and its irreducible modules \( L(\frac{1}{2}, h) \) with \( h = 0, \frac{1}{2}, \frac{1}{16} \).

The importance of vertex operator algebra \( L(\frac{1}{2}, 0) \) comes from a discovery [DMZ] that there are 48 commutative Virasoro vectors with central charge \( \frac{1}{2} \) in the moonshine vertex operator algebra \( V^{2} \) [FLM]. That is, \( L(\frac{1}{2}, 0)^{\otimes 48} \) is a vertex operator subalgebra of \( V^{2} \). This discovery has led to the theory of code and framed vertex operator algebras as presented in [M1]-[M2] and [DGH], a proof [D] of a conjecture of Frenkel-Lepowsky-Meurman [FLM] that \( V^{2} \) is holomorphic, a different construction of the \( V^{2} \) [M3] and proofs [DGL], [LY] of weak versions of uniqueness of the moonshine vertex operator algebras conjectured in [FLM]. See [LSY], [LS], [LYY1], [LYY2] for the other developments along this line.
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In this paper we study $L(\frac{1}{2},0)_F$ over an arbitrary field $F$ with $\text{ch} F \neq 2$, where $L_c(h)_F$ is the irreducible highest weight module for $Vir_F$ with the central charge $c$ and highest weight $h$. It is proved that $L(\frac{1}{2},0)_F$ is a rational vertex operator algebra with three inequivalent modules $L(\frac{1}{2},h)_F$ with $h = 0, \frac{1}{2}, \frac{1}{16}$ if $\text{ch} F \neq 7$. If $\text{ch} F = 7$, $L(\frac{1}{2},0)_F$ has only two inequivalent irreducible modules, $L(\frac{1}{2},0)_F$ and $L(\frac{3}{2},\frac{1}{2})_F$. Although we believe that $L(\frac{1}{2},0)_F$ is also rational in this case we cannot find a proof.

Our proof uses the fermionic realization of $L(\frac{1}{2},h)_F$ with $h = 0, \frac{1}{2}, \frac{1}{16}$ (cf. [KR]) and the singular vectors of the Verma module $V(\frac{5}{2},h)_F$ (cf. [FF]). Let $H_F = F a$ be a one dimensional space with a bilinear form such that $(a,a) = 1$. One can construct a vertex operator superalgebra $V(H_F, Z + \frac{1}{2})$ and its $\tau$-twisted module $V(H_F, Z)$, where $\tau$ is the canonical automorphism of $V(H_F, Z + \frac{1}{2})$ of order 2 coming from the structure of the vertex operator superalgebra. If $\text{ch} F \neq 7$, then the even part $V(H_F, Z + \frac{1}{2})_0$ of $V(H_F, Z + \frac{1}{2})$ is isomorphic to $L(\frac{1}{2},0)_F$, the old part $V(H_F, Z + \frac{1}{2})_1$ is isomorphic to $L(\frac{1}{2},\frac{1}{2})_F$, and both even and old parts of $V(H_F, Z)$ are isomorphic to $L(\frac{1}{2},\frac{1}{2})_F$. These isomorphisms are easy in the case $F = \mathbb{C}$, as $V(H_F, Z + \frac{1}{2})$ and $V(H_F, Z)$ are unitary $Vir_C$-modules. Except for arbitrary $F$, a direct proof of irreducibility of $V(H_F, Z + \frac{1}{2})$ and $V(H_F, Z)$ is necessary. The realization of $L(\frac{1}{2},h)_F$ enables us to determine the singular vectors of $V(\frac{5}{2},h)_F$ explicitly, as $L(\frac{1}{2},h)_F$ and $L(\frac{3}{2},h)$ have the same graded dimensions. The explicit expression of these singular vectors from [FF] is then used to classify the irreducible $L(\frac{1}{2},0)_F$-modules which are exactly $L(\frac{1}{2},h)_F$ with $h = 0, \frac{1}{2}, \frac{1}{16}$ and to prove the rationality of $L(\frac{1}{2},0)_F$. In the case of $F = \mathbb{C}$, the classification of irreducible modules for $L(\frac{1}{2},0)$ was achieved with the help of Zhu’s algebra (cf. [DMZ], [W]).

The case $\text{ch} F = 7$ is exceptional as $\frac{1}{2} = \frac{1}{16}$. While $V(\frac{1}{2},0)_F$ has exactly two singular vectors of degrees 1 and 6 if $\text{ch} F \neq 7$, $V(\frac{4}{2},0)_F$ has a singular vector of degree 4 when $\text{ch} F = 7$. This means $L(\frac{1}{2},0)_F$ for $\text{ch} F = 7$ is totally different from $L(\frac{1}{2},0)_F$ for $\text{ch} F \neq 7$. Although $V(H_F, Z + \frac{1}{2})$ and $V(H_F, Z)$ are still completely reducible modules for $Vir_F$ with $\text{ch} F = 7$, they are not irreducible anymore. Using the singular vector of degree 4 we can also classify the irreducible $L(\frac{1}{2},0)_F$-modules which are $L(\frac{1}{2},0)_F$ and $L(\frac{1}{2},\frac{1}{2})_F$. Unfortunately, we cannot find all singular vectors of $V(\frac{1}{2},h)_F$ for $h = 0, \frac{1}{2}$.

There is a very interesting phenomenon on $L(\frac{1}{2},h)_F$. During the proof of our main results, we find an $R$-form $L(\frac{1}{2},h)_R$ of $L(\frac{1}{2},h)$ such that

$$L(\frac{1}{2},h)_F = F \otimes_R L(\frac{1}{2},h)_R$$

if $\text{ch} F \neq 7$, where $R = \mathbb{Z}[\frac{1}{2}]$ (see Section 2 for the definition of $R$-forms for vertex operator algebras and modules over $R$). But this is not true if $\text{ch} F = 7$. This makes us suspect that if $V$ is a rational vertex operator algebra with an $R$-form $I$, then $F \otimes_R I$ is a simple, rational vertex operator algebra except for finitely many prime $p$ with $\text{ch} F = p$. But we do not have any idea of how to approach this problem in general.

We should mention that a vertex superalgebra over an arbitrary commutative ring has been defined and studied in [B1]. The modular vertex operator algebras have appeared in [BR], [B2]-[B3] in the investigation of the modular moonshine initiated in [R]. Our definition of a vertex operator algebra over an arbitrary integral
domain is the same as that given in [B1] without considering the axioms related to the Virasoro algebra.

An integral form of the universal enveloping algebra of the Virasoro algebra has already been studied in [B3]. In particular, the Lie algebra of primitive elements of the integral form has a basis $L_n$ for $n \in \mathbb{Z}$ and $c/2$. If $p$ is a prime number different from 2, the modulo $p$ reduction of the Lie algebra of primitive elements in [B3] is isomorphic to our $Vir_F$ in this paper with $F = \mathbb{Z}_p$.

Recently, the fusion rules for vertex operator algebra $L(1/2,0)_F$ with $\text{ch} F \neq 7$ has been computed in [DR] using the bimodule theory for the vertex operator algebra over an arbitrary algebraically closed field.

The paper is organized as follows: In Section 2, we define vertex operator superalgebras and their twisted modules over an arbitrary field $F$. There is an extra assumption in the definition of vertex operator superalgebras: if $u,v$ have degrees (which are weight in the case $\text{ch} F = 0$) $s,t$, respectively, then $u_n v$ has degree $s + t - n - 1$. In the case that $\text{ch} F = 0$, this follows from the other axioms of the definition. A similar assumption is also required in the definition of ordinary modules. In Section 3, we study vertex operator algebras associated to the highest weight modules for the Virasoro algebra $Vir_F$. Section 4 is devoted to the study of vertex operator algebra $L(1/2,0)_F$ with $\text{ch} F \neq 7$. In particular, the irreducible modules of $L(1/2,0)_F$ are classified and rationality is obtained. We classify the irreducible modules of $L(1/2,0)_F$ with $\text{ch} F = 7$ in Section 5.

### 2. Basics

In this section we first discuss the basics of vertex operator superalgebras and their twisted modules (cf. [B1], [FLM], [FFR], [DL], [X], [LL]) over an integral domain $D$ with $\text{ch} D \neq 2$. The typical examples of $D$ in this paper are fields and $\mathbb{Z}[\frac{1}{2}]$. This general definition gives us flexibility in dealing with integral forms and modular vertex operator algebras. We also define the vertex operator superalgebra $R$-forms for an integral subdomain $R$ of $D$.

We first define a super $D$-module as a $\mathbb{Z}_2$-graded free $D$-module $V = V_0 \oplus V_1$ such that both $V_0$ and $V_1$ are free $D$-submodules. As usual we let $\bar{v}$ be 0 if $v \in V_0$ and 1 if $v \in V_1$. The following definition of a vertex operator superalgebra is a refinement of the definition of a vertex algebra over a commutative ring [B1] with a Virasoro vector.

**Definition 2.1.** A vertex operator superalgebra $V = (V, Y, 1, \omega)$ over $D$ is a $\frac{1}{2}\mathbb{Z}$-graded super $D$-module

$$V = \bigoplus_{n \in \frac{1}{2}\mathbb{Z}} V_n = V_0 \oplus V_1$$

with $V_0 = \sum_{n \in \mathbb{Z}} V_n$ and $V_1 = \sum_{n \in \frac{1}{2} + \mathbb{Z}} V_n$ satisfying $\text{dim} V_n < \infty$ for all $n$ and $V_m = 0$ if $m$ is sufficiently small. $V$ is equipped with a linear map

$$V \to (\text{End} V)([z, z^{-1}]),$$

$$v \mapsto Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1} \quad (v_n \in \text{End} V)$$
and with two distinguished vectors $1 \in V_0$, $\omega \in V_2$ satisfying the following conditions for $u, v \in V$, and $m, n \in \mathbb{Z}$, $s, t \in \frac{1}{2}\mathbb{Z}$:

$u_n v \in V_{s+t-n-1}$ for $u \in V_s, v \in V_t$ and $u_n v = 0$ for $n$ sufficiently large;

$Y(1, z) = \Id_V$;

$Y(v, z) 1 \in \mathcal{V}[z]]$ and $\lim_{z \to 0} Y(v, z) 1 = v$;

$[L(m), L(n)] = (m-n)L(m+n) + \frac{1}{12} (m^3 - m) \delta_{m+n, 0}$;

$\frac{d}{dz} Y(v, z) = Y(L(-1)v, z)$;

$L(0)|_{V_n} = n$

where $L(m) = \omega_{m+1}$, that is, $Y(\omega, z) = \sum_{n \in \mathbb{Z}} L(n) z^{-n-2}$, and the following Jacobi identity holds:

$z_0^{-1} \delta \left( \frac{z_1 - z_2}{z_0} \right) Y(u, z_1) Y(v, z_2) - (-1)^{\tilde{g} \tilde{v}} z_0^{-1} \delta \left( \frac{z_2 - z_1}{z_0} \right) Y(v, z_2) Y(u, z_1) = z_2^{-1} \delta \left( \frac{z_1 - z_0}{z_2} \right) Y(Y(u, z_0)v, z_2)$.

If $v \in V_s$ we will call $s$ the degree of $v$ and write $\deg v = s$. If we regard $s$ as a number in the field $\mathbb{F}$ we call $s$ the weight of $v$.

In the case $V_1 = 0$, we have a vertex operator algebra $V$ over $\mathbb{D}$. If $\mathbb{D} = \mathbb{C}$, the assumption $u_n v \in V_{s+t-n-1}$ in the definition is a consequence of the other axioms. If $\mathbb{D} = \mathbb{F}$ is a field of finite characteristic $p$, then $L(0)$ has only $p$ distinct eigenvalues on $V$ and the assumption is necessary.

An automorphism $g$ of a vertex operator superalgebra $V$ is a $\mathbb{D}$-module automorphism of $V$ such that $gY(u, z)v = Y(gu, z)gY(u, z)v$ for all $u, v \in V$, $g1 = 1$, $g\omega = \omega$ and $gV_n = V_n$ for all $n \in \frac{1}{2}\mathbb{Z}$. It is clear that any automorphism preserves $V_0$ and $V_1$. There is a special automorphism $\tau$ such that $\tau|V_0 = 1$ and $\tau|V_1 = -1$. We see that $\tau$ commutes with any automorphism.

Fix $g \in \text{Aut}(V)$ of order $T$. We assume that $\frac{1}{T} \in \mathbb{D}$ and $\mathbb{D}$ contains a primitive $T$-th root of unity $\eta$. Then $V$ decomposes into eigenspaces of $g$:

$V = \bigoplus_{r \in \mathbb{Z}/T\mathbb{Z}} V^r$

where $V^r = \{v \in V|gv = \eta^r v\}$

**Definition 2.2.** A weak $g$-twisted $V$-module $M$ is a free $\mathbb{D}$-module equipped with a linear map

$V \to (\text{End } M)[[z^{1/T}, z^{-1/T}]]$

$v \mapsto Y_M(v, z) = \sum_{n \in \frac{1}{T} + \mathbb{Z}} u_n z^{-n-1} \quad (v_n \in \text{End } M)$

which satisfies that for all $0 \leq r \leq T-1$, $u \in V^r$, $v \in V$, $w \in M$,

\[ Y_M(u, z) = \sum_{n \in \frac{1}{T} + \mathbb{Z}} u_n z^{-n-1}; \]

\[ u_l w = 0 \quad \text{for} \quad l \gg 0; \]

\[ Y_M(1, z) = \Id_M; \]
\[ z_0^{-1} \delta \left( \frac{z_1 - z_2}{z_0} \right) Y_M(u, z_1) Y_M(v, z_2) - (-1)^{u \bar{v}} z_0^{-1} \delta \left( \frac{z_2 - z_1}{z_0} \right) Y_M(v, z_2) Y_M(u, z_1) \]
\[ = z_2^{-1} \delta \left( \frac{z_1 - z_0}{z_2} \right) \frac{-r/T}{z_2^r} Y_M(Y(u, z_0)v, z_2). \]

Using the standard argument (cf. [DL]) one can prove that the twisted Jacobi identity is equivalent to the associativity formula

\[ (2.1) \quad (z_0 + z_2)k^{+} Y_M(u, z_0 + z_2) Y_M(v, z_2) w = (z_2 + z_0)k^{+} Y_M(Y(u, z_0)v, z_2) w, \]

where \( w \in M \) and \( k \in \mathbb{Z}_+ \) such that \( z^{k+} Y_M(u, z)w \) involves only nonnegative integral powers of \( z \), and the commutator relation

\[ \frac{[Y_M(u, z_1), Y_M(v, z_2)]}{z_2^{-1}} = \text{Res}_{z_0} \frac{z_2^{-1}}{z_2} \frac{-r/T}{z_2^r} Y_M(Y(u, z_0)v, z_2) \]

whose component form is given by

\[ (2.3) \quad [u_s, v_t] = \sum_{i=0}^{\infty} \left( \begin{array}{c} m \\ i \end{array} \right) (u_i v)_{s+t-i} \]

for all \( u, v \in V \) and \( s, t \in \frac{1}{T} \mathbb{Z} \). One can also deduce the usual Virasoro algebra axioms:

\[ [L(m), L(n)] = (m - n)L(m + n) + \frac{1}{12}(m^3 - m)\delta_{m+n,0}c, \]

\[ \frac{d}{dz} Y_M(v, z) = Y_M(L(-1)v, z) \]

(cf. [DLM1, DLM2]) for \( m, n \in \mathbb{Z} \), where \( Y_M(\omega, z) = \sum_{n \in \mathbb{Z}} L(n)z^{-n-2} \).

The homomorphism and isomorphism of weak twisted modules are defined in an obvious way.

**Definition 2.3.** An **admissible** \( g \)-twisted \( V \)-module is a weak \( g \)-twisted \( V \)-module \( M \) which carries a \( \frac{1}{T} \mathbb{Z}_+ \)-grading

\[ (2.4) \quad M = \bigoplus_{n \in \frac{1}{T} \mathbb{Z}_+} M(n) \]

satisfying

\[ (2.5) \quad v_m M(n) \subseteq M(n + s - m - 1) \]

for homogeneous \( v \in V \). We will call \( n \) the degree of \( w \in M(n) \).

**Definition 2.4.** Let \( \mathbb{D} = \mathbb{F} \) be a field. Vertex operator algebra \( V \) is called \( g \)-rational if any admissible \( g \)-twisted \( V \)-module is completely reducible. \( V \) is rational if \( V \) is \( 1 \)-rational.

It is easy to see that the definition of weak and admissible modules are the same as in the case \( \mathbb{F} = \mathbb{C} \). The definition of an ordinary module for an arbitrary field \( \mathbb{F} \) is not suitable anymore. We simply call an admissible module a module. Obviously, a uniform grading shift of an admissible module gives an isomorphic module. As a result we always assume that \( M(0) \neq 0 \).

The following result is a generalization of Proposition 4.5.7 of [LL] (also see [DLM3, DLM4, L3, DJ]) and will be used later.
Lemma 2.5. Assume that $D = F$. Let $W$ be a weak $g$-twisted $V$-module and $w \in W$. Then for any $u \in V^r, v \in V^s$ and $m \in \frac{r}{3} + Z, n \in \frac{s}{3} + Z$ there exist $m_1, \ldots, m_k \in Z, n_1, \ldots, n_k \in \frac{r+s}{3} + Z$ and $c_1, \ldots, c_k \in D$ such that

$$u_m v_n w = \sum_{i=1}^{k} c_i (u_{m_i} v)_{n_i} w.$$ 

In particular, the weak $g$-twisted $V$-submodule of $W$ generated by $w$ is spanned by $a_n w$ for $a \in V$ and $n \in \frac{1}{3}Z$.

The proof is similar to that of Proposition 4.5.7 of [LL] by using (2.1) and noting that $T$ is invertible in the field $F$.

We now define forms. Let $R$ be an integral subdomain of $D$ and $V$ a vertex operator superalgebra over $D$.

Definition 2.6. Assume that $V$ is a free $R$-module. Then $V$ is a vertex operator superalgebra over $R$. A vertex operator superalgebra $R$-form $I$ of $V$ is a subvertex operator superalgebra of $V$ such that $I_n = I \cap V_n$ and $V_n = D \otimes_R I_n$ for all $n \in \frac{1}{2}Z$.

Unlike [DG] we do not assume that there is a nondegenerate symmetric bilinear form on $V$. Also note that $I \cap V_0$ is a vertex operator algebra $R$-form of $V_0$.

Definition 2.7. Let $V$ be a vertex operator superalgebra over $D$ and $I$ a vertex operator superalgebra $R$-form of $V$. Assume that $M = \bigoplus_{n \in \frac{1}{2}Z_+} M(n)$ is an admissible $g$-twisted $V$-module where $g$ is an automorphism of $V$ of order $T$, $g$ preserves $I$, and $M$ is also an admissible $g$-twisted $I$-module. An $R$-form $N = \bigoplus_{n \in \frac{1}{2}Z_+} N(n)$ of $M$ over $I$ is a $g$-twisted admissible $I$-submodule of $M$ such that $N(n) = N \cap M(n)$ and $M(n) = D \otimes_R N(n)$ for all $n \in \frac{1}{2}Z_+$.

We remark that if $I$ is a vertex operator superalgebra $R$-form of $V$, then $I \cap V_1$ is an $R$-form of $V_1$ over $I \cap V_0$.

3. Vertex operator algebras associated to the Virasoro algebra

In this section we study the Virasoro algebra over an integral domain $D$ and discuss the highest weight modules and related vertex operator algebras. In the rest of the paper we assume that $F$ is a field with ch $F \neq 2$.

Recall that the original Virasoro algebra $Vir$ is an infinite dimensional Lie algebra over $C$ with a basis $L_n$ for $n \in Z$ and $C$. Consider the integral domain $D$ such that $1/2 \in D$. Set

$$Vir_D = \bigoplus_{n \in Z} D L_n \oplus DC$$

subject to the relation

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{m^3 - m}{12} \delta_{m+n,0} C, \quad [Vir_D, C] = 0$$

for $m, n \in Z$. Note that since $m^3 - m$ is divisible by 3 for any $m \in Z$, the commutators make sense. In particular we can define the Virasoro algebra $Vir_F$ for any field $F$ with ch $F \neq 2$. In the rest of paper we always use $F$ for such a field. It is also clear that $Vir_F = F \otimes_R Vir_R$, where $R = Z[\frac{1}{2}]$.

As in the complex case, for any $c, h \in D$ we set

$$V(c, h)_D = U(Vir_D) \otimes_{U(Vir_D^\geq 0)} D,$$
Lemma 3.1. The \( V(c, h)_{\mathbb{F}} \) has a unique maximal graded submodule \( W(c, h)_{\mathbb{F}} \) such that \( L(c, h)_{\mathbb{F}} = V(c, h)_{\mathbb{F}} / W(c, h)_{\mathbb{F}} \) is an irreducible highest weight \( \text{Vir}_{\mathbb{F}} \)-module. Moreover, if \( \text{ch} \mathbb{F} = 0 \), then \( W(c, h)_{\mathbb{F}} \) is the unique maximal submodule of \( V(c, h)_{\mathbb{F}} \).

Proof. This result is easy if \( \text{ch} \mathbb{F} = 0 \), as each \( V(c, h)_{\mathbb{F}}(n) \) is an eigenspace for \( L_0 \) with eigenvalue \( h + n \). If \( \text{ch} \mathbb{F} \) is finite, \( L_0 \) may have finitely many eigenvalues and the old proof does not work. This should explain why the statement of the lemma requires the maximal graded submodule. We will show how to use the gradation to establish the result.

Let \( W(c, h)_{\mathbb{F}} = \bigoplus_{n \geq 1} W(c, h)_{\mathbb{F}}(n) \) be the unique maximal graded submodule of \( V(c, h)_{\mathbb{F}} \) where \( W(c, h)_{\mathbb{F}}(n) = W(c, h)_{\mathbb{F}} \cap V(c, h)_{\mathbb{F}}(n) \) for all \( n \). It is good enough to prove that \( W(c, h)_{\mathbb{F}} \) is a maximal submodule. Assume that \( M \) is a submodule of \( V(c, h)_{\mathbb{F}} \) strictly containing \( W(c, h)_{\mathbb{F}} \). We need to prove that \( M = V(c, h)_{\mathbb{F}} \). If not, \( M \) contains a nonhomogeneous vector \( w = w^{n_1} + \cdots + w^{n_k} \) which does not lie in \( W(c, h)_{\mathbb{F}} \), where \( 0 \neq w^{n_i} \in V(c, h)_{\mathbb{F}}(n_i) \setminus W(c, h)_{\mathbb{F}} \) and \( n_1 > \cdots > n_k \). Now we consider the submodule \( W \) of \( V(c, h)_{\mathbb{F}} \) generated by \( w^{n_1} \). Since \( w^{n_1} \) is a homogeneous vector we see that \( W = \bigoplus_{n \geq 0} W(n) \) where \( W(n) = W \cap V(c, h)_{\mathbb{F}}(n) \).

If \( W(0) = 0 \), then \( W \) is contained in \( W(c, h)_{\mathbb{F}} \) and \( w^{n_1} \in W(c, h)_{\mathbb{F}} \), a contradiction. This implies that \( W(0) = V(c, h)_{\mathbb{F}}(0) \neq 0 \). As a result there exists an element \( a \) in \( U(\text{Vir}_{\mathbb{F}}) \) which is a linear combination of \( L(s_1) \cdots L(s_q) \) with \( s_1 \geq \cdots \geq s_q \geq 1 \) satisfying \( \sum s_i = n_1 \) such that \( aw^{n_1} = v_{c, h} \). It is clear that \( aw^{n_j} = 0 \) for \( j > 1 \). So \( aw = v_{c, h} \in M \) and \( M = V(c, h)_{\mathbb{F}} \), as expected.

We now assume that \( \text{ch} \mathbb{F} = p \) is a prime and discuss an arbitrary maximal submodule \( W \) of \( V(c, h)_{\mathbb{F}} \). Note that

\[ V(c, h)_{\mathbb{F}} = \bigoplus_{r=0}^{p-1} V(c, h)_{\mathbb{F}}(r) \]

where

\[ V(c, h)_{\mathbb{F}}(r) = \{ v \in V(c, h)_{\mathbb{F}} | L_0 v = (h + r)v \} = \bigoplus_{n \geq 0} V(c, h)_{\mathbb{F}}(r + pn) \]

Then

\[ W = \bigoplus_{r=0}^{p-1} W^r \]

where \( W^r = W \cap V(c, h)_{\mathbb{F}}(r) \) for all \( r \) using the fact that \( L_0 \) has different eigenvalues on \( V(c, h)_{\mathbb{F}}(r) \) for different \( r \). As a result, the irreducible quotient module \( V(c, h)_{\mathbb{F}}/W \)
has the decomposition
\[ V(c, h)_{\mathbb{F}}/W = \bigoplus_{r=0}^{p-1} V(c, h)_{\mathbb{F}}^r/W^r. \]

Clearly, if \( W \) is different from \( V(c, h)_{\mathbb{F}} \), then \( W^0 \) must contain a nonhomogeneous vector \( w = \sum_{n \geq 0} w^{0n} \) with \( w^{0p} \in V(c, h)_{\mathbb{F}}(np) \) and \( w^0 \neq 0 \). It is definitely an interesting problem to determine maximal submodules of \( V(c, h)_{\mathbb{F}} \). For any such \( W, V(c, h)_{\mathbb{F}}/W \) is not a \( \mathbb{Z} \)-graded module anymore since \( W \) is not \( \mathbb{Z} \)-graded.

In the rest of paper, we will drop \( \mathbb{F} \) from \( \text{Vir}_\mathbb{F}, V(c, h)_{\mathbb{F}}, \tilde{V}(c, 0)_{\mathbb{F}} \) and \( L(c, h)_{\mathbb{F}} \) if \( \mathbb{F} = \mathbb{C} \).

We now turn our attention to \( V(c, 0)_{\mathbb{F}} \). Set \( \tilde{V}(c, 0)_{\mathbb{F}} = V(c, 0)_{\mathbb{F}}/U(\text{Vir}_\mathbb{F})L_{-1}v_{c,0} \) and denote the image of \( v_{c,0} \) in \( \tilde{V}(c, 0)_{\mathbb{F}} \) by \( \bar{1} \). Also let \( \omega = L_{-2}\bar{1} \in \tilde{V}(c, 0)_{\mathbb{F}} \). The following theorem is an analogue of the same result in the complex case in the current setting with the same proof.

**Theorem 3.2.** Let \( c \neq 0 \). Then:

1. \( (\tilde{V}(c, 0)_{\mathbb{F}}, Y, 1, \omega) \) is a vertex operator algebra generated by \( \omega \) such that \( Y(\omega, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} \).
2. For any \( h, V(c, h)_{\mathbb{F}} \) and its quotient modules for the Virasoro algebra are the \( \tilde{V}(c, 0, h)_{\mathbb{F}} \)-modules with \( Y(\omega, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} \).
3. \( W(c, 0)_{\mathbb{F}}/U(\text{Vir}_\mathbb{F})L_{-1}v_{c,0} \) is an ideal of \( \tilde{V}(c, 0)_{\mathbb{F}} \) and \( L(c, h)_{\mathbb{F}} \) is a simple vertex operator algebra which is a quotient vertex operator algebra of \( \tilde{V}(c, 0)_{\mathbb{F}} \) modulo the ideal \( W(c, 0)_{\mathbb{F}}/U(\text{Vir}_\mathbb{F})L_{-1}v_{c,0} \).
4. Let \( M \) be a restricted module for the Virasoro algebra \( \text{Vir}_\mathbb{F} \) of central charge \( c \), that is, for any \( w \in M, L_n w = 0 \) if \( n \) is sufficiently large. Then \( M \) is a weak \( \tilde{V}(c, 0)_{\mathbb{F}} \)-module with \( Y(\omega, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} \). Moreover, \( M \) is an irreducible \( \text{Vir}_\mathbb{F} \)-module if and only if \( M \) is an irreducible \( \tilde{V}(c, 0)_{\mathbb{F}} \)-module.

We next discuss the connection of \( V(c, h)_{\mathbb{F}}, \tilde{V}(c, 0)_{\mathbb{F}}, L(c, h)_{\mathbb{F}} \) with the corresponding objects \( V(c, h), \tilde{V}(c, 0), L(c, h) \) in the complex case via the \( R \)-forms where \( R = \mathbb{Z}[\frac{1}{2}] \) and \( c, h \in R \). We also define \( V(c, h)_R, \tilde{V}(c, 0)_R \) in the same way. Let \( L(c, h)_R \) be the \( R \)-span of
\[ \{L_{-n_1} \cdots L_{-n_k} (v_{c,h} + W(c, h))| n_1 \geq \cdots \geq n_k \geq 1 \} \]
in \( L(c, h)_R \). Then it is clear that \( W_{\mathbb{F}} = \mathbb{F} \otimes_R W_R \) for \( W = V(c, h), \tilde{V}(c, 0) \). It is natural to ask if \( L(c, h)_{\mathbb{F}} \) is isomorphic to \( \mathbb{F} \otimes_R L(c, h)_R \). It is well known that \( L(c, 0) = \tilde{V}(c, 0) \) if \( c > 1 \) [KR]. But it is not true in the current situation.

4. **Modular vertex operator algebra** \( L(\frac{1}{2}, 0)_R \)

We investigate the modular vertex operator algebra \( L(\frac{1}{2}, 0)_\mathbb{F} \) in this section. In particular, we show that \( L(\frac{1}{2}, 0)_\mathbb{F} \) is isomorphic to \( \mathbb{F} \otimes_R L(\frac{1}{2}, 0)_R \) by constructing \( \mathbb{F} \otimes_R L(\frac{1}{2}, 0)_R \) explicitly.

We first recall the construction of \( L(\frac{1}{2}, 0) \) and its irreducible modules \( L(\frac{1}{2}, h) \) for \( h = 0, \frac{1}{2}, \frac{1}{16} \).

Again let \( \mathbb{D} \) be an integral domain such that \( \frac{1}{2} \in \mathbb{D} \). Let \( H_{\mathbb{D}} = \mathbb{D}a \) be a one dimensional free \( \mathbb{D} \)-module with a nondegenerate bilinear form \((, )\) determined by \((a, a) = 1\). For short we also set \( H = H_{\mathbb{C}} \). For \( Z = \mathbb{Z} \) or \( \mathbb{Z} + \frac{1}{2} \) we let \( \text{A}(H_{\mathbb{D}}, Z) \) be an associative algebra over \( \mathbb{D} \) generated by \( a(n) \) for \( n \in Z \) subject to the relation \( a(m)a(n) + a(n)a(m) = \delta_{m+n,0} a(m) = a(n) \) for \( m, n \in Z \). Also let \( \text{A}(H_{\mathbb{D}}, Z)_+ \) be the subalgebra
of \(A(H_D, Z)\) generated by \(a(n)\) for \(n > 0\) and \(D\) be an \(A(H_D, Z)_+\) module such that \(a(n)1 = 0\) for \(n > 0\). Consider the induced module \(V(H_D, Z) = A(H_D, Z) \otimes_{A(H_D, Z)_+} D\). It is well known that \(V(H_F, Z + \frac{1}{2})\) is a simple \(A(H_F, Z + \frac{1}{2})\)-module and \(V(H_F, Z)\) is a direct sum of two simple \(A(H_F, Z)\)-modules.

Note that \(V(H_D, Z) = \wedge [a(-n)|n \geq 0, n \in Z|\) as \(D\)-modules and the action of \(A(H_D, Z)\) is as follows: \(a(n)\) acts as \(\frac{\partial}{\partial z} a(-n)\) for \(n > 0\) and as the multiplication by \(a(n)\) for \(n \leq 0\). The \(V(H_D, Z)\) decomposes into \(V(H_D, Z) = V(H_D, Z)_{\bar{0}} \oplus V(H_D, Z)_{\bar{1}}\), where \(V(H_D, Z)_{\bar{s}}\) is the submodule spanned by the monomials whose length is congruent to \(s\) modulo 2. Set \(\omega = \frac{1}{2}a(-\frac{3}{2})a(-\frac{1}{2}) \in V(H_D, Z + \frac{1}{2})\). Let \(\tau\) be the canonical automorphism of \(V(H_F, Z + \frac{1}{2})\) so that \(\tau|_{V(H_F, Z)} = (-1)^s\). The following result is well known (cf. [FFR], [KW] and [L1, L2, KR]).

**Proposition 4.1.** (1) \((V(H_D, Z + \frac{1}{2}), Y, 1, \omega)\) is a vertex operator superalgebra generated by \(a(-\frac{1}{2})\) with

\[Y(a(-1/2), z) = \sum_{n \in \mathbb{Z} + \frac{1}{2}} a(n)z^{-n-\frac{1}{2}}\]

and \(V(H_F, Z + \frac{1}{2})\) is a simple vertex operator superalgebra.

(2) \((V(H_D, Z), Y)\) is a \(\tau\)-twisted admissible \(V(H_D, Z + \frac{1}{2})\)-module with

\[Y(a(-1/2), z) = \sum_{n \in \mathbb{Z}} a(n)z^{-n-\frac{1}{2}}\]

(3) \((V(H, Z + \frac{1}{2}))_0\) is isomorphic to \(L(\frac{1}{2}, 0)\), \((V(H, Z + \frac{1}{2}))_1\) is isomorphic to \(L(\frac{1}{2}, \frac{1}{2})\), and \((V(H, Z))_s\) is isomorphic to \(L(\frac{1}{2}, s)\) for \(s = 0, 1\) as modules for the Virasoro algebra.

(4) \((V(H_R, Z + \frac{1}{2}))_0\) is an \(R\)-form of \((V(H, Z + \frac{1}{2}))_0\) and \((V(H_R, Z))_0\) is an \(R\)-form of \((V(H, Z))_0\) over \((V(H, Z + \frac{1}{2}))_0\) where \(R = \mathbb{Z}[\frac{1}{2}]\). Moreover, \((V(H_F, Z))_0 = \mathbb{F} \otimes_R (V(H_R, Z))_0\) for any field \(\mathbb{F}\) with \(\text{ch}\mathbb{F} \neq 2\).

(5) \((V(H_R, Z + \frac{1}{2}))_0\) is an \(R\)-form of \((V(H, Z + \frac{1}{2}))_0\) and \((V(H_R, Z))_s\) is an \(R\)-form of \((V(H, Z))_s\) over \((V(H_R, Z + \frac{1}{2}))_0\) for \(Z = \mathbb{Z} + \frac{1}{2}, \mathbb{Z}\) and \(s = 0, 1\).

Here we give the explicit expression for the \(Y(\omega, z) = \sum_{n \in \mathbb{Z}} L(n)z^{-n-2}\). For this purpose we define a normal ordering

\[a(m)a(n) = \begin{cases} a(m)a(n) & \text{if } m \leq n, \\ -a(n)a(m) & \text{if } m > n. \end{cases}\]

It is easy to check that

\[(4.1) \quad L(n) = \frac{1}{2} \sum_{j \in \mathbb{Z}} j : a(-j)a(n+j) :\]

if \(Z = \mathbb{Z} + \frac{1}{2}\) or \(n \neq 0\), and

\[(4.2) \quad L(0) = \frac{1}{16} + \frac{1}{2} \sum_{j \in \mathbb{Z}} j : a(-j)a(j) :.\]

The following lemma will be used later.

**Lemma 4.2.** For any field \(\mathbb{F}\), \((V(H_F, Z + \frac{1}{2}))_0\) is a simple vertex operator algebra and \((V(H_F, Z))_s\) for all \(s\) are irreducible admissible \((V(H_F, Z + \frac{1}{2}))_0\)-modules. Moreover, \((V(H_F, Z))_0\) and \((V(H_F, Z))_1\) are isomorphic.
Proof. First we show that $V(H_\mathcal{F}, Z)_{\bar{s}}$ is an admissible $V(H_\mathcal{F}, Z + \frac{1}{2})_0$-module. We set

$$V(H_\mathcal{F}, Z + \frac{1}{2})_{\bar{s}}(n) = \langle a(-n_1) \cdots a(-n_k) \in V(H_\mathcal{F}, Z + \frac{1}{2}) \mid n_1 > \cdots > n_k > 0, \sum_i n_i = n + \frac{1}{2}s \rangle$$

and

$$V(H_\mathcal{F}, Z)_{\bar{s}}(n) = \langle a(-n_1) \cdots a(-n_k) \in V(H_\mathcal{F}, Z)_{\bar{s}} \mid n_1 > \cdots > n_k > 0, \sum_i n_i = n \rangle$$

for $s = 0, 1$. Then

$$V(H_\mathcal{F}, Z)_{\bar{s}} = \bigoplus_{n \geq 0} V(H_\mathcal{F}, Z)_{\bar{s}}(n)$$

and

$$u_nV(H_\mathcal{F}, Z)_{\bar{s}}(m) \subset V(H_\mathcal{F}, Z)_{\bar{s}}(m + t - n - 1)$$

for $u \in (V(H_\mathcal{F}, Z + \frac{1}{2})_0)_t = V(H_\mathcal{F}, Z + \frac{1}{2})_0(t)$ for all $m, n, t$.

Next we prove each $V(H_\mathcal{F}, Z)_{\bar{s}}$ is an irreducible admissible $V(H_\mathcal{F}, Z + \frac{1}{2})_0$-module. We claim that $V(H_\mathcal{F}, Z)_{\bar{s}}$ is irreducible under the operators $a(m)a(n)$ for $m, n \in Z$. We now prove that $V(H_\mathcal{F}, Z + \frac{1}{2})_0$ is irreducible under the operators $a(m)a(n)$ for $m, n \in Z + \frac{1}{2}$. That is, any element $0 \neq u \in V(H_\mathcal{F}, Z + \frac{1}{2})_0$ generates $V(H_\mathcal{F}, Z + \frac{1}{2})_0$ by using operators $a(m)a(n)$ for $m, n \in Z + \frac{1}{2}$. If $u = 1$ we see that any $a(-m_1) \cdots a(-m_s) \in V(H_\mathcal{F}, Z + \frac{1}{2})_0$ for $m_1 > \cdots > m_s > 0$ is equal to $a(-m_1) \cdots a(-m_s)1$. If $u$ is not a multiple of 1 there exist $0 < m_1 < \cdots < m_s$ such that $a(m_1) \cdots a(m_s)u$ is a nonzero multiple of 1. That is, 1 can be generated from $u$ using operators $a(m)a(n)$. As before, any vector $v$ in $V(H_\mathcal{F}, Z + \frac{1}{2})_0$ can be generated from 1 and $u$ using operators $a(m)a(n)$. The proof is similar for the other cases.

Note that $a(m) = a(-\frac{1}{2})_{m-\frac{1}{2}}$. Let $w \in V(H_\mathcal{F}, Z)_{\bar{s}}$. By Lemma 2.5 and Proposition 4.1.1 there exist $m_1, \ldots, m_k \in \frac{1}{2} + Z$, $n_1, \ldots, n_k \in Z$ and $c_1, \ldots, c_k \in \mathcal{F}$ such that

$$a(m)a(n)w = \sum_{i=1}^{k} c_i(a(m_i)a(-\frac{1}{2}))_{n_i}w.$$  

This shows that $V(H_\mathcal{F}, Z)_{\bar{s}}$ is an irreducible $V(H_\mathcal{F}, Z + \frac{1}{2})_0$-module. In particular, $V(H_\mathcal{F}, Z + \frac{1}{2})_0$ is a simple vertex operator algebra.

It remains to show that $V(H_\mathcal{F}, Z)_0$ and $V(H_\mathcal{F}, Z)_1$ are isomorphic. Define a linear isomorphism $\sigma : V(H_\mathcal{F}, Z)_0 \rightarrow V(H_\mathcal{F}, Z)_1$ such that $a(-n_1) \cdots a(-n_k)$ for $n_1 > \cdots > n_k \geq 0$ is sent to $a(-n_1) \cdots a(-n_k)a(0)$. From the discussion above, it is enough to verify that $a(s)a(t)\sigma = \sigma a(s)a(t)$ for any $s, t \in Z$ with $s > t$. This is clear if both $s, t$ are different from 0. We now assume $t = 0$. Then

$$a(s)a(0)a(-n_1) \cdots a(-n_k) = \frac{\partial}{\partial a(-s)}a(0)a(-n_1) \cdots a(-n_k)a(0),$$

$$\sigma a(s)a(0)a(-n_1) \cdots a(-n_k) = \frac{\partial}{\partial a(-s)}a(0)a(-n_1) \cdots a(-n_k)a(0)$$

are equal for any $n_1 > \cdots > n_k \geq 0$. The proof for $s = 0$ is similar. \qed
We now present our first main result of the paper which is a generalization of the same result from the complex field to any field \( \mathbb{F} \) whose characteristic is not 2.

**Theorem 4.3.** If \( \text{char} \mathbb{F} \neq 7 \), then \( V(H_{\mathbb{F}}, \frac{1}{2} + \mathbb{Z})_0 \) is isomorphic to \( L(\frac{1}{2}, 0)_\mathbb{F} \), \( V(H_{\mathbb{F}}, \frac{1}{2} + \mathbb{Z})_1 \) is isomorphic to \( L(\frac{1}{2}, \frac{1}{2})_\mathbb{F} \), and \( V(H_{\mathbb{F}}, \mathbb{Z})_s \) is isomorphic to \( L(\frac{1}{2}, \frac{1}{16})_\mathbb{F} \) for \( s = 0, 1 \) as modules for the Virasoro algebra \( \text{Vir}_\mathbb{F} \).

**Proof.** The results in the case that \( \mathbb{F} = \mathbb{C} \) were proved using the classification of unitary highest weight modules for the Virasoro algebra with \( c = \frac{1}{2} \) (cf. [KR]). But this method does not work in the current situation. We need to establish directly that \( V(H_{\mathbb{F}}, \mathbb{Z})_s \) is an irreducible highest weight module for the Virasoro algebra \( \text{Vir}_\mathbb{F} \). Of course, the proof present here also works for \( \mathbb{F} = \mathbb{C} \).

Note that \( 1 \in V(H_{\mathbb{F}}, \mathbb{Z} + \frac{1}{2})_0 \), \( a(-1/2) \in V(H_{\mathbb{F}}, \mathbb{Z} + \frac{1}{2})_1 \), \( 1 \in V(H_{\mathbb{F}}, \mathbb{Z})_0 \), and \( a(0) \in V(H_{\mathbb{F}}, \mathbb{Z})_1 \) are highest weight vectors for \( \text{Vir}_\mathbb{F} \) with highest weight \( 0, \frac{1}{2}, \frac{1}{16}, \frac{1}{16} \). This is true for \( \mathbb{F} = \mathbb{C} \) and the same argument works for any \( \mathbb{F} \) with \( \text{char} \mathbb{F} \neq 7 \). So if we can prove that \( V(H_{\mathbb{F}}, \mathbb{Z})_s \) is an irreducible \( \text{Vir}_\mathbb{F} \)-module, then the results follow.

We first show that \( V(H_{\mathbb{F}}, \mathbb{Z} + \frac{1}{2})_0 \) is an irreducible module for \( \text{Vir}_\mathbb{F} \). Let \( W \) be the \( \text{Vir}_\mathbb{F} \)-submodule of \( V(H_{\mathbb{F}}, \mathbb{Z} + \frac{1}{2})_0 \) generated by \( 1 \). From the proof of Lemma 4.2 we only need to argue that \( a(-s - \frac{1}{2})a(-\frac{1}{2}) \in W \) for all \( 0 < s \in \mathbb{Z} \). We prove by induction on \( s \) that \( a(-s - \frac{1}{2})a(-n - \frac{1}{2}) \in W \) for \( m, n \geq 0 \) with \( m + n = s \). We need the commutator relation

\[
[L(p), a(q)] = -(q + \frac{p}{2})a(p + q)
\]

which is a consequence of (2.3) for \( p \in \mathbb{Z} \) and \( q \in \frac{1}{2} + \mathbb{Z} \).

If \( s = 1 \), then \( a(-3/2)a(-1/2) = 2L(-2)1 = 2\omega \in W \) and if \( s = 2 \), then \( a(-5/2)a(-1/2) = L(-1)\omega \in W \). If \( s = 3 \) consider the linear system

\[
L(-1)a(-\frac{5}{2})a(-\frac{1}{2}) = 3a(-\frac{7}{2})a(-\frac{1}{2}) + a(-\frac{5}{2})a(-\frac{3}{2}),
\]

\[
L(-2)a(-\frac{3}{2})a(-\frac{1}{2}) = (2 + \frac{1}{2})a(-\frac{7}{2})a(-\frac{1}{2}) - \frac{3}{2}a(-\frac{5}{2})a(-\frac{3}{2}).
\]

Since the coefficient matrix

\[
\begin{pmatrix}
3 & 1 \\
2 + \frac{1}{2} & -\frac{3}{2}
\end{pmatrix}
\]

has determinant \(-7\), we see that both \( a(-\frac{7}{2})a(-\frac{1}{2}) \) and \( a(-\frac{5}{2})a(-\frac{3}{2}) \) are in \( W \) as \( \text{char} \mathbb{F} \neq 7 \).

We now assume that the result holds for \( s - 1 \) and \( s \). We have a linear system

\[
L(-1)a(-s + i - \frac{1}{2})a(-i - \frac{1}{2}) = (s - i + 1)a(-s + i - \frac{3}{2})a(-i - \frac{1}{2})
+ (i + 1)a(-s + i - \frac{1}{2})a(-i - \frac{3}{2}),
\]

\[
L(-2)a(-s + i - \frac{1}{2})a(-\frac{1}{2}) = (s + \frac{1}{2})a(-s - \frac{3}{2})a(-\frac{1}{2}) + \frac{3}{2}a(-s + \frac{1}{2})a(-\frac{5}{2}),
\]

\[
L(-2)a(-s + \frac{3}{2})a(-\frac{3}{2}) = (s - \frac{1}{2})a(-s - \frac{1}{2})a(-\frac{3}{2}) + \frac{5}{2}a(-s + \frac{3}{2})a(-\frac{7}{2})
\]

for \( i = 0, \ldots, [s/2] \). By the induction assumption, the vectors on the left hand side of the linear system lie in \( W \). Solving the linear system above shows that \( a(-m - \frac{1}{2})a(-n - \frac{1}{2}) \) lies in \( W \) for \( m + n = s + 1 \). The proof is complete.
We now prove the others. By Lemma 4.2, each $V(H_{F}, Z)$ is an irreducible $V(H_{F}, Z + \frac{1}{2})_{0}$ or an irreducible $L(\frac{1}{2}, 0)_{F}$-module. Theorem 3.2 tells us $V(H_{F}, Z)$ is an irreducible Vir$_{F}$-module. □

The following corollary gives the degrees of the singular vectors of $V(\frac{1}{2}, h)_{F}$ for $h = 0, \frac{1}{2}, \frac{1}{16}$.

**Corollary 4.4.** Assume that $\text{ch} F \neq 7$. Then the maximal graded submodule $W(\frac{1}{2}, h)_{F}$ of $V(\frac{1}{2}, h)_{F}$ is generated by two singular vectors which have degrees 1 and 6 if $h = 0$, 2 and 3 if $h = \frac{1}{2}$, and 2 and 4 if $h = \frac{1}{16}$.

**Proof.** We first recall the expressions of the singular vectors of $V(\frac{1}{2}, h)_{F}$ for $h = 0, \frac{1}{2}, \frac{1}{16}$ from [FF] (also see [BFIZ]). The $V(\frac{1}{2}, 0)$ has two singular vectors

$$L(-1)v_{\frac{1}{2}, 0}, \quad (64L(-2)^{3} + 93L(-3)^{2} - 264L(-4)L(-2) - 108L(-6))v_{\frac{1}{2}, 0}$$

of degrees 1 and 6, $V(\frac{1}{2}, \frac{1}{2})$ has two singular vectors

$$(4L(-2) - 3L(-1)^{2})v_{\frac{1}{2}, \frac{1}{2}}, \quad (L(-1)^{3} - 3L(-2)L(-1) + \frac{3}{4}L(-3))v_{\frac{1}{2}, \frac{1}{2}}$$

of degrees 2 and 3, and $V(\frac{1}{2}, \frac{1}{16})$ has two singular vectors of degrees 2 and 4,

$$(3L(-2) - 4L(-1)^{2})v_{\frac{1}{2}, \frac{1}{16}}, \quad (L(-1)^{4} + 2uL(-2)L(-1)^{2} + (u^{2} - 4)L(-2)^{2} + (2u + 6)L(-3)L(-1) + (3u + 6)L(-4))v_{\frac{1}{2}, \frac{1}{16}},$$

where $u = -\frac{25}{12}$ and $L(n)$ is identified with $L_n$ for $n \in \mathbb{Z}$.

Since all coefficients of these singular vectors are in $\mathbb{Z}[\frac{1}{2}]$, we see that they are also the singular vectors $V(\frac{1}{2}, h)_{F}$ for any field $F$. By Theorem 4.3, $L(\frac{1}{2}, h)_{F}$ have the same graded dimensions for all fields $F$ with $\text{ch} F \neq 7$. Since the result is true for $F = \mathbb{C}$ from [FF], the results also hold for any field $F$. □

Recall $R = \mathbb{Z}[\frac{1}{2}]$. It follows from Proposition 4.1 that $L(\frac{1}{2}, 0)_{0} = V(H_{R}, \mathbb{Z} + \frac{1}{2})_{0}$ is an $R$-form of $L(\frac{1}{2}, 0)_{F}$, $L(\frac{1}{2}, \frac{1}{2})_{R} = V(H_{R}, \mathbb{Z} + \frac{1}{2})_{1}$ is an $R$-form of $L(\frac{1}{2}, \frac{1}{2})_{F}$ over $L(\frac{1}{2}, 0)_{R}$, and $L(\frac{1}{2}, \frac{1}{16})_{R} = V(H_{R}, \mathbb{Z})_{\bar{1}}$ is an $R$-form of $L(\frac{1}{2}, \frac{1}{16})_{F}$ over $L(\frac{1}{2}, 0)_{R}$. Theorem 4.3 gives the following corollary.

**Corollary 4.5.** If $\text{ch} F \neq 7$, then $L(\frac{1}{2}, h)_{F} = F \otimes_{R} L(\frac{1}{2}, h)_{R}$ for $h = 0, \frac{1}{2}, \frac{1}{16}$.

We next classify the irreducible admissible modules for $L(\frac{1}{2}, 0)_{F}$. It is well known that $L(\frac{1}{2}, 0)$ has only three irreducible admissible modules $L(\frac{1}{2}, h)$ with $h = 0, \frac{1}{2}, \frac{1}{16}$ (see [DMZ] and [W]). Although the proof in the complex case uses Zhu’s algebra $A(V)$, the key idea is to find the image of the singular vectors in $A(V)$. But there is currently no Zhu’s algebra theory for a vertex operator algebra over arbitrary field $F$ (Zhu’s $A(V)$-theory is studied in a forthcoming paper); we will get the classification result directly using the singular vectors.

**Theorem 4.6.** Let $M$ be a highest weight module for Vir$_{F}$ with central charge $\frac{1}{2}$ and highest weight $h \in \mathbb{F}$ such that $M$ is also a module for $L(\frac{1}{2}, 0)_{F}$ and $M(0) \neq 0$. Then $h = 0, \frac{1}{2}, \frac{1}{16}$ if $\text{ch} F \neq 7$ and $h = 0, \frac{1}{2}$ if $\text{ch} F = 7$. In particular, the vertex operator algebra $L(\frac{1}{2}, 0)_{F}$ has three irreducible admissible modules $L(\frac{1}{2}, h)_{F}$ with
Proof. It is well known that $\overline{V}(\frac{1}{2},0)$ has a unique maximal submodule generated by a highest weight vector $s$ of weight 6 when $\mathbb{F} = \mathbb{C}$. The vector $s$ is given by

$$s = (64L(-2)^3 + 93L(-3)^2 - 264L(-4)L(-2) - 108L(-6)) \mathbf{1}$$

[FF]. Regarding the coefficients appearing in the expression of $s$ as elements in $\mathbb{F}$ we see that $s$ is also a singular vector of $\overline{V}(\frac{1}{2},0)$. This implies that $s$ is the zero vector in $L(\frac{1}{2},0)$ and $Y(s,z) = 0$ on any weak $L(\frac{1}{2},0)\mathbb{F}$-module. In particular, $s_n = 0$ on $M$ for all $n \in \mathbb{Z}$.

Let $V$ be a vertex operator algebra over $\mathbb{F}$ and $W$ a weak $V$-module. Then we have the following relation on $W$ for any $u \in V$ by using the Jacobi identity:

$$Y(u_{-1}v,z) = Y(u,z)^{-}Y(v,z) + Y(v,z)Y(u,z)^{+},$$

where

$$Y(u,z)^{+} = \sum_{n \geq 0} u_n z^{-n-1}, Y(u,z)^{-} = \sum_{n < 0} u_n z^{-n-1}$$

(see [DL]). As a result we see that

$$Y(u_{-1}u_{-1}v,z) = Y(u,v)Y(u,z)^{+}Y(u,z)^{+} + 2Y(u,v)Y(u,z)Y(u,z)^{+} + Y(u,z)^{-}Y(u,z)^{-}Y(u,z).$$

Now let $0 \neq v \in M(0)$. Using (4.3) we have

$$(L(-2)^3 \mathbf{1})_5 v = (L(1)L(-1)L(0) + L(0)L(0)L(0)) v + L(2)L(-1)L(-1) + L(1)L(0)L(-1) + L(0)L(1)L(-1)) v = (h^3 + 6h^2 + 8h)v,$$

$$(L(-3)^2 \mathbf{1})_5 v = (4L(0)L(0) + 3L(1)L(-1)) v = (4h^2 + 6h)v,$$

$$(L(-4)L(-2) \mathbf{1})_5 v = (3L(0)L(0) + L(1)L(-1)) v = (3h^2 + 2h)v,$$

$$(L(-6) \mathbf{1})_5 v = 5hv.$$ 

So we have

$$0 = s_5 v = 64h(h - \frac{1}{2})(h - \frac{1}{16}) v.$$ 

That is, $h = 0, \frac{1}{2}, \frac{1}{16}$. So the possibilities of irreducible admissible $L(\frac{1}{2},0)\mathbb{F}$-modules are $L(\frac{1}{2},0)$ with $h = 0, \frac{1}{2}, \frac{1}{16}$ if $\text{ch}\mathbb{F} \neq 7$ and with $h = 0, \frac{1}{2}$ if $\text{ch}\mathbb{F} = 7$. By Theorem 4.3, those modules are indeed $L(\frac{1}{2},0)\mathbb{F}$-modules if $\text{ch}\mathbb{F} \neq 7$. 

It is worthy to point out that if $\text{ch}\mathbb{F} = 7$, we will find a degree 4 singular vector which will give exactly the condition $h(h - 1/2)$ for the any irreducible highest weight module $L(\frac{1}{2},0)\mathbb{F}$.

We next deal with the rationality of $L(\frac{1}{2},0)$. In the case that $\mathbb{F} = \mathbb{C}$, this is essentially proved in [FF] (also see [DMZ], [W]). Establishing rationality for general field $\mathbb{F}$ is much more difficult. For example, it is almost trivial to prove that any admissible $L(\frac{1}{2},0)$-module which is a highest weight module for the Virasoro algebra $Vir$ is irreducible, as the difference of any two numbers in $\{0, \frac{1}{2}, \frac{1}{16}\}$ is not an integer. But this no longer the case if the characteristic is finite. The following lemma tells us that the same result is still true.
Lemma 4.7. If $M$ is an $L(\frac{1}{2}, 0)_{\mathbb{F}}$-module which is also a highest weight module for $\text{Vir}_{\mathbb{F}}$, then $M$ is irreducible and necessarily isomorphic to $L(\frac{1}{2}, h)_{\mathbb{F}}$ for $h = 0, \frac{1}{2}, \frac{1}{16}$.

Proof. Let $h$ be the highest weight of $M$. Then $M$ is a quotient of $V(\frac{1}{2}, h)_{\mathbb{F}}$ generated by a highest weight vector $v$ with $h = 0, \frac{1}{2}, \frac{1}{16}$ by Theorem 4.6.

We first consider the case $h = 0$. As in the proof of Theorem 4.6 we have the following compution:

\[
(L(-2)^31)_6L(-2)v = (L(0)L(-1)L(2) + L(-1)L(0)L(2) + L(1)L(-1)L(1))
+ L(0)L(0)L(1) + L(-1)L(1)L(1) + L(2)L(-1)L(0) + L(1)L(0)L(0)
+ L(0)L(1)L(0) + L(-1)L(2)L(0) + L(3)L(-1)L(1) + L(2)L(0)L(-1)
+ L(1)L(1)L(-1) + L(0)L(2)L(-1) + L(-1)L(3)L(-1)L(-2)v
= (121 + \frac{3}{4})L(-1)v,
\]

\[
(L(-3)^21)_6L(-2)v = (4L(-1)L(2) + 6L(0)L(1) + 6L(1)L(0)
+ 4L(2)L(-1))L(-2)v
= 92L(-1)v,
\]

\[
(L(-4)L(-2)1)_6L(-2)v = (10L(-1)L(2) + 6L(0)L(1) + 3L(1)L(0)
+ L(2)L(-1))L(-2)v
= (47 + \frac{3}{4})L(-1)v,
\]

\[
(L(-6)1)_6L(-2)v = 45L(-1)v.
\]

Thus

\[
0 = s_7L(-2)v = (64(121 + \frac{3}{4}) + 93\cdot 92 - 264(47 + \frac{3}{4}) - 108\cdot 45)L(-1)v
\]

and $L(-1)v = 0$. Since $L(\frac{1}{2}, 0)_{\mathbb{F}}$ is generated by $\omega$, using (1.3) we see that $u_nv = 0$ for all $u \in L(\frac{1}{2}, 0)_{\mathbb{F}}$ and $n \geq 0$. That is, $v$ is a vacuum-like vector. Using the same proof as in Proposition 4.7.7 of [LL] shows that the map $f : L(\frac{1}{2}, 0)_{\mathbb{F}} \rightarrow M$ by sending $u$ to $u_{-1}v$ is a $L(\frac{1}{2}, 0)_{\mathbb{F}}$-module homomorphism. Since $M$ is an $L(\frac{1}{2}, 0)_{\mathbb{F}}$-module generated by $v$ we see that the map $f$ is an isomorphism. That is, $M$ is irreducible.

In fact, if the characteristic of $\mathbb{F}$ is different from 3, 5 we do not need the computations above. Since $L(-1)v$ is a highest weight module for the Virasoro algebra of weight 1 which is different from $\frac{1}{2}, \frac{1}{16}, \frac{1}{16}$, Theorem 4.6 then forces $L(-1)v = 0$.

We next deal with the case $h = \frac{1}{2}, \frac{1}{16}$. Recall the expressions of the singular vectors of $V(\frac{1}{2}, \frac{1}{2})$ and $V(\frac{1}{2}, \frac{1}{16})$ from the proof of Corollary 1.4. As before we have

\[
(L(-2)^31)_5L(-2)v = (L(-1)L(-1)L(2) + 3L(-2)L(0)L(2) + L(0)L(-1)L(1)
+ L(-1)L(0)L(1) + 3L(-2)L(1)L(1) + L(1)L(-1)L(0) + L(0)L(0)L(0)
+ L(-1)L(1)L(0) + 3L(-2)L(2)L(0) + L(2)L(-1)L(-1) + L(1)L(0)L(-1)
+ L(0)L(1)L(-1) + L(-1)L(2)L(-1) + 3L(-2)L(3)L(-1)L(-2)v
= p(h)L(-2)v + q(h)L(-1)^2v,
\]
where
\[ p(h) = (6h + 7)(h + \frac{1}{4}) + (h + 2)(11h + 24) + 18h, \]
\[ q(h) = 2(h + \frac{1}{4}) + 18h + 54, \]
\[ (L(-3)21)_5L(-2)v = (3L(-1)L(1) + 4L(0)L(0) + 3L(1)L(-1))L(-2)v \]
\[ = (4(h + 2)^2 + 6(h + 2))L(-2)v + 18L(-1)^2v, \]
\[ (L(-4)L(-2)1)_5L(-2)v = (10L(-2)L(2) + 6L(-1)L(1) + 3L(0)L(0) \]
\[ + L(1)L(-1))L(-2)v \]
\[ = (10(\frac{1}{4} + h) + (h + 2)(3h + 10))L(-2)v + 21L(-1)^2v, \]
\[ (L(-6)1)_5L(-2)v = 5(h + 2)L(-2)v. \]
Again we have
\[ 0 = s_5L(-2)v = f(h)L(-2)v + g(h)L(-1)^2v, \]
where
\[ f(h) = 64p(h) + 93(4(h+2)^2+6(h+2)) - 264(10(\frac{1}{4} + h) + (h+2)(3h+10)) - 1085(h+2) \]
and
\[ g(h) = 64q(h) + 93 \cdot 18 - 264 \cdot 21. \]
One can easily verify that \( s_5L(-2)v \) is a nonzero multiple of \((4L(-2) - 3L(-1)^2)v \) if \( h = \frac{1}{2} \) and a nonzero multiple of \((3L(-2) - 4L(-1)^2)v \) if \( h = \frac{1}{16} \). Thus \((4L(-2) - 3L(-1)^2)v = 0 \) for \( h = \frac{1}{2} \) and \((4L(-2) - 3L(-1)^2)v = 0 \) for \( h = \frac{1}{16} \). Similarly, \((L(-1)^3 - 3L(-2)L(-1) + \frac{3}{2}L(-3))v = 0 \) for \( h = \frac{1}{7} \) by using \( s_5L(-3)v = 0 \) and the singular vector of degree 4 in \( M \) is zero for \( h = \frac{1}{16} \) by using \( s_5L(-4)v = 0 \).

By Corollary 4.4, \( M \) is indeed an irreducible module for the Virasoro algebra \( Vir_E \) and for vertex operator algebra \( L(\frac{1}{2},0)_E \). The proof is complete. \[ \Box \]

We remark that if \( \text{ch}E > 13 \) or \( \text{ch}E = 0 \), then 0, 6, \( \frac{1}{2}, \frac{1}{2} + 2, \frac{1}{2} + 3, \frac{1}{16}, \frac{1}{16} + 2, \frac{1}{16} + 4 \) are all different. In these cases we immediately conclude that \( M \) is irreducible by Corollary 4.4. So the proof in Lemma 4.7 is basically for \( \text{ch}E = 3, 5, 11, 13 \), although the proof works in general.

**Remark 4.8.** Let \( V \) be a vertex operator algebra and \( W \) a weak \( V \)-module. It is known from [1] that \( v \) is a vacuum-like vector when \( \text{ch}E = 0 \) if and only if \( L(-1)v = 0 \). But this result is not valid anymore if \( \text{ch}E = p \) is a prime. For example, \( L(-1)L(-np+1)1 = 0 \) for any positive integer \( n \), but \( L(-np+1)1 \) is not a vacuum-like vector as \( L(0)L(-np+1)1 = -L(-np+1)1 \).

We are now in a position to establish the rationality of \( L(\frac{1}{2},0)_E \).

**Theorem 4.9.** If \( \text{ch}E \neq 7, L(\frac{1}{2},0)_E \) is rational.

**Proof.** Let \( M = \bigoplus_{n \geq 0} M(n) \) be an admissible \( L(\frac{1}{2},0)_E \)-module such that \( M(0) \neq 0 \). Let \( W_n \) be the \( L(\frac{1}{2},0)_E \)-submodule generated by \( M(s) \) for all \( s \leq n \). Note that \( W_n = \bigoplus_{t \geq 0} W_n(t) \), where \( W_n(t) = W_n \cap M(t) \). We now prove by induction on \( n \) that \( W_n \) is completely reducible.

If \( n = 0 \), by Lemma 4.7 and the fact that \( L(0)(L(0) - \frac{1}{2})(L(0) - \frac{1}{16})v = 0 \) for any \( v \in M(0) \) (see the proof of Theorem 4.6), \( W_0 \) is completely reducible. We now
assume that $W_n$ is completely reducible for $m \leq n - 1$. If $W_{n-1}(n) = M(n)$ we have nothing to prove. So we assume that $W_{n-1}(n) \neq M(n)$. Consider the quotient admissible module

$$M/W_{n-1} = \bigoplus_{t \geq n} (M/W_{n-1})(t) = \bigoplus_{t \geq n} M(t)/W_{n-1}(t).$$

Let $v \in M(n) \setminus W_{n-1}(n)$. Clearly, $v + W_{n-1}$ is a highest weight vector in $M/W_{n-1}$.

Let $X$ be an $L(\frac{1}{2}, 0)_V$-submodule of $M$ generated by $v$. Note that $X = \bigoplus_{t \geq 0} X(t)$, where $X(t) = X \cap M(t)$ is finite dimensional. Then $Z = X \cap W_{n-1}$ is a submodule of $X$ and $X/Z$ is an irreducible $L(\frac{1}{2}, 0)_V$-module. Note that $Z$ is completely reducible. We have an exact sequence

$$0 \to Z \to X \to X/Z \to 0.$$  

Let $X' = \bigoplus_{t \geq 0} X(t)^*$ be the graded dual of $X$. In the case $\text{ch}F = 0$, $X'$ is exactly the contragredient module of $X$ [PHI]. The definition of contragredient module uses the operator $e^{zL(1)}$ on a vertex operator algebra, but the operator $e^{zL(1)}$ may not make sense if $\text{ch}F \neq 0$. Nevertheless, we prove that $X'$ is an admissible $L(\frac{1}{2}, 0)_V$-module without fully using the properties of a contragredient module.

Denote the natural nondegenerate paring $X' \times X \to F$ by $(, )$. Clearly, $X'$ is a $Vir_F$-module such that

$$(L(q)w', w) = (w', L(-q)w), (Cw', w) = (w', Cw)$$

for $q \in \mathbb{Z}, w \in X$ and $w' \in X'$. Since $L(q)X(t)^* \subset X(t - q)^*$ for all $q, t$, we see that $X'$ is a restricted module for the $Vir_F$-module. By Theorem 3.2, $X'$ is an admissible module for $V(\frac{1}{2}, 0)_V$. To prove that $X'$ is an admissible module for $L(\frac{1}{2}, 0)_V$ we need to verify that $Y(s, z) = 0$ on $X'$ by Corollary 4.4. A straightforward computation using (1.3) gives $(s_n w', w) = (w', s_{10-n}w) = 0$ for all $n \in \mathbb{Z}$. One can also use the well-known formula for the contragredient module in the complex case,

$$(Y(u, z)w', w) = (-1)^{\deg u} z^{-2\deg u} (w', Y(u, z^{-1})w),$$

in the current situation as long as $L(1)u = 0$. Since $s$ is a highest weight vector in $V(\frac{1}{2}, 0)$ for the Virasoro algebra $Vir_F$, we immediately see that $(Y(s, z)w', w) = 0$.

Since each homogeneous subspace $X(t)$ of $X$ is finite dimensional, we have an exact sequence of admissible $L(\frac{1}{2}, 0)_F$-modules from (1.3):

$$0 \to (X/Z)' \to X' \to Z' \to 0.$$  

Note that $Z'$ is a completely reducible $L(\frac{1}{2}, 0)_F$-module. We claim that $Z'$ is isomorphic to the submodule $W$ of $X'$ generated by $Z(t)^*$ for $t \leq n - 1$. Assume that $Z$ is generated by linearly independent highest weight vectors $w_i \in Z(t_i)$ of highest weights $h_i$ with $t_i < n$ for $i = 1, \ldots, k$. Then both $Z$ and $Z'$ are isomorphic to $\bigoplus_{i=1}^k L(\frac{1}{2}, h_i)_F$ as $L(\frac{1}{2}, 0)_F$-modules. Clearly, $W$ is also generated by a set of linearly independent highest weight vectors $w'_i \in Z(t'_i)$ for $i = 1, \ldots, k$. As a result, $W$ is isomorphic to $Z'$ and $Z'$ can be regarded as a submodule of $X'$. That is, $X'$ is isomorphic to $(X/Z)' \oplus Z'$. This implies that $X = X/Z \oplus Z$ is completely reducible. So the submodule of $M$ generated by any vector $v \in M(n)$ is completely reducible and $W_n$ is completely reducible. □
5. THE CASE \( \text{ch} \mathbb{F} = 7 \)

In this section we study \( L(\frac{1}{2}, 0)_\mathbb{F} \) when \( \text{ch} \mathbb{F} = 7 \). According to Theorem 4.6, \( L(\frac{1}{2}, 0)_\mathbb{F} \) has two possible inequivalent irreducible admissible modules, \( L(\frac{1}{2}, 0)_\mathbb{F} \) and \( L(\frac{1}{2}, \frac{1}{2})_\mathbb{F} \). It is shown in this section that \( L(\frac{1}{2}, 0)_\mathbb{F} \) and \( L(\frac{1}{2}, \frac{1}{2})_\mathbb{F} \) are indeed \( L(\frac{1}{2}, 0)_\mathbb{F} \)-modules. But we cannot determine the singular vectors for \( V(\frac{1}{2}, h)_\mathbb{F} \) for \( h = 0, \frac{1}{2} \) and establish the rationality of \( L(\frac{1}{2}, 0)_\mathbb{F} \).

Recall the singular vector \( s \) from Section 4. A straightforward verification gives

**Lemma 5.1.** The \( u = (L(-2)^2 - 2L(-4)) \mathbf{1} \) is a singular vector of \( \tilde{V}(\frac{1}{2}, 0)_\mathbb{F} \) and

\[
(L(-2) + L(-1)^2)u = s.
\]

Let \( M \) be a highest weight \( \text{Vir} \)-module generated by a highest weight vector \( w \) with highest weight \( h \). Assume that \( M \) is also an \( L(\frac{1}{2}, 0)_\mathbb{F} \)-module. It is easy to show that \( 0 = u_3w = h(h-4)w \). This result, of course, is consistent with Theorem 4.6.

Lemma 5.1 also tells us that \( V(H, Z + \frac{1}{2})_0 \) is not equal to \( L(\frac{1}{2}, 0)_\mathbb{F} \). To see this we recall that \( V(H, Z + \frac{1}{2})_0 \cong L(\frac{1}{2}, 0) \) and \( V(\frac{1}{2}, 0) \) does not have a singular vector of weight 4. On the other hand, \( V(H, Z + \frac{1}{2}) \) and \( V(H, Z + \frac{1}{2}) \) have the same graded dimensions. This implies that \( V(H, Z + \frac{1}{2}) \) should have a highest weight vector of degree 4 corresponding to \( u \). One can easily check that \( a(-\frac{1}{2})a(-\frac{7}{2}) - 3a(-\frac{3}{2})a(-\frac{5}{2}) \) is a highest weight vector for the Virasoro algebra \( \text{Vir} \).

**Theorem 5.2.** The vertex operator algebra \( L(\frac{1}{2}, 0)_\mathbb{F} \) has exactly two inequivalent irreducible admissible modules \( L(\frac{1}{2}, 0)_\mathbb{F} \), \( L(\frac{1}{2}, \frac{1}{2})_\mathbb{F} \).

**Proof.** We prove the result by realizing \( L(\frac{1}{2}, 0)_\mathbb{F} \) as a subalgebra \( V(H, Z + \frac{1}{2})_\mathbb{F} \). We first show that \( V(H, Z) \) is a completely reducible \( \text{Vir} \)-module.

Define a nondegenerate symmetric bilinear form \( (, \) on \( V(H, Z) \) such that the monomials \( a(-n_1) \cdots a(-n_k) \) form an orthonormal basis. Then the vectors from the different degrees are orthogonal and

\[
(a(n)u, v) = (u, a(-n)v)
\]

for all \( n \in Z \), and \( u, v \in V(H, Z) \) (cf. [KR]). Recall from (4.1) and (4.2) the expression of \( L(n) \) in terms of \( a(s)a(t) \). Then

\[
(L(n)u, v) = (u, L(-n)v).
\]

Notice that the restriction of the bilinear form to \( V(H, Z)_0 \) is nondegenerate in all cases. We now prove that \( V(H, Z + \frac{1}{2})_0 \) is a completely reducible module for \( \text{Vir} \) and the proofs of the other cases are identical.

Let \( W_0 \) be the \( \text{Vir} \)-submodule of \( V(H, Z + \frac{1}{2})_0 \) generated by \( \mathbf{1} \). Then \( W_0 \) is a highest weight module for \( \text{Vir} \) with highest weight 0. Denote the maximal graded submodule of \( W_0 \) by \( X_0 \). Let \( M_0 \) be the maximal graded submodule of \( V(H, Z + \frac{1}{2})_0 \) such that \( M_0(0) = M_0 \cap V(H, Z + \frac{1}{2})_0(0) = 0 \). Then \( (1, M_0) = 0 \), \( X_0 \subset M_0 \) and \( V(H, Z + \frac{1}{2})_0/M_0 \cong L(\frac{1}{2}, 0)_\mathbb{F} \) is irreducible. Moreover, \( V(H, Z + \frac{1}{2})_0 \) is a linear combination of vectors of the form

\[
L(-n_1) \cdots L(-n_k)\mathbf{1}
\]

with \( n_1 > \cdots n_k > 0 \). Since

\[
(L(-n_1) \cdots L(-n_k)\mathbf{1}, M_0) = (\mathbf{1}, L(n_k) \cdots L(n_1)M_0) = 0
\]
we see that $(W_0, M_0) = 0$. This implies that $(X_0, W_0 + M_0) = (X_0, V(H_F, Z + \frac{1}{2})_0) = 0$ and $X_0 = 0$. As a result, $W_0 = W_0/X_0 \cong L(\frac{1}{2}, 0)_F$ is irreducible, the restriction of the bilinear form to $W_0$ is nondegenerate and $V(H_F, Z + \frac{1}{2})_0 = W_0 \oplus M_0$. In particular, $M_0 = (W_0)^\perp$ and the restriction of the bilinear form to $M_0$ is nondegenerate.

We now let $W_1$ be the $\text{Vir}_F$-submodule of $M_0$ generated by the $\{0\}$-module, where $n_0$ is the smallest positive integer such that $M_0(n_0) \neq 0$. Let $X_1$ be the maximal graded submodule of $W_1$ such that $X_1(n_0) = X_1 \cap W_1(n_0) = X_1 \cap M_0(n_0) = 0$ and $M_1$ is the maximal graded submodule of $M_0$ such that $M_1(n_0) = M_1 \cap M_0(n_0) = 0$. Then $X_1 \subset M_1$. Using the same proof we show that $X_1 = 0$, $W_1$ is a completely reducible $\text{Vir}_F$-module and $M_1 = (W_1)^\perp$. Continuing this procedure asserts that $V(H_F, Z + \frac{1}{2})_0$ is a completely reducible module for $\text{Vir}_F$.

Thus, the $\text{Vir}_F$-submodule of $V(H_F, Z + \frac{1}{2})_1$ generated by $a(-\frac{1}{2})$ is isomorphic to $L(\frac{1}{2}, \frac{1}{2})_F$ and the $\text{Vir}_F$-submodules of $V(H_F, Z)$ generated by $1$ and $a(0)$ are isomorphic to $L(\frac{1}{2}, \frac{1}{10})_F = L(\frac{1}{2}, \frac{1}{2})_F$. It is clear now that both $L(\frac{1}{2}, 0)_F$, $L(\frac{1}{2}, \frac{1}{2})_F$, and $L(\frac{1}{2}, 0)_F$ are $\text{Vir}_F$-modules. It follows from Theorem 1.16 that $L(\frac{1}{2}, 0)_F$ has exactly two irreducible admissible modules $L(\frac{1}{2}, h)_F$ with $h = 0, \frac{1}{2}$ up to isomorphism.

From Theorem 5.2 we see that $\mathbb{F} \otimes_R L(\frac{1}{2}, 0)_R$ is a completely reducible module for $L(\frac{1}{2}, 0)_F$. We have already known that $\mathbb{F} \otimes_R L(\frac{1}{2}, 0)_R$ is no longer a simple vertex operator algebra. In fact, $\mathbb{F} \otimes_R L(\frac{1}{2}, 0)_R$ has a highest weight vector $a(-\frac{1}{2})a(-\frac{7}{2}) - 3a(-\frac{3}{2})a(-\frac{1}{2})$. One can also verify that

$$-a(-\frac{15}{2}) + a(-\frac{1}{2})a(-\frac{3}{2})a(-\frac{11}{2}) + a(-\frac{1}{2})a(-\frac{5}{2})a(-\frac{9}{2}) + 3a(-\frac{3}{2})a(-\frac{5}{2})a(-\frac{7}{2})$$

is a highest weight vector of $\mathbb{F} \otimes_R L(\frac{1}{2}, 1)_R$. This implies that $\mathbb{F} \otimes_R L(\frac{1}{2}, 1)_R$ is not an irreducible module for $\text{Vir}_F$ or $L(\frac{1}{2}, 0)_F$. It is definitely an interesting question to find the highest weight vectors in $\mathbb{F} \otimes_R L(\frac{1}{2}, h)_R$ for $h = 0, \frac{1}{2}, \frac{1}{10}$. This will eventually lead to the character formula for $L(\frac{1}{2}, h)_F$ and expressions of the singular vectors of $V(\frac{1}{2}, h)_F$ for $\text{ch}\mathbb{F} = 7$.
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