NONNEGATIVITY CONSTRAINTS FOR STRUCTURED COMPLETE SYSTEMS

ALEXANDER M. POWELL AND ANNELIESE H. SPAETH

Abstract. We investigate pointwise nonnegativity as an obstruction to various types of structured completeness in $L^p(\mathbb{R})$. For example, we prove that if each element of the system $\{f_n\}_{n=1}^\infty \subset L^p(\mathbb{R})$ is pointwise nonnegative, then $\{f_n\}_{n=1}^\infty$ cannot be an unconditional basis or unconditional quasibasis (unconditional Schauder frame) for $L^p(\mathbb{R})$. In particular, in $L^2(\mathbb{R})$ this precludes the existence of nonnegative Riesz bases and frames. On the other hand, there exist pointwise nonnegative conditional quasibases in $L^p(\mathbb{R})$, and there also exist pointwise nonnegative exact systems and Markushevich bases in $L^p(\mathbb{R})$.

1. Introduction

Complete systems in Banach spaces can have varying degrees of structure with respect to how they approximate or represent signals. A general complete system simply has the ability to provide arbitrarily precise approximations of any signal in the space via finite linear combinations of the system elements. At the more structured extreme, an orthonormal basis provides unique unconditionally convergent signal expansions in terms of the basis elements. Other structural considerations might include whether a complete system is minimal or redundant, or whether a basis gives conditionally or unconditionally convergent expansions.

It is a common theme that there are fundamental tradeoffs between structured completeness and desirable concrete properties such as smoothness or rapid decay. For example, strong versions of the uncertainty principle restrict the collective time-frequency localization of orthonormal bases and Riesz bases for $L^2(\mathbb{R})$ [5, 6, 18]. The tradeoffs between spanning structure and time-frequency localization are perhaps best illustrated by the Balian-Low theorems for Gabor systems. The classical Balian-Low theorem [2, 11] shows that if a Gabor system $G(g, 1, 1)$ is an orthonormal basis or Riesz basis for $L^2(\mathbb{R})$, then the window function $g \in L^2(\mathbb{R})$ and its Fourier transform $\hat{g}$ must satisfy

$$\int |t|^2 |g(t)|^2 dt \int |\xi|^2 |\hat{g}(\xi)|^2 d\xi = \infty. \quad (1.1)$$

A different version of the Balian-Low theorem [12] shows that if a Gabor system $G(g, 1, 1)$ is merely exact, i.e., complete and minimal, then the window function $g \in L^2(\mathbb{R})$ must satisfy

$$\int |t|^4 |g(t)|^2 dt \int |\xi|^4 |\hat{g}(\xi)|^2 d\xi = \infty. \quad (1.2)$$
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Moreover, there is an entire scale of results [29] between (1.1) and (1.2), with a continuous range of weight pairs \((|t|^r, |\xi|^s)\) that become increasingly restrictive as one moves from exact systems (1.2) to Riesz bases (1.1) along intermediate classes of exact Bessel \((C_q)\)-systems, and all of these results are sharp.

Shift invariance and translation structure are another type of obstruction to structured completeness that was studied in [14,30]. There the authors considered systems generated by translates of a given \(f \in L^p(\mathbb{R}^d)\) and studied the extent to which such translation structure constrains the system’s completeness structure.

Of course, time-frequency localization and translation invariance are not the only obstructions to structured completeness. In this work we shall investigate the obstruction of pointwise nonnegativity. To illustrate the general direction of the paper, we begin with the following two elementary observations.

**Observation.** There does not exist an orthonormal basis \(\{f_n\}_{n=1}^{\infty}\) for \(L^2[0,1]\) such that each \(f_n\) is nonnegative almost everywhere.

Indeed, since the nonnegative functions \(f_n\) are orthogonal, they must all be disjointly supported. Using this it is straightforward to construct a function that is not identically zero and is orthogonal to all of the \(f_n\), which means that \(\{f_n\}_{n=1}^{\infty}\) cannot be an orthonormal basis.

On the other hand, characteristic functions of dyadic intervals give the following.

**Observation.** There exist complete systems \(\{f_n\}_{n=1}^{\infty}\) in \(L^p[0,1]\), \(1 \leq p < \infty\), such that each \(f_n\) is nonnegative almost everywhere.

The main aim of this article is to understand what is possible “between” these two observations in \(L^p(S)\) when \(1 \leq p < \infty\) and \(S\) is either the real line \(\mathbb{R}\) or the unit-interval \([0,1]\). The results in this paper will determine types of structured complete systems for which pointwise nonnegativity is or is not an obstruction. Our results are purely mathematical, but it is interesting to note that the initial motivation for this work was a question from an engineer indirectly related to vanishing moment conditions for wavelet bases (where vanishing moments are closely related to approximation order) and whether nonnegativity plays a role in obstructing properties of more general signal representations.

Let \(L^p\) denote either \(L^p[0,1]\) or \(L^p(\mathbb{R})\). Suppose that \(\{f_n\}_{n=1}^{\infty} \subset L^p\). Our main results are summarized as follows:

1. We prove that if each \(f_n\) is nonnegative a.e., then \(\{f_n\}_{n=1}^{\infty}\) cannot be any of the following: a monotone basis for \(L^p, 1 < p < \infty\), an unconditional basis or unconditional quasibasis (unconditional Schauder frame) for \(L^p, 1 \leq p < \infty\), a Riesz basis for \(L^2\), or a frame for \(L^2\).
2. We constructively prove that it is possible for each \(f_n\) to be nonnegative a.e. and for the system \(\{f_n\}_{n=1}^{\infty}\) to be any of the following: a Markushevich basis for \(L^p, 1 \leq p < \infty\), or a conditional quasibasis for \(L^p, 1 \leq p < \infty\).

The paper is organized as follows. In Section 2 we give necessary background on various types of structured complete systems. In Section 3 we prove that there do not exist pointwise nonnegative monotone bases for \(L^p[0,1], 1 < p < \infty\); see Theorem 3.2. In Section 4 we prove that there do not exist pointwise nonnegative unconditional bases for \(L^p[0,1]\) and there do not exist pointwise nonnegative frames and Riesz bases for \(L^2[0,1]\); see Theorem 4.1 and Corollaries 4.2 and 4.3. In Section 5 we prove that there do not exist pointwise nonnegative unconditional quasibases
2. Background on structured complete systems

In this section we recall some necessary definitions and background on various types of structured complete systems. We will later mainly work in the $L^p$ spaces, but we present the results of this section for a separable Banach space $X$ over the scalar field $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$. The dual space of $X$ is denoted by $X^*$ and the action of $g \in X^*$ on $f \in X$ is denoted by the sesquilinear form $\langle f, g \rangle$. Recall that if $X$ is reflexive, then $X^*$ is separable (since $X$ is assumed separable).

2.1. Exact systems. Recall that a system $\{f_n\}_{n=1}^\infty \subset X$ is complete in $X$ if the closed linear span of $\{f_n\}_{n=1}^\infty$ equals $X$. The system $\{f_n\}_{n=1}^\infty \subset X$ is minimal if for every $N \in \mathbb{N}$, $f_N$ is not in the closed linear span of the remaining elements of the system, namely

$$\forall N \in \mathbb{N}, \quad f_N \notin \overline{\text{span}}\{f_n : n \neq N\}. \tag{2.1}$$

If the system $\{f_n\}_{n=1}^\infty \subset X$ is both complete and minimal, then it is said to be exact.

Minimality and exactness can be characterized in terms of biorthogonality. The system $\{g_n\}_{n=1}^\infty \subset X^*$ is biorthogonal to $\{f_n\}_{n=1}^\infty \subset X$ if $\langle f_n, g_n \rangle = 1$ holds for all $n$, and $\langle f_n, g_m \rangle = 0$ holds for all $m \neq n$. It is well known, e.g., [21], that $\{f_n\}_{n=1}^\infty \subset X$ is minimal if and only if there exists an associated biorthogonal system $\{g_n\}_{n=1}^\infty \subset X^*$. Similarly, $\{f_n\}_{n=1}^\infty \subset X$ is exact if and only if there exists a unique associated biorthogonal system.

An exact system $\{f_n\}_{n=1}^\infty \subset X$ is said to be a Markushevich basis or M-basis, e.g., see [36], if the associated biorthogonal system $\{g_n\}_{n=1}^\infty \subset X^*$ is total. Recall that $\{g_n\}_{n=1}^\infty \subset X^*$ is total if

$$f \in X \text{ and } \langle f, g_n \rangle = 0 \text{ for all } n \in \mathbb{N} \implies f = 0. \tag{2.2}$$

Note that if $X$ is reflexive, then $\{g_n\}_{n=1}^\infty \subset X^*$ is total if and only if it is complete in $X^*$. In particular, if $X$ is reflexive, then $\{f_n\}_{n=1}^\infty \subset X$ is a Markushevich basis if and only if $\{f_n\}_{n=1}^\infty$ is exact in $X$ and $\{g_n\}_{n=1}^\infty$ is exact in $X^*$. As a terminological caution it is worth remarking that a Markushevich basis need not be a Schauder basis, e.g., see Theorem 0.2.

2.2. Quasibases and pseudobases. Every orthonormal basis in a Hilbert space is an example of an exact system and Markushevich basis, but there is no guarantee that an exact system or Markushevich basis can provide basis-type expansions. For this we need to discuss Schauder bases, quasibases, and pseudobases.
A system \( \{ f_n \}_{n=1}^{\infty} \subset X \) is a pseudobasis, see [15], if for every \( f \in X \) there exist scalars \( \{ c_n \}_{n=1}^{\infty} \subset K \) such that

\[
(2.3) \quad f = \lim_{N \to \infty} \sum_{n=1}^{N} c_n f_n,
\]

with norm convergence in \( X \). The choice of scalar sequence need not be unique. It is often desirable for the scalars \( \{ c_n \}_{n=1}^{\infty} \) to be obtained from linear functionals acting on \( f \), and this leads to the more structured case of quasibases.

A system \( \{ f_n \}_{n=1}^{\infty} \subset X \) is a quasibasis, see [15], with associated dual system \( \{ g_n \}_{n=1}^{\infty} \subset X^* \) if

\[
(2.4) \quad \forall f \in X, \quad f = \lim_{N \to \infty} \sum_{n=1}^{N} \langle f, g_n \rangle f_n,
\]

with norm convergence in \( X \). The dual system need not be unique. We say that \( \{ f_n \}_{n=1}^{\infty} \subset X \) is an unconditional quasibasis if there exists a dual system \( \{ g_n \}_{n=1}^{\infty} \subset X^* \) for which the quasibasis expansion (2.4) converges unconditionally (i.e., any rearrangement of the sum still converges to \( f \)); any such \( \{ g_n \}_{n=1}^{\infty} \) will be referred to as an unconditional dual system. The literature on quasibases and pseudobases goes at least as far back as [15], but quasibases have also been studied more recently under the name Schauder frame, e.g., [10,14,20,28,30].

The next result addresses boundedness of partial sum operators associated to a quasibasis. Such results are standard for Schauder bases, e.g., Theorem 5.12 in [21], and have also been noted without proof for quasibases, e.g., [26]. We include a sketch of the details in the Appendix.

**Lemma 2.1.** Let \( \{ f_n \}_{n=1}^{\infty} \subset X \) and \( \{ g_n \}_{n=1}^{\infty} \subset X^* \) and consider the partial sum operators \( S_N : X \to X \) defined by

\[
S_N(f) = \sum_{n=1}^{N} \langle f, g_n \rangle f_n.
\]

The following are equivalent:

1. \( \{ f_n \}_{n=1}^{\infty} \) is a quasibasis for \( X \) with dual system \( \{ g_n \}_{n=1}^{\infty} \).
2. \( \sup_{N \in \mathbb{N}} \|S_N\|_{X \to X} < \infty \) and there exists a dense subset \( D \subset X \) such that if \( f \in D \), then \( \lim_{N \to \infty} \|f - S_N(f)\|_X = 0 \).

The following result is well known for unconditional bases, see [21], and very similarly extends to unconditional quasibases. We include a sketch of the details in the Appendix.

**Lemma 2.2.** Suppose that \( \{ f_n \}_{n=1}^{\infty} \subset X \) is an unconditional quasibasis for \( X \) and \( \{ g_n \}_{n=1}^{\infty} \subset X^* \) is an associated unconditional dual system. Given any scalar sequence \( \mathcal{U} = \{ u_n \}_{n=1}^{\infty} \subset K \) with \( |u_n| \leq 1 \) consider modified partial sum operators \( S_{\mathcal{U},N} : X \to X \) defined by

\[
S_{\mathcal{U},N}(f) = \sum_{n=1}^{N} u_n \langle f, g_n \rangle f_n.
\]

Then

\[
\sup_{\mathcal{U},N} \|S_{\mathcal{U},N}\|_{X \to X} < \infty,
\]
where the supremum is taken over all $N \in \mathbb{N}$ and all $\mathcal{U} = \{u_n\}_{n=1}^{\infty} \subset \mathbb{K}$ with $|u_n| \leq 1$.

The following result shows that a sufficiently small perturbation of a quasibasis or unconditional quasibasis is still a respective quasibasis or unconditional quasibasis. A proof of this result for pseudobases appears in [38] and the analog for quasibases is also mentioned there without proof. We include a sketch of the details in the Appendix.

**Lemma 2.3.** Suppose that $\{f_n\}_{n=1}^{\infty} \subset X$ is a quasibasis for $X$ and $\{g_n\}_{n=1}^{\infty} \subset X^*$ is an associated dual system. If $0 < \epsilon < 1$ and $\{\varphi_n\}_{n=1}^{\infty}$ satisfies

$$
\forall n \in \mathbb{N}, \quad \|\varphi_n - f_n\|_X \leq \frac{\epsilon}{2^{n+1}\|g_n\|_{X^*}},
$$

then $\{\varphi_n\}_{n=1}^{\infty}$ is also a quasibasis for $X$. Moreover, if $\{f_n\}_{n=1}^{\infty} \subset X$ is assumed to be an unconditional quasibasis and $\{g_n\}_{n=1}^{\infty} \subset X^*$ is an associated unconditional dual system, then one may similarly conclude that $\{\varphi_n\}_{n=1}^{\infty}$ is also an unconditional quasibasis for $X$.

### 2.3. Schauder bases and unconditional bases

If a pseudobasis is minimal (hence the choice of scalar sequence in (2.3) is unique), then it is said to be a Schauder basis. It turns out that every minimal pseudobasis in a Banach space is a minimal quasibasis, and Schauder bases can be equivalently defined (see Theorem 5.12 in [21]) as follows: $\{f_n\}_{n=1}^{\infty} \subset X$ is a Schauder basis for $X$ if there exists a biorthogonal system $\{g_n\}_{n=1}^{\infty} \subset X^*$ such that

$$
\forall f \in X, \quad f = \lim_{N \to \infty} \sum_{n=1}^{N} \langle f, g_n \rangle f_n,
$$

with norm convergence in $X$. Moreover, if $X$ is reflexive, then the dual system $\{g_n\}_{n=1}^{\infty} \subset X^*$ is also a Schauder basis for $X^*$ and is referred to as the dual basis.

The following lemma provides control on the norms of the dual basis elements, e.g., see Theorem 4.13 in [21].

**Lemma 2.4.** If $\{f_n\}_{n=1}^{\infty} \subset X$ is a Schauder basis for $X$ with dual system $\{g_n\}_{n=1}^{\infty} \subset X^*$, then

$$
1 \leq \sup_{n \in \mathbb{N}} \|f_n\|_X \|g_n\|_{X^*} < \infty.
$$

If the Schauder basis expansions (2.6) converge unconditionally, then $\{f_n\}_{n=1}^{\infty}$ is referred to as an unconditional basis for $X$. In $X = L^p[0, 1]$ unconditional bases satisfy the following square function inequality, e.g., see equations (1.7) and (1.8) in [1], which may be viewed as a relative of the Parseval equality.

**Lemma 2.5.** Fix $1 < p < \infty$ and let $\frac{1}{p} + \frac{1}{q} = 1$. If $\{f_n\}_{n=1}^{\infty}$ is an unconditional basis for $L^p[0, 1]$ with dual basis $\{g_n\}_{n=1}^{\infty}$ for $L^q[0, 1]$, then there exist constants $0 < A \leq B < \infty$ such that

$$
\forall g \in L^q[0, 1], \quad A\|g\|_q^q \leq \int_0^1 \left( \sum_{n=1}^{\infty} |\langle g, f_n \rangle|^2 |g_n(t)|^2 \right)^{q/2} dt \leq B\|g\|_q^q.
$$

The proof of Lemma 2.5 follows from Khinchine’s inequality which we briefly recall here. Let $\{R_n\}_{n=0}^{\infty}$ be the Rademacher functions defined by

$$
\forall n \geq 0, \quad R_n(t) = \text{sign} [\sin(2^n \pi t)].
$$
Fix $1 \leq p < \infty$. Khinchine’s inequality says that there exist constants $0 < a_p \leq b_p < \infty$ such that for any scalars $\{c_n\}_{n=1}^\infty \subset \mathbb{K}$ and any $N \in \mathbb{N}$ there holds
\begin{equation}
(2.9) \quad a_p \left( \sum_{n=1}^N |c_n|^2 \right)^{1/2} \leq \left\| \sum_{n=1}^N c_n w_n \right\|_{L^p[0,1]} \leq b_p \left( \sum_{n=1}^N |c_n|^2 \right)^{1/2},
\end{equation}
for example, see Theorem 9.1 in [8].

**Example 2.6** (The Haar system). The Haar system $\{h_n\}_{n=1}^\infty$ is an unconditional basis for $L^p[0,1]$ whenever $1 < p < \infty$, and is a conditional Schauder basis for $L^1[0,1]$; see [35] or Section 5.5 in [21]. Moreover, it is an orthonormal basis for $L^2[0,1]$.

**Example 2.7** (The Fourier system). The Fourier system or trigonometric system is a Schauder basis for $L^p[0,1]$ whenever $1 < p < \infty$, but is an unconditional basis only when $p = 2$ (and it is an orthonormal basis for $L^2[0,1]$). The Fourier system is not a Schauder basis for $L^1[0,1]$, but it is a Markushevich basis for $L^1[0,1]$ (and the biorthogonal system in $L^\infty[0,1]$ is itself). For further details see Theorem 4.25 and Section 14.2 in [21].

**Example 2.8** (The Walsh system). The Walsh functions $\{w_n\}_{n=1}^\infty$ are defined in terms of the Rademacher functions by
\begin{equation}
(2.10) \quad w_1(t) = 1 \quad \text{and} \quad w_{k+1}(t) = \prod_{j=1}^\nu R_{n_j+1}(t),
\end{equation}
where the integers $\{n_j\}_{j=1}^\nu$ determine the binary expansion of $k$ by
\begin{equation}
(2.11) \quad k = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_\nu}, \quad n_1 > n_2 > \cdots > n_\nu \geq 0.
\end{equation}
In particular, the Walsh system $\{w_n\}_{n=1}^\infty$ contains the Rademacher system $\{R_n\}_{n=0}^\infty$ since $w_1 = R_0$ and
\begin{equation}
(2.12) \quad \forall m \geq 0, \quad w_{2^m+1}(t) = \text{sign}[\sin(\pi 2^{m+1} t)] = R_{m+1}(t).
\end{equation}

It is worth cautioning that there are different conventions regarding the enumeration of the Walsh functions. Definition (2.10) follows the conventions of Chapter II, §14 in [35], but see [34] for further discussion of this and other approaches.

The Walsh system $\{w_n\}_{n=1}^\infty$ is a Schauder basis for $L^p[0,1]$ whenever $1 < p < \infty$; see Section 5.3 in [34]. The Walsh system is an unconditional basis for $L^p[0,1]$ only when $p = 2$ (and it is an orthonormal basis for $L^2[0,1]$); this is a consequence of Orlicz’s theorem; see Theorem 3.28 in [21]. The Walsh system is not a Schauder basis for $L^1[0,1]$, e.g., see Theorem 2 in Chapter 4 of [34]. However, the Walsh system is a Markushevich basis for $L^1[0,1]$ (and the biorthogonal system in $L^\infty[0,1]$ is itself). This holds since Lemma 14.2 of Chapter II in [35] relates Haar and Walsh dyadic partial sum operators and yields
\begin{equation}
(2.13) \quad \forall f \in L^1[0,1], \quad f = \lim_{N \to \infty} \sum_{n=1}^{2^N} \langle f, h_n \rangle h_n = \lim_{N \to \infty} \sum_{n=1}^{2^N} \langle f, w_n \rangle w_n,
\end{equation}
with norm convergence in $L^1[0,1]$. Property (2.13) simultaneously implies that $\{w_n\}_{n=1}^\infty$ is complete in $L^1[0,1]$ and total in $L^\infty[0,1]$. For a direct proof that $\{w_n\}_{n=1}^\infty$ is total in $L^1[0,1]$, see [31].
It will be useful to recall the following analog of the Riemann-Lebesgue lemma for Walsh functions; see Section 1.5 in [34].

**Lemma 2.9.** If \( f \in L^1[0, 1] \), then \( \lim_{n \to \infty} |\langle f, w_n \rangle| = 0 \). In particular, if \( 1 \leq p \leq \infty \) and \( f \in L^p[0, 1] \), then \( \lim_{n \to \infty} |\langle f, R_n \rangle| = 0 \).

### 2.4. Orthogonality and monotone bases.

Orthogonality and orthonormal bases are particularly nice Hilbert space concepts which also admit generalizations to the setting of Banach spaces, e.g., [23].

Given \( f_1, f_2 \in \mathbb{X} \), we say that \( f_1 \) is **orthogonal** to \( f_2 \) if

\[
\forall \lambda \in \mathbb{K}, \quad \|f_1\|_X \leq \|f_1 + \lambda f_2\|_X,
\]

and we denote this by \( f_1 \perp f_2 \). In Hilbert spaces, (2.14) is equivalent to the usual notion of orthogonality involving inner products, but orthogonality in Banach spaces can behave quite differently than in Hilbert spaces. For example, it is not true that \( f_1 \perp f_2 \) holds if and only if \( f_2 \perp f_1 \); see Example 3.3.

A Schauder basis \( \{f_n\}_{n=1}^\infty \subset \mathbb{X} \) is said to be a **monotone basis** if for any scalars \( \{c_n\}_{n=1}^\infty \subset \mathbb{K} \) there holds

\[
\forall N \leq M, \quad \left\| \sum_{n=1}^N c_n f_n \right\|_X \leq \left\| \sum_{n=1}^M c_n f_n \right\|_X.
\]

Equivalently, a basis is monotone if and only if its basis constant \( C = 1 \), where \( C = \sup_{N \in \mathbb{N}} \|S_N\|_{\mathbb{X} \to \mathbb{X}} \) and \( S_N(f) = \sum_{n=1}^N \langle f, g_n \rangle f_n \) is the \( N \)th partial sum operator associated to \( \{f_n\}_{n=1}^\infty \) and its dual basis \( \{g_n\}_{n=1}^\infty \).

Note that if \( \{f_n\}_{n=1}^\infty \) is a monotone basis, then \( n < m \) implies \( f_n \perp f_m \).

For the special case of orthogonality in \( X = L^p \) spaces, we use the notation \( f_1 \perp_P f_2 \) to emphasize the dependence on \( p \). It is known that in \( X = L^p[0, 1] \) with \( 1 < p < \infty \), every monotone basis is unconditional [13]. The Haar system is an example of a monotone basis for \( L^p[0, 1] \) for each \( 1 < p < \infty \); see Theorem 5.18 in [21].

### 2.5. Frames and Riesz bases.

Some of the previously defined spanning systems have especially nice formulations in Hilbert spaces and are worth commenting on briefly. Let \( H \) be a separable Hilbert space over \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{C} \).

A collection \( \{f_n\}_{n=1}^\infty \subset H \) is a **frame** for \( H \) if there exist constants \( 0 < A \leq B < \infty \) for which

\[
\forall f \in H, \quad A\|f\|_H^2 \leq \sum_{n=1}^\infty |\langle f, f_n \rangle|^2 \leq B\|f\|_H^2.
\]

A main fact about frames is that there exists a **dual frame** \( \{\tilde{f}_n\}_{n=1}^\infty \subset H \) for which

\[
\forall f \in H, \quad f = \lim_{N \to \infty} \sum_{n=1}^N \langle f, \tilde{f}_n \rangle f_n = \lim_{N \to \infty} \sum_{n=1}^N \langle f, f_n \rangle \tilde{f}_n,
\]

with unconditional convergence in \( H \). If \( A = B \) in (2.16), then frame is said to be **tight**, and in this case (2.17) holds with \( \tilde{f}_n = (1/A)f_n \). The choice of dual frame is generally not unique (even for tight frames). The possibility for frames to be nonexact (hence redundant) can provide robustness against noise and numerical stability in applications such as transmission of data over erasure channels [16][17].
oversampled analog-to-digital conversion \cite{3,32}, wavelet-based image processing \cite{7}, and phase retrieval problems \cite{4}.

In the special case when a frame is minimal, it is referred to as a \textit{Riesz basis}. In other words, a Riesz basis is an exact frame. For example, every orthonormal basis for $H$ is a Riesz basis and frame. For further background on frames, see \cite{9,21}.

\subsection*{2.6. Completeness structure summary}

Some relations between the various structured complete systems discussed in this section may be summarized as follows.

In a Banach space $X$ there holds

\[ \{ \text{Unconditional bases} \} \subset \{ \text{Schauder bases} \} \subset \{ \text{Markushevich bases} \} \subset \{ \text{Exact systems} \}, \]

\[ \{ \text{Schauder bases} \} \subset \{ \text{Quasibases} \} \subset \{ \text{Pseudobases} \}, \]

and in a Hilbert space $H$ there holds

\[ \{ \text{Orthonormal bases} \} \subset \{ \text{Riesz bases} \} \subset \{ \text{Unconditional bases} \}, \]

\[ \{ \text{Riesz bases} \} \subset \{ \text{Frames} \} \subset \{ \text{Unconditional quasibases} \}. \]

Moreover, in $L^p$ with $1 < p < \infty$, there holds

\[ \{ \text{Monotone bases} \} \subset \{ \text{Unconditional bases} \}. \]

\section*{3. Monotone bases}

In this section we begin to show how pointwise nonnegativity is an obstruction to some of the structured complete systems considered in Section \ref{sec:2.6}. Motivated by Observation 1 for $L^2[0,1]$, we begin with an analog for monotone bases in $L^p[0,1]$.

\textbf{Lemma 3.1.} Fix $1 < p < \infty$. If $f, g \in L^p[0,1]$ are a.e. nonnegative and $f \perp_p g$, then $f$ and $g$ are disjointly supported.

\textbf{Proof.} Proceed by contradiction and suppose there exists a set of positive measure $E \subset [0,1]$ such that $f(t) > 0$ and $g(t) > 0$ for a.e. $t \in E$. Define

\[ T(\lambda) = \int_0^1 |f(t) + \lambda g(t)|^p dt. \]

By Lemma 11.19 in \cite{8},

\[ T'(0) = \lim_{h \to 0} \frac{T(h) - T(0)}{h} = \int_0^1 p|f(t)|^{p-1} g(t) \text{ sign}(f(t)) dt. \]

Note that $|T'(0)| < \infty$ by Hölder’s inequality. Also, $T'(0) \geq p \int_E |f(t)|^{p-1} g(t) dt > 0$. Hence there must exist some $\lambda_0 < 0$ such that $\|f + \lambda_0 g\|_p = T(\lambda_0) < T(0) = \|f\|_p$. This contradicts the hypothesis that $f \perp_p g$. \hfill $\Box$

\textbf{Theorem 3.2} (Monotone bases). Fix $1 < p < \infty$. There does not exist a monotone basis $\{f_n\}_{n=1}^\infty$ for $L^p[0,1]$ such that each $f_n$ is a.e. nonnegative.

\textbf{Proof.} Proceed by contradiction and suppose such a basis exists. Since $\{f_n\}_{n=1}^\infty$ is a monotone basis, it follows that $f_n \perp_p f_m$ whenever $n \leq m$. Thus by Lemma 3.1 all of the $\{f_n\}_{n=1}^\infty$ are disjointly supported. This gives a contradiction since it allows one to produce $\varphi \in L^p[0,1]$ that is not in the closed linear span of $\{f_n\}_{n=1}^\infty$. For example, if $\text{supp}(\varphi) \subseteq \text{supp}(f_1)$ and $0 < |\text{supp}(\varphi)| < |\text{supp}(f_1)|$, then $\varphi$ is not spanned by $\{f_n\}_{n=1}^\infty$. \hfill $\Box$
Example 3.3. Note that Lemma 3.1 is not true when $p = 1$. For example, if $f = \chi_{[0,1/2]}$ is the characteristic function of $[0,1/2]$ and $g = \chi_{[1/8,1]}$, then it can be verified that $f \perp 1$ but $g \not \perp 1$ and $f, g$ are clearly not disjointly supported.

4. UNCONDITIONAL BASES AND FRAMES

In this section we show that pointwise nonnegativity is an obstruction to unconditional bases and frames. The following theorem uses a general square function condition (4.1), but will later be used to obtain results for unconditional bases and frames as corollaries.

Theorem 4.1. Fix $1 < p < \infty$ and let $\frac{1}{p} + \frac{1}{q} = 1$. Fix constants $0 < A \leq B < \infty$. Suppose that \( \{f_n\}_{n=1}^{\infty} \subset L^p[0,1] \) and \( \{g_n\}_{n=1}^{\infty} \subset L^q[0,1] \) satisfy:

\[
(4.1) \quad \forall g \in L^q[0,1], \quad A\|g\|_q^p \leq \int_0^1 \left( \sum_{n=1}^{\infty} |\langle g, f_n \rangle|^2 |g_n(t)|^2 \right)^{q/2} \, dt \leq B\|g\|_q^p.
\]

Then \( f_n \) cannot be a.e. nonnegative for each \( n \geq 1 \).

Proof. Step I. Proceed by contradiction and suppose that \( f_n(t) \geq 0 \) a.e. for each \( n \geq 1 \). For each \( N \geq 0 \), let \( R_N(t) = \text{sign}(\sin(2^N \pi t)) \) be the \( N \)th Rademacher function. Since \( R_0(t) = 1 \), the a.e. nonnegativity of \( f_n \) implies that

\[
(4.2) \quad \forall N \geq 0, n \geq 1, \quad |\langle R_N, f_n \rangle| \leq |\langle R_0, f_n \rangle|.
\]

Since \( \|R_N\|_q = 1 \), applying (4.1) with \( g = R_N \) gives

\[
(4.3) \quad \forall N \geq 1, \quad 0 < A \leq \int_0^1 \left( \sum_{n=1}^{\infty} |\langle R_N, f_n \rangle|^2 |g_n(t)|^2 \right)^{q/2} \, dt \leq B < \infty.
\]

Step II. Let

\[
\Psi_N(t) = \left( \sum_{n=1}^{\infty} |\langle R_N, f_n \rangle|^2 |g_n(t)|^2 \right)^{q/2}.
\]

We will show that \( \lim_{N \to \infty} \|\Psi_N\|_1 = 0 \), thereby contradicting the lower bound in (4.3).

By (4.3), we have that \( \Psi_N \in L^1[0,1] \) for each \( N \geq 0 \). Also, by (4.2)

\[
(4.4) \quad \forall N \geq 1, \quad |\Psi_N(t)| \leq |\Psi_0(t)| \quad \text{a.e.}
\]

If we show that

\[
(4.5) \quad \lim_{N \to \infty} |\Psi_N(t)| = 0 \quad \text{a.e.,}
\]

then this along with (4.4) and the Lebesgue dominated convergence theorem will yield \( \lim_{N \to \infty} \|\Psi_N\|_1 = 0 \) as desired.

So it remains to show (4.5). For this, suppose \( N \geq 0 \) and \( t \in [0,1] \) are fixed and define the sequence \( \Phi_{N,t} = \{\Phi_{N,t}(n)\}_{n=1}^{\infty} \) by

\[
(4.6) \quad \Phi_{N,t}(n) = |\langle R_N, f_n \rangle|^2 |g_n(t)|^2.
\]

Since \( \Psi_N \in L^1[0,1] \) we have that \( \Phi_{N,t} \in \ell^1(\mathbb{N}) \) for every \( N \geq 0 \) and a.e. \( t \in [0,1] \). Moreover, by (4.2), we have

\[
(4.7) \quad |\Phi_{N,t}(n)| \leq |\Phi_{0,t}(n)|, \quad \text{for all } N \geq 0, n \geq 1 \text{ and a.e. } t \in [0,1].
\]
Recalling that by Lemma 2.9
\[
\forall g \in L^q[0, 1], \quad \lim_{N \to \infty} |\langle R_N, g \rangle| = 0,
\]
we have
\[
\lim_{N \to \infty} |\Phi_{N,t}(n)| = 0, \quad \text{for all } n \geq 1 \text{ and a.e. } t \in [0, 1].
\]
Thus, (4.7), (4.9), and the Lebesgue dominated convergence theorem for series imply that
\[
\lim_{N \to \infty} \|\Phi_{N,t}\|_\ell^1 = 0, \quad \text{for a.e. } t \in [0, 1].
\]
Since \(|\Psi_N(t)| = \|\Phi_{N,t}\|_{\ell^1}^{2/3}\), this yields (4.5) as required. \(\square\)

**Corollary 4.2** (Unconditional bases). Fix \(1 < p < \infty\). There does not exist an unconditional basis \(\{f_n\}_{n=1}^\infty\) for \(L^p[0, 1]\) such that each \(f_n\) is a.e. nonnegative.

*Proof.* This follows from Theorem 4.1 and Lemma 2.3. \(\square\)

**Corollary 4.3** (Frames and Riesz bases). There does not exist a frame or Riesz basis \(\{f_n\}_{n=1}^\infty\) for \(L^2[0, 1]\) such that each \(f_n\) is a.e. nonnegative.

*Proof.* This follows from Theorem 4.1 since frames and Riesz bases for \(L^2[0, 1]\) satisfy (4.1) with \(q = 2\) and \(g_n(t) = 1\) for all \(n \geq 1\). \(\square\)

Theorem 4.1 and Corollary 4.2 give an alternate, albeit less direct, proof of Theorem 3.2 since every monotone basis in \(L^p[0, 1]\), \(1 < p < \infty\), is an unconditional basis [13].

### 5. Quasibases

**Example 5.1** (The Schauder system). The Schauder system is a classical example of a Schauder basis for \(C[0, 1]\), e.g., see Section 4.5 in [21]. Each element of the Schauder system is nonnegative. It was shown in Theorem 1 of [27] that the Schauder system is a quasibasis for \(L^p[0, 1]\) when \(1 \leq p < \infty\), but is not an unconditional quasibasis. For some discussion of pseudobasis properties and unconditionally convergent representations related to the Schauder system, see page 2883 of [27]; cf. [39].

Other simple examples of nonnegative quasibases can be produced as follows. We use the notation \(h^+(t) = \max\{h(t), 0\}\) and \(h^-(t) = \max\{-h(t), 0\}\) to denote the positive and negative parts of a real-valued function \(h\).

**Theorem 5.2.** Fix \(1 \leq p < \infty\) and let \(\frac{1}{p} + \frac{1}{q} = 1\). Suppose that \(\varphi_n : \mathbb{R} \to \mathbb{R}\) and \(\psi_n : \mathbb{R} \to \mathbb{R}\) are real-valued measurable functions and that \(\{\varphi_n\}_{n=1}^\infty\) is a Schauder basis for \(L^p[0, 1]\) with dual system \(\{\psi_n\}_{n=1}^\infty \subset L^q[0, 1]\). For each \(n \in \mathbb{N}\) define
\[
f_{2n-1}(t) = \varphi_n^+(t), \quad f_{2n}(t) = \varphi_n^-(t), \quad g_{2n-1}(t) = \psi_n(t), \quad g_{2n}(t) = -\psi_n(t).
\]
Then \(\{f_n\}_{n=1}^\infty\) is a quasibasis for \(L^p[0, 1]\) with dual system \(\{g_n\}_{n=1}^\infty\).

*Proof.* Consider the partial sum operator \(S_N : L^p[0, 1] \to L^p[0, 1]\) defined by
\[
S_N(f) = \sum_{n=1}^N \langle f, g_n \rangle f_n.
\]
We proceed with the goal of applying Lemma 2.1.
Step I. Since \( \{ \varphi_n \}_{n=1}^{\infty} \) and \( \{ \psi_n \}_{n=1}^{\infty} \) are biorthogonal, if \( n \not\in \{ 2k - 1, 2k \} \), then \( \langle \varphi_k, g_n \rangle = 0 \). So, for all \( k, N \in \mathbb{N} \), where \( N \geq 2k \),

\[
(5.1) \quad S_N(\varphi_k) = \sum_{n=1}^{N} \langle \varphi_k, g_n \rangle f_n = \langle \varphi_k, \psi_k \rangle \varphi_k^* + \langle \varphi_k, -\psi_k \rangle \varphi_k^- = \langle \varphi_k, \psi_k \rangle \varphi_k = \varphi_k.
\]

Let \( D \) denote the finite linear span of \( \{ \varphi_n \}_{n=1}^{\infty} \) and note that \( D \) is dense in \( L^p[0,1] \). It follows immediately from (5.1) that

\[
(5.2) \quad \forall f \in D, \quad \lim_{N \to \infty} \| f - S_N(f) \|_p = 0.
\]

Step II. This step will show that

\[
(5.3) \quad \sup_{N \in \mathbb{N}} \| S_N \|_{p \to p} < \infty.
\]

Since

\[
(5.4) \quad S_{2N}(f) = \sum_{n=1}^{N} \langle f, \psi_n \rangle \varphi_n.
\]

Thus since \( \{ \varphi_n \}_{n=1}^{\infty} \) is a Schauder basis, (5.4) and Lemma 2.4 yield

\[
(5.5) \quad \sup_{N \in \mathbb{N}} \| S_{2N} \|_{p \to p} < \infty.
\]

Next, since \( \| \varphi_{N+1}^* \|_p \leq \| \varphi_{N+1} \|_p \),

\[
\| S_{2N+1}(f) \|_p = \| S_{2N}(f) + \langle f, g_{2N+1} \rangle f_{2N+1} \|_p
\]

\[
= \| S_{2N}(f) + \langle f, \psi_{N+1} \rangle \varphi_{N+1}^* \|_p
\]

\[
\leq \| S_{2N}(f) \|_p + \| \varphi_{N+1} \|_p |\langle f, \psi_{N+1} \rangle|.
\]

\[
(5.6) \quad \leq \left( \sup_{N \in \mathbb{N}} \| S_{2N} \|_{p \to p} \right) \| f \|_p + \left( \sup_{n \in \mathbb{N}} \| \varphi_n \|_p \| \psi_n \|_q \right) \| f \|_p.
\]

So, (5.5), (5.6), and Lemma 2.4 yield \( \sup_{N \in \mathbb{N}} \| S_{2N+1} \|_{p \to p} < \infty \), and consequently (5.3) holds.

Thus, Lemma 2.1 together with (5.2) and (5.3) completes the proof. \( \square \)

Example 5.3. In the special case when \( \{ \varphi_n \}_{n=1}^{\infty} \) is an orthonormal basis for \( L^2[0,1] \) and \( \psi_n = \varphi_n \), the quasibasis \( \{ f_n \}_{n=1}^{\infty} \) for \( L^2[0,1] \) and dual system \( \{ g_n \}_{n=1}^{\infty} \) defined in Theorem 5.2 can be shown to satisfy

\[
\forall f \in L^2[0,1], \quad (1/2) \| f \|_2^2 \leq \sum_{n=1}^{\infty} | \langle f, f_n \rangle |^2 \quad \text{and} \quad 2 \| f \|_2^2 = \sum_{n=1}^{\infty} | \langle f, g_n \rangle |^2.
\]

In particular, \( \{ g_n \}_{n=1}^{\infty} \) is a tight frame for \( L^2[0,1] \) and the quasibasis \( \{ f_n \}_{n=1}^{\infty} \) satisfies a lower frame inequality. However, by Corollary 4.3 \( \{ f_n \}_{n=1}^{\infty} \) is not a frame for \( L^2[0,1] \) since each \( f_n \) is a.e. nonnegative. See [22] for further discussion of nonframe duals of frames.

Applying Theorem 5.2 to the Haar basis for \( L^p[0,1] \) yields the following corollary.
Corollary 5.4. Fix $1 \leq p < \infty$. The characteristic functions of dyadic intervals form a nonnegative quasibasis for $L^p[0, 1]$.

The techniques related to Example 5.1 and specifically Theorem 2 in [27] can be extended to give the following result which shows that there are in fact no nonnegative unconditional quasibases for $L^p[0, 1]$.

Theorem 5.5 (Unconditional quasibases). Fix $1 \leq p < \infty$. There does not exist an unconditional quasibasis $\{f_n\}_{n=1}^\infty$ for $L^p[0, 1]$ such that each $f_n$ is a.e. nonnegative.

Proof. Step I. Proceed by contradiction and suppose that $\{f_n\}_{n=1}^\infty$ is an unconditional quasibasis and each $f_n$ is a.e. nonnegative. Using Lemma [2.3] on stability of unconditional quasibases and the density of dyadic step functions in $L^p[0, 1]$, we may assume without loss of generality that each $f_n$ is a finite positive linear combination of dyadic step functions. In particular, we will assume that

$$f_n(t) = \sum_{j=1}^{2^{k_n}} d^n_{j,x_{j,k_n}}(t)$$

where

- $x_{j,k_n}(t) = \chi_{I_{j,k_n}}(t)$ is the characteristic function of the dyadic interval $I_{j,k_n} = \left[\frac{j-1}{2^{k_n}}, \frac{j}{2^{k_n}}\right]$,
- $\{k_n\}_{n=1}^\infty \subset \mathbb{N}$ with $k_n < k_{n+1}$ is a strictly increasing sequence of positive integers,
- for each $n \in \mathbb{N}$ and $1 \leq j \leq 2^{k_n}$, $d^n_{j} \geq 0$.

Step II. Let $\{g_n\}_{n=1}^\infty \subset L^q[0, 1]$ be any fixed unconditional dual system for the unconditional quasibasis $\{f_n\}_{n=1}^\infty$. If $R_m$ is the $m$th Rademacher function given by (2.8) and if $c^n_m = \langle R_m, g_n \rangle$, then

$$\forall m \geq 1, \quad R_m = \sum_{n=1}^\infty \langle R_m, g_n \rangle f_n = \sum_{n=1}^\infty c^n_m f_n,$$

with unconditional convergence in $L^p[0, 1]$. Consequently, for each $m \geq 1$, there is an increasing subsequence $\{N_{i,m}\}_{i=1}^\infty \subset \mathbb{N}$ such that

$$\forall m \geq 1, \quad R_m(t) = \lim_{i \to \infty} \sum_{n=1}^{N_{i,m}} \langle R_m, g_n \rangle f_n(t) = \lim_{i \to \infty} \sum_{n=1}^{N_{i,m}} c^n_m f_n(t),$$

holds pointwise for a.e. $t \in [0, 1]$.

Fix any $1 \leq \alpha \leq 2^{k_n}$. For $j \leq n$, let

$$A_{\alpha,j,n} = \left\{ 1 \leq l \leq 2^{k_j} : I_{\alpha,k_n} \subset \left[\frac{l-1}{2^{k_j}}, \frac{l}{2^{k_j}}\right] \right\}.$$
For a.e. \( t \in I_{\alpha,k_n} = [\frac{\alpha - 1}{2k_n}, \frac{\alpha}{2k_n}] \) there holds

\[
R_{k_n+1}(t) = \sum_{j=1}^{\infty} c_{j}^{k_{n+1}} f_{j}(t) + \lim_{i \to \infty} \sum_{j=n+1}^{N_{i,k_n+1}} c_{j}^{k_{n+1}} f_{j}(t)
\]

\[
= \sum_{j=1}^{\infty} c_{j}^{k_{n+1}} \sum_{l=1}^{2k_j} d_{l}^{j} x_{l,k_j}(t) + \lim_{i \to \infty} \sum_{j=n+1}^{N_{i,k_n+1}} c_{j}^{k_{n+1}} f_{j}(t)
\]

\[
= \sum_{j=1}^{\infty} c_{j}^{k_{n+1}} \sum_{l \in \Lambda_{\alpha,j,n}} d_{l}^{j} + \lim_{i \to \infty} \sum_{j=n+1}^{N_{i,k_n+1}} c_{j}^{k_{n+1}} f_{j}(t).
\]

Since the \( f_j \) are a.e. nonnegative, for each \( n \in \mathbb{N} \) the pointwise limit
\( \sum_{j=n+1}^{\infty} |c_j^{k_{n+1}}| f_j(t) \) exists in \([0, \infty]\) for a.e. \( t \in [0,1] \). Moreover, for a.e. \( t \in I_{\alpha,k_n} \)

\[
\sum_{j=n+1}^{\infty} c_j^{k_{n+1}} f_j(t) \geq \lim_{i \to \infty} \sum_{j=n+1}^{N_{i,k_n+1}} c_j^{k_{n+1}} f_j(t) = R_{k_n+1}(t) - \sum_{j=1}^{\infty} c_j^{k_{n+1}} \sum_{l \in \Lambda_{\alpha,j,n}} d_{l}^{j}.
\]

**Step III.** In this step we show that

\[
\int_{0}^{1} \sum_{j=n+1}^{\infty} c_j^{k_{n+1}} f_j(t) dt \geq 1.
\]

For this, we first show that for all \( n \in \mathbb{N} \) and all \( 1 \leq \alpha \leq 2^{k_n} \) there holds

\[
\int_{I_{\alpha,k_n}} \sum_{j=n+1}^{\infty} c_j^{k_{n+1}} f_j(t) dt \geq \frac{1}{2^{k_n}}.
\]

Let \( I'_{\alpha,k_n} \) and \( II'_{\alpha,k_n} \) denote the left and right halves of \( I_{\alpha,k_n} \) respectively. Note that
\( R_{k_n+1}(t) = 1 \) for a.e. \( t \in I'_{\alpha,k_n} \), and \( R_{k_n+1}(t) = -1 \) for a.e. \( t \in II'_{\alpha,k_n} \). So, by \((5.7)\)

\[
\int_{I_{\alpha,k_n}} \sum_{j=n+1}^{\infty} c_j^{k_{n+1}} f_j(t) dt \geq \int_{I_{\alpha,k_n}} \sum_{j=n+1}^{\infty} c_j^{k_{n+1}} f_j(t) dt + \int_{II'_{\alpha,k_n}} \sum_{j=n+1}^{\infty} c_j^{k_{n+1}} f_j(t) dt
\]

\[
\geq \int_{I_{\alpha,k_n}} \left[ 1 - \sum_{j=1}^{n} c_j^{k_{n+1}} \sum_{l \in \Lambda_{\alpha,j,n}} d_{l}^{j} \right] dt + \int_{II'_{\alpha,k_n}} \left[ -1 - \sum_{j=1}^{n} c_j^{k_{n+1}} \sum_{l \in \Lambda_{\alpha,j,n}} d_{l}^{j} \right] dt
\]

\[
= \frac{1}{2^{k_n+1}} \left[ 1 - \sum_{j=1}^{n} c_j^{k_{n+1}} \sum_{l \in \Lambda_{\alpha,j,n}} d_{l}^{j} \right] + \frac{1}{2^{k_n+1}} \left[ 1 + \sum_{j=1}^{n} c_j^{k_{n+1}} \sum_{l \in \Lambda_{\alpha,j,n}} d_{l}^{j} \right].
\]

Since \(|1 - z| + |1 + z| \geq 2 \) holds for all \( z \in \mathbb{C} \), \((5.10)\) implies that \((5.9)\) holds. Now \((5.8)\) follows from \((5.9)\) since

\[
\int_{0}^{1} \sum_{j=n+1}^{\infty} c_j^{k_{n+1}} f_j(t) dt = \sum_{j=1}^{2^{k_n}} \int_{I_{\alpha,k_n}} \sum_{j=n+1}^{\infty} c_j^{k_{n+1}} f_j(t) dt \geq \sum_{j=1}^{2^{k_n}} \frac{1}{2^{k_n}} = 1.
\]
Step IV. In this step we show that

\[ \forall n \in \mathbb{N}, \quad \int_0^1 \sum_{j=1}^{\infty} \left| c_j^{k_n+1} \right| f_j(t) \, dt < \infty. \tag{5.11} \]

Let \( \mathcal{U}_n = \{ u_j^n \}_{j=1}^{\infty} \subset \mathbb{K} \) be unimodular scalars \( |u_j^n| = 1 \) such that \( |c_j^{k_n+1}| = u_j^n c_j^{k_n+1} \) for all \( j \geq 1 \) and \( n \geq 0 \). Recalling that \( f_n \geq 0 \) a.e., the monotone convergence theorem and Hölder’s inequality give

\[ \int_0^1 \sum_{j=1}^{\infty} \left| c_j^{k_n+1} \right| f_j(t) \, dt = \lim_{N \to \infty} \int_0^1 \sum_{j=1}^{N} \left| c_j^{k_n+1} \right| f_j(t) \, dt \]

\[ \leq \limsup_{N \to \infty} \left( \int_0^1 \sum_{j=1}^{N} \left| c_j^{k_n+1} \right| f_j(t) \, dt \right)^{1/p} \]

\[ \leq \limsup_{N \to \infty} \left( \int_0^1 \sum_{j=1}^{N} u_j^n \langle R_{k_n+1}, g_j \rangle f_j(t) \, dt \right)^{1/p} \]

\[ \leq \limsup_{N \to \infty} \| S_{\mathcal{U}_n,N}(R_{k_n+1}) \|_p. \tag{5.12} \]

Using unconditional convergence and Lemma 2.2, (5.12) implies that for each \( n \in \mathbb{N} \)

\[ \int_0^1 \sum_{j=1}^{\infty} \left| c_j^{k_n+1} \right| f_j(t) \, dt \leq \limsup_{N \to \infty} \| S_{\mathcal{U}_n,N} \|_{p \to p} \| R_{k_n+1} \|_p \leq \sup_{\mathcal{U},N} \| S_{\mathcal{U},N} \|_{p \to p} < \infty. \]

Step V. In this step we select integers

\[ 1 = r(0) < m(1) < r(1) < m(2) < \cdots < m(i+1) < r(i+1) < \cdots \]

such that for every \( i \geq 0 \)

\[ \int_0^1 \sum_{j=r(i)+1}^{m(i)+1} \left| c_j^{k_{r(i)+1}} \right| f_j(t) \, dt \geq \frac{2}{3}, \tag{5.13} \]

\[ \forall 0 \leq l \leq i, \quad \int_0^1 \sum_{j=r(i)+1}^{\infty} \left| c_j^{k_{r(i)+1}} \right| f_j(t) \, dt \leq \frac{1}{2^{i+3}}, \tag{5.14} \]

\[ \forall 0 \leq l \leq i, \quad \forall j \in A_l, \quad \left| c_j^{k_{r(i)+1}} \right| < \frac{1}{2^{i+3}} \left| c_j^{k_{r(i)+1}} \right|, \tag{5.15} \]

where \( A_l \) is defined by

\[ A_l = \{ j \in \mathbb{Z} : r(l) + 1 \leq j \leq m(l + 1), \quad \text{and} \quad \left| c_j^{k_{r(i)+1}} \right| > 0 \}. \tag{5.16} \]

To see that (5.13), (5.14), (5.15) are possible, proceed inductively as follows. First note that the base case \( m(1) \in \mathbb{N} \) can be selected sufficiently large to satisfy (5.13) because of (5.8). Also, \( r(1) \in \mathbb{N} \) can be selected sufficiently large to satisfy (5.14) and (5.15) because of (5.11) and Lemma 2.4.

For the general inductive step, suppose that we have selected integers \( 1 = r(0) < m(1) < r(1) < \cdots < m(i-1) < r(i-1) \) satisfying (5.13), (5.14), and (5.15). By (5.8) we may select \( m(i+1) \in \mathbb{N} \) sufficiently large so that (5.13) holds. By (5.11) and Lemma 2.4, we may select \( r(i) \in \mathbb{N} \) sufficiently large so that (5.14) and (5.15) both hold.
\textbf{Step VI.} Define

\begin{equation}
(5.17)
f = \sum_{j=1}^{\infty} \frac{1}{j} R_{k_r(j)+1}.
\end{equation}

Khinchine’s inequality ensures that the sum (5.17) converges in $L^{p}[0,1]$ and that $f \in L^{p}[0,1]$. Moreover,

\begin{equation}
(5.18)
\forall n \geq 1, \quad \langle f, g_n \rangle = \sum_{i=1}^{\infty} \frac{1}{i} \langle R_{k_r(i)+1}, g_n \rangle = \sum_{i=1}^{\infty} \frac{1}{i} c_r^{k_r(i)+1}.
\end{equation}

Note that if $f \in f$ compute as follows for every $n \geq 1$.

Step VII. In this step we show that if $j \geq 1$ and $n \in A_j$, then by (5.16) and (5.18)

\begin{align}
|\langle f, g_n \rangle| & \geq \frac{1}{j} \left| c_r^{k_r(j)+1} \right| - \sum_{i=1}^{j-1} \frac{1}{i} \left| c_r^{k_r(i)+1} \right| - \sum_{i=j+1}^{\infty} \frac{1}{i} \left| c_r^{k_r(i)+1} \right| \\
& \geq \frac{1}{j} \left| c_r^{k_r(j)+1} \right| - \sum_{i=1}^{j-1} \frac{1}{i} \left| c_r^{k_r(i)+1} \right| - \sum_{i=j+1}^{\infty} \frac{1}{i} \left( \frac{1}{2} + \frac{1}{2} \right) \left| c_r^{k_r(i)+1} \right| \\
& \geq \frac{7}{8j} \left| c_r^{k_r(j)+1} \right| - \sum_{i=1}^{j-1} \frac{1}{i} \left| c_r^{k_r(i)+1} \right|.
\end{align}

\begin{equation}
(5.19)
\end{equation}

Using (5.19), (5.16), (5.13), (5.14), and the nonnegativity of the $f_n(t)$, one may compute as follows for every $j \geq 4$:

\begin{align}
\int_{0}^{1} \sum_{n=r(j)+1}^{m(j+1)} |\langle f, g_n \rangle| f_n(t) dt & \geq \int_{0}^{1} \sum_{n \in A_j} |\langle f, g_n \rangle| f_n(t) dt \\
& \geq \int_{0}^{1} \sum_{n \in A_j} \left( \frac{7}{8j} \left| c_r^{k_r(j)+1} \right| - \sum_{i=1}^{j-1} \frac{1}{i} \left| c_r^{k_r(i)+1} \right| \right) f_n(t) dt \\
& \geq \int_{0}^{1} \sum_{n=r(j)+1}^{m(j+1)} \frac{7}{8j} \left| c_r^{k_r(j)+1} \right| f_n(t) dt - \int_{0}^{1} \sum_{n=r(j)+1}^{m(j+1)} \sum_{i=1}^{j-1} \frac{1}{i} \left| c_r^{k_r(i)+1} \right| f_n(t) dt \\
& \geq \left( \frac{7}{8j} \right) \left( \frac{2}{3} \right) - \sum_{i=1}^{j-1} \int_{0}^{1} \sum_{n=r(j)+1}^{m(j+1)} \frac{1}{i} \left| c_r^{k_r(i)+1} \right| f_n(t) dt \\
& \geq \left( \frac{7}{12j} \right) - \sum_{i=1}^{j-1} \frac{1}{i} \left( \frac{1}{2i+3} \right) \\
& \geq \left( \frac{7}{12j} \right) - \frac{1}{8j^2} \sum_{i=1}^{j-1} \frac{1}{i} \geq \left( \frac{7}{12j} \right) - \frac{j}{8j^2} = \frac{11}{24j}.
\end{align}

\begin{equation}
(5.21)
\end{equation}

Step VIII. Define the sequence $\mathcal{E} = \{ \epsilon_k \}_{k=1}^{\infty} \subset \mathbb{K}$ with $|\epsilon_k| \leq 1$ so that $\epsilon_k \langle f, g_k \rangle = |\langle f, g_k \rangle|$
if \( r(j) + 1 \leq k \leq m(j + 1) \) for some \( j = 0, 1, 2, \cdots \); and \( \epsilon_k = 0 \) otherwise. Define
\[
f_{\mathcal{E}}(t) = \sum_{k=0}^{\infty} \epsilon_k \langle f, g_k \rangle f_k = \sum_{j=0}^{m(j+1)} \sum_{k=r(j)+1}^{\infty} |\langle f, g_k \rangle| f_k(t).
\]
Hölder’s inequality, the monotone convergence theorem, and (5.21) imply
\[
\|f_{\mathcal{E}}\|_p \geq \|f_{\mathcal{E}}\|_1 = \int_0^1 \sum_{j=0}^{m(j+1)} \sum_{k=r(j)+1}^{\infty} |\langle f, g_k \rangle| f_k(t) dt
\]
\[
= \sum_{j=0}^{\infty} \int_0^1 \sum_{k=r(j)+1}^{m(j+1)} |\langle f, g_k \rangle| f_k(t) dt
\]
\[
\geq \sum_{j=4}^{\infty} \int_0^1 \sum_{k=r(j)+1}^{m(j+1)} |\langle f, g_k \rangle| f_k(t) dt
\]
\[
= \sum_{j=4}^{\infty} \frac{11}{24j} = \infty.
\]
(5.22)

Step IX. The monotone convergence theorem and Lemma 2.2 imply
\[
\|f_{\mathcal{E}}\|_p = \left\| \sum_{k=0}^{\infty} \epsilon_k \langle f, g_k \rangle f_k \right\|_p
\]
\[
= \lim_{N \to \infty} \left\| \sum_{k=0}^{N} \epsilon_k \langle f, g_k \rangle f_k \right\|_p
\]
\[
= \lim_{N \to \infty} \|S_{\mathcal{E},N}(f)\|_p
\]
\[
\leq \left( \sup_{t, N} \|S_{t, N}\|_{p \to p} \right) \|f\|_p < \infty.
\]
This contradicts (5.22) and completes the proof. \( \square \)

Since frames and unconditional bases are unconditional quasibases, Theorem 5.5 gives an alternate but less direct proof of Corollaries 4.2 and 4.3. Theorem 5.5 shows that there are no pointwise nonnegative unconditional quasibases for \( L^p[0, 1] \).

6. Markushevich bases and exact systems

In this section we use the Walsh functions to construct an example of a pointwise nonnegative Markushevich basis for \( L^p[0, 1], 1 \leq p < \infty \).

Let \( \{w_n\}_{n=1}^{\infty} \) denote the Walsh functions as defined in Example 2.8. Note that the Walsh functions have the following properties:
- \( \forall t \in [0, 1], \ w_1(t) = 1, \)
- \( \forall n \geq 1, \ w_n(t) \in \{-1, 1\} \text{ for a.e. } t \in [0, 1], \)
- \( \forall n \geq 1, \exists t_n > 0 \text{ such that } w_n(t) = 1 \text{ for a.e. } t \in [0, t_n]. \)

Recall from Example 2.8 that the Walsh functions are an orthonormal basis for \( L^2[0, 1] \), a Schauder basis for \( L^p[0, 1], 1 < p < \infty \), and a Markushevich basis for \( L^p[0, 1], 1 \leq p < \infty \).
The next result generalizes Theorem 2 in [40] from the Fourier setting to the Walsh setting and from \( L^2[0,1] \) to \( L^p[0,1] \), cf. [24,25], and provides examples of nonnegative Markushevich bases.

**Theorem 6.1** (Markushevich bases). Fix \( 1 \leq p < \infty \) and let \( \frac{1}{p} + \frac{1}{q} = 1 \). For \( n \geq 2 \), let

\[
(6.1) \quad f_n(t) = \frac{1 - w_n(t)}{t} = \frac{w_1(t) - w_n(t)}{t} \quad \text{and} \quad g_n(t) = -tw_n(t).
\]

The system \( \{f_n\}_{n=2}^{\infty} \subset L^p[0,1] \) is a Markushevich basis for \( L^p[0,1] \) with biorthogonal system \( \{g_n\}_{n=2}^{\infty} \subset L^q[0,1] \). Moreover, for each \( n \geq 2 \), \( f_n \geq 0 \) is pointwise nonnegative.

**Proof.** Step I. A direct computation shows that \( \{g_n\}_{n=2}^{\infty} \) is biorthogonal to \( \{f_n\}_{n=2}^{\infty} \). This uses the fact that \( \{w_n\}_{n=1}^{\infty} \subset L^q[0,1] \) is biorthogonal to \( \{w_n\}_{n=1}^{\infty} \subset L^p[0,1] \).

Step II. To see that \( \{f_n\}_{n=2}^{\infty} \) is complete in \( L^p[0,1] \) suppose \( h \in L^q[0,1] \) satisfies \( \langle f_n, h \rangle = 0 \) for all \( n \geq 2 \). For each \( k \geq 1 \) define

\[
H_k(t) = h(t) \left( \frac{\chi_{[1/2^k, 1]}(t)}{t} \right) = h(t) \left( \frac{1 - \chi_{[0, 1/2^k]}(t)}{t} \right) \in L^q[0,1].
\]

It will be convenient to note that \( \chi_{[0, 1/2^k]}(t) \) has the following finite Walsh expansion which holds for a.e. \( t \in [0,1] \):

\[
(6.2) \quad \chi_{[0, 1/2^k]}(t) = \sum_{j=1}^{2^k} \langle \chi_{[0, 1/2^k]}, w_j \rangle w_j(t) = 2^{-k} \sum_{j=1}^{2^k} w_j(t).
\]

Also note that the product of two Walsh functions is a Walsh function, namely \( w_nw_k = w_{N(n,k)} \) for some integer \( N(n,k) \geq 1 \); this can be seen directly from \((2.10)\) and \((2.11)\).

Define \( f_1 = 0 \). If \( k \geq 1 \) is fixed, then for all \( n \geq 1 \) we have

\[
\langle w_n, H_k \rangle = \int_0^1 w_n(t) \left( \frac{w_1(t) - 2^{-k} \sum_{j=1}^{2^k} w_j(t)}{t} \right) \frac{h(t)}{h(t)} dt
\]

\[
= 2^{-k} \sum_{j=1}^{2^k} \int_0^1 w_n(t) \left( \frac{1 - w_j(t)}{t} \right) \frac{h(t)}{h(t)} dt
\]

\[
= 2^{-k} \sum_{j=1}^{2^k} \int_0^1 \left( \frac{w_n(t) - 1 + 1 - w_{N(j,n)}(t)}{t} \right) \frac{h(t)}{h(t)} dt
\]

\[
= 2^{-k} \sum_{j=1}^{2^k} \left( \langle f_{N(j,n)}, h \rangle - \langle f_n, h \rangle \right) = 2^{-k} \sum_{j=1}^{2^k} (0 - 0) = 0.
\]

This implies that \( H_k = 0 \) for all \( k \geq 1 \), since the Walsh system is a Markushevich basis for \( L^p[0,1] \) and in particular is complete; see Example 2.8. By the definition of \( H_k \) this implies that \( h(t) = 0 \) for a.e. \( t \in (1/2^k, 1] \). Since this is true for all \( k \geq 1 \), it follows that \( h = 0 \).

Step III. To see that \( \{g_n\}_{n=2}^{\infty} \subset L^q[0,1] \) is total, suppose that \( f \in L^p[0,1] \) and \( \langle f, g_n \rangle = 0 \) for all \( n \geq 2 \). Let

\[
F(t) = tf(t) - \langle tf, w_1 \rangle w_1(t),
\]
and note that $F \in L^1[0, 1]$ by Hölder’s inequality. By construction, $\langle F, w_1 \rangle = 0$. Also, for all $n \geq 2$,
$$
\langle F, w_n \rangle = -\langle f, g_n \rangle - \langle tf, w_1 \rangle \langle w_1, w_n \rangle = 0.
$$
Since the Walsh system is a Markushevich basis for $L^1[0, 1]$ it is total in $L^\infty[0, 1]$, see Example 2.8 and this implies $F = 0$. Thus
(6.3)  
$$
tf(t) = \langle tf, w_1 \rangle w_1(t) = \langle f, t \rangle.
$$
If $(f, t) \neq 0$, then $f(t) = \langle f, t \rangle / t$ contradicts that $f \in L^p[0, 1]$. Therefore, we must have $(f, t) = 0$ which by (6.3) implies that $tf(t) = 0$ and hence $f = 0$. □

The next result shows that the system in Theorem 6.1 is an example of a Markushevich basis that is not a Schauder basis; cf. Example 5.9 (c) in [21] for a Fourier analog.

**Theorem 6.2.** Fix $1 \leq p < \infty$. The Markushevich basis $\{f_n\}_{n=2}^\infty \subset L^p[0, 1]$ defined by (6.1) is not a Schauder basis for $L^p[0, 1]$.

**Proof.** Let $\frac{1}{p} + \frac{1}{q} = 1$. For $1 < q < \infty$, the dual system $\{g_n\}_{n=1}^\infty \subset L^q[0, 1]$ defined by (6.1) satisfies
(6.4)  
$$
\|g_n\|_q = \left( \int_0^1 |t|^q dt \right)^{\frac{1}{q}} = \left( \frac{1}{q + 1} \right)^{\frac{1}{q}}.
$$
Also note that $\|g_n\|_\infty = 1$ holds and is consistent with (6.4) when $q = \infty$.

By (2.12) we have $w_2^{m-1} = \{0\}$. Thus, for all $1 \leq p < \infty$,
(6.5)  
$$
\|f_2^{m-1} + 1\|_p \geq \int_0^1 \frac{1 - w_2^{m-1}(t)}{t} dt = \int_0^1 \frac{1 - R_m(t)}{t} dt
$$
$$
= \sum_{k=1}^{2^{m-1}} \int_{(2k-1)2^{-m}}^{(2k+1)2^{-m}} \frac{2^p}{t} dt = 2^p \sum_{k=1}^{2^{m-1}} \ln \left( 1 + \frac{1}{(2k-1)} \right).
$$
Since $\ln(1 + x) \geq x / (e - 1)$ holds whenever $0 \leq x \leq (e - 1)$, (6.5) yields
(6.6)  
$$
\|f_2^{m-1} + 1\|_p \geq \frac{2^p}{(e - 1)} \sum_{k=1}^{2^{m-1}} \frac{1}{(2k - 1)}.
$$
It follows from (6.4) and (6.6) that
(6.7)  
$$
\lim_{m \to \infty} \|f_2^{m-1} + 1\|_p \|g_2^{m-1} + 1\|_q = \infty.
$$
Thus Lemma 2.4 together with (6.7) show that $\{f_n\}_{n=1}^\infty$ is not a Schauder basis for $L^p[0, 1]$. □

7. Extensions to $L^p(\mathbb{R})$

Most of our previous results were proven for $L^p[0, 1]$, but they easily extend to $L^p(\mathbb{R})$. The following lemma is an immediate consequence of the definition of quasibasis.

**Lemma 7.1.** Let $1 \leq p < \infty$ and $\frac{1}{p} + \frac{1}{q} = 1$. If $\{f_n\}_{n=1}^\infty$ is an unconditional quasibasis for $L^p(\mathbb{R})$ with dual system $\{g_n\}_{n=1}^\infty \subset L^q(\mathbb{R})$, then $\{f_n \chi_{[0,1]}\}_{n=1}^\infty \subset L^p[0, 1]$ is an unconditional quasibasis for $L^p[0, 1]$ with dual system $\{g_n \chi_{[0,1]}\}_{n=1}^\infty \subset L^q[0, 1]$. 

Lemma 7.3 and Theorem 5.5 give the following.

Corollary 7.2. Fix $1 \leq p < \infty$. There does not exist an unconditional quasibasis $\{f_n\}_{n=1}^{\infty}$ for $L^p(\mathbb{R})$ such that each $f_n$ is a.e. nonnegative.

The next lemma follows easily from the definitions of Markushevich basis and quasibasis.

Lemma 7.3. Fix $1 \leq p < \infty$ and $\frac{1}{p} + \frac{1}{q} = 1$. Suppose that $\{f_n\}_{n=1}^{\infty} \subset L^p[0, 1]$ and $\{g_n\}_{n=1}^{\infty} \subset L^q[0, 1]$. Define

$$F_{m,n}(t) = \chi_{[0,1]}(t-m)f_n(t-m) \quad \text{and} \quad G_{m,n}(t) = \chi_{[0,1]}(t-m)g_n(t-m).$$

The following hold:

1. If $\{f_n\}_{n=1}^{\infty}$ is a Markushevich basis for $L^p[0, 1]$ with biorthogonal system $\{g_n\}_{n=1}^{\infty} \subset L^q[0, 1]$, then the system $\{F_{m,n} : m \in \mathbb{Z}, n \in \mathbb{N}\}$ is a Markushevich basis for $L^p(\mathbb{R})$ with biorthogonal system $\{G_{m,n} : m \in \mathbb{Z}, n \in \mathbb{N}\} \subset L^q(\mathbb{R})$.

2. If $\{f_n\}_{n=1}^{\infty}$ is a quasibasis for $L^p[0, 1]$ with dual system $\{g_n\}_{n=1}^{\infty} \subset L^q[0, 1]$, then a suitable enumeration of the system $\{F_{m,n} : m \in \mathbb{Z}, n \in \mathbb{N}\}$ is a quasibasis for $L^p(\mathbb{R})$ with a correspondingly enumerated dual system $\{G_{m,n} : m \in \mathbb{Z}, n \in \mathbb{N}\} \subset L^q(\mathbb{R})$.

Lemma 7.3, Theorem 6.1 and Corollary 5.4 give the following.

Corollary 7.4. Fix $1 \leq p < \infty$. If $\{f_n\}_{n=1}^{\infty} \subset L^p[0, 1]$ is the Markushevich basis defined by (7.1), then the system $\{F_{m,n} : m \in \mathbb{Z}, n \in \mathbb{N}\} \subset L^p(\mathbb{R})$ defined by (7.1) is a nonnegative Markushevich basis for $L^p(\mathbb{R})$.

Corollary 7.5. Fix $1 \leq p < \infty$. If $\{f_n\}_{n=1}^{\infty} \subset L^p[0, 1]$ is the conditional quasibasis given by enumerating the dyadic step functions in Corollary 5.4, then the suitably enumerated system $\{F_{m,n} : m \in \mathbb{Z}, n \in \mathbb{N}\} \subset L^p(\mathbb{R})$ defined by (7.1) is a nonnegative conditional quasibasis for $L^p(\mathbb{R})$.

8. Hamel Bases

Let $V$ be a linear space over $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$. A set $B \subset V$ is a Hamel basis for $V$ if every $v \in V$ can be expressed as a finite linear combination of elements in $B$. In other words, $B \subset V$ is a Hamel basis if

$$\forall v \in V, \exists N \in \mathbb{N}, b_1, \ldots, b_N \in B, c_1, \ldots, c_N \in \mathbb{K} \text{ such that } v = c_1 b_1 + \cdots + c_N b_N.$$ 

In contrast to the spanning systems discussed in Section 2, Hamel bases for infinite dimensional Banach spaces are uncountable.

Given a measurable function $f$ let $f_R = \text{Re}(f)$ and $f_I = \text{Im}(f)$ denote the real and imaginary parts of $f$, let $f_R^+(t) = \max\{f_R(t), 0\}$ and $f_R^-(t) = \max\{-f_R(t), 0\}$ denote the positive and negative parts of $f_R$, and let $f_I^+$ and $f_I^-$ denote the positive and negative parts of $f_I$. In particular, $f = f_R^+ - f_R^- + i(f_I^+ - i f_I^-)$.

Theorem 8.1. Let $V$ be a linear space of measurable functions with the property that if $f \in V$, then $f_R^+, f_R^-, f_I^+, f_I^-$ are in $V$. There exists a Hamel basis $B \subset V$ for $V$ such that each $b \in B$ is a.e. nonnegative.

Proof. The proof follows the usual construction of Hamel bases.

Let $\mathcal{F}$ be the family of all subsets of $V$ with the property that if $F \in \mathcal{F}$, then (i) the elements of $F$ are finitely linearly independent, and (ii) if $f \in F$, then $f$ is
a.e. nonnegative. Consider the partial order on \( F \) given by set inclusion. It can be shown that every chain in \( F \) has an upper bound (take the union of elements in the chain). Therefore, by Zorn’s lemma, \( F \) contains a maximal element \( B \in F \).

It follows from the maximality of \( B \) that if \( g \in V \) is a.e. nonnegative, then \( g \) must lie in the finite linear span of \( B \) (otherwise maximality would be contradicted by \( B \cup \{ g \} \)). Thus, if \( f \in V \), then each of the nonnegative functions \( f_R, f_I, f^+R, f^-I \) is in the finite linear span of \( B \). Since \( V \) is linear, it follows that \( B \) is the desired Hamel basis for \( V \).

**Corollary 8.2.** Fix \( 0 < p \leq \infty \) and measurable \( S \subset \mathbb{R}^d \). There exists a Hamel basis \( B \) for the linear space \( L^p(S) \) for which each \( b \in B \) is a.e. nonnegative.

### 9. Questions

Theorem 5.5 shows that nonnegative unconditional quasibases do not exist in \( L^p[0, 1] \). On the other hand, Example 5.1 and Theorem 6.1 show that it is possible for a nonnegative system in \( L^p[0, 1] \) to be a quasibasis or Markushevich basis in \( L^p[0, 1] \). However, it is not clear whether a nonnegative system in \( L^p[0, 1] \) can be a Schauder basis, i.e., simultaneously a quasibasis and a Markushevich basis.

**Question 9.1.** Given \( 1 \leq p < \infty \), does there exist a Schauder basis \( \{ f_n \}_{n=1}^{\infty} \) for \( L^p[0, 1] \) such that each \( f_n \) is a.e. nonnegative?

For perspective, note that nonnegative Schauder bases do exist in other function spaces. For example, the Schauder system is a nonnegative Schauder basis for \( C[0, 1] \), see Section 4.1 in [21], and the system \( \{ \chi_{[0,1]}(t-n) : n \in \mathbb{Z} \} \) is a nonnegative orthonormal basis for its closed linear span in \( L^2(\mathbb{R}) \).

**Question 9.2.** Which function spaces admit pointwise nonnegative Schauder bases?

Example 3.3 shows that the approach used to prove Theorem 3.2 on monotone bases does not extend to \( L^1[0, 1] \). Moreover, unlike the case \( 1 < p < \infty \), Corollary 4.2 does not help address Theorem 3.2 for \( L^1[0, 1] \) since there are no unconditional bases for \( L^1[0, 1] \).

**Question 9.3.** Does there exist a monotone basis \( \{ f_n \}_{n=1}^{\infty} \) for \( L^1[0, 1] \) such that each \( f_n \) is a.e. nonnegative?

It would be interesting to determine if examples of nonnegative quasibases and Markushevich bases \( \{ f_n \}_{n=1}^{\infty} \) for \( L^p[0, 1] \) (see Theorems 5.2 and 6.1 and Example 5.3) can be endowed with additional control between \( \| f \|_p \) and \( \ell^r \) norms of the coefficient sequence \( \{ \langle f, f_n \rangle \}_{n=1}^{\infty} \). See [29] for related work involving Bessel \((C_q)-\)systems in the context of Gabor analysis, and see [19,33] for related work on coefficient control in the setting of Schauder bases.

**Question 9.4.** Given \( 1 < s \leq 2 \leq t < \infty \), does there exist \( A, B > 0 \) and a quasibasis or Markushevich basis \( \{ f_n \}_{n=1}^{\infty} \) for \( L^2[0, 1] \) such that each \( f_n \) is a.e. nonnegative and

\[
\forall f \in L^2[0, 1], \quad A \left( \sum_{n=1}^{\infty} |\langle f, f_n \rangle|^t \right)^{1/t} \leq \| f \|_2 \leq B \left( \sum_{n=1}^{\infty} |\langle f, f_n \rangle|^s \right)^{1/s}.
\]

Recall that the case \( s = t = 2 \) is not possible by Corollary 4.3.
Note added in proof. With regard to Question 9.1, Bill Johnson and Gideon Schechtman have recently constructed an example of a nonnegative Schauder basis for \( L^1 \), but the question remains open for general \( L^p \). With regard to Question 9.3, it can be shown using results on contractive projections that there are no nonnegative monotone Schauder bases for \( L^1 \).

10. Appendix

In this Appendix we briefly sketch proofs of background lemmas on quasibases stated in Section 2.2. As noted earlier, the proofs of Lemma 2.1, Lemma 2.2, and Lemma 2.3 follow familiar methods; we briefly outline the details here for the sake of completeness.

Sketch of the proof of Lemma 2.1. The implication (1) \( \implies \) (2) follows from the definition of quasibasis and from the uniform boundedness principle since the convergence of the sequence \( \{S_N(f)\}_{N=1}^{\infty} \) for all \( f \in X \) implies that \( \sup_N \|S_N\|_{X \to X} < \infty \).

For the implication (2) \( \implies \) (1), let \( C = \sup_N \|S_N\|_{X \to X} < \infty \). Given \( f \in X \), let \( \epsilon > 0 \) be arbitrary and take \( g \in D \) such that \( \|f - g\|_X < \epsilon \). Then
\[
\|f - S_N(f)\|_X \leq \|f - g\|_X + \|g - S_N(g)\|_X + \|S_N(g - f)\|_X.
\]
This implies that \( \limsup_{N \to \infty} \|f - S_N(f)\|_X \leq \epsilon(1+C) \), and since \( \epsilon > 0 \) is arbitrary, this completes the proof.

Sketch of the proof of Lemma 2.2. Since the quasibasis expansion
\[
f = \sum_{n=1}^{\infty} \langle f, g_n \rangle f_n
\]
converges unconditionally for each \( f \in X \), Theorem 3.15 in [21] implies that for each \( f \in X \), \( \sup_{U,N} \|S_{U,N}(f)\|_X < \infty \). The proof now follows from the uniform boundedness principle.

Sketch of the proof of Lemma 2.3. Step I. We first show that \( \{\varphi_n\}_{n=1}^{\infty} \) is quasibasis for \( X \). Define the operator \( S : X \to X \) by \( S(f) = \sum_{n=1}^{\infty} \langle f, g_n \rangle (f_n - \varphi_n) \). The assumption (2.5) guarantees that the partial sums defining \( S(f) \) are Cauchy and hence converge. Moreover, (2.5) implies that for all \( f \in X \), \( \|S(f)\|_X \leq (\epsilon/2)\|f\|_X \), and hence \( \|S\|_{X \to X} \leq \epsilon/2 < 1 \).

Define \( T = I - S \), where \( I : X \to X \) is the identity operator. Exercise 2.40 in [21] shows that \( T : X \to X \) is bounded, one-to-one, onto, and has bounded inverse. It can be verified that for all \( f \in X \), \( T(f) = \sum_{n=1}^{\infty} \langle f, g_n \rangle \varphi_n \). Thus, we have
\[
\forall f \in X, \quad f = T(T^{-1}(f)) = \sum_{n=1}^{\infty} \langle T^{-1}(f), g_n \rangle \varphi_n = \sum_{n=1}^{\infty} \langle f, (T^{-1})^*(g_n) \rangle \varphi_n.
\]
In other words, \( \{\varphi_n\}_{n=1}^{\infty} \) is a quasibasis for \( X \) with dual system \( \{(T^{-1})^*(g_n)\}_{n=1}^{\infty} \).

Step II. We next show that if \( \{f_n\}_{n=1}^{\infty} \) is an unconditional quasibasis, then the quasibasis \( \{\varphi_n\}_{n=1}^{\infty} \) is unconditional. We need to show that for any permutation \( \sigma \) of \( N \), the following series converges:
\[
\lim_{N \to \infty} \sum_{n=1}^{N} \langle f, (T^{-1})^*(g_{\sigma(n)}) \rangle \varphi_{\sigma(n)} = \lim_{N \to \infty} \sum_{n=1}^{N} \langle T^{-1}(f), g_{\sigma(n)} \rangle \varphi_{\sigma(n)}.
\]
In particular, it suffices to show that the partial sums in (10.1) are Cauchy.

Since \( \{f_n\}_{n=1}^{\infty} \) is an unconditional quasibasis with dual \( \{g_n\}_{n=1}^{\infty} \), the following series converges:

\[
T^{-1}(f) = \lim_{N \to \infty} \sum_{n=1}^{N} \langle T^{-1}(f), g_{\sigma(n)} \rangle f_{\sigma(n)} = \sum_{n=1}^{\infty} \langle T^{-1}(f), g_{\sigma(n)} \rangle f_{\sigma(n)},
\]

and so the partial sums in (10.2) are Cauchy. The assumption (2.5) implies that

\[
\left\| \sum_{n=M}^{N} \langle T^{-1}(f), g_{\sigma(n)} \rangle (f_{\sigma(n)} - \varphi_{\sigma(n)}) \right\|_X \leq \epsilon \|T^{-1}(f)\|_X \sum_{n=M}^{N} \frac{1}{2^{\sigma(n)+1}}.
\]

We may conclude from (10.2) and (10.3) that the sequence of partial sums (10.1) is Cauchy as required since

\[
\left\| \sum_{n=M}^{N} \langle T^{-1}(f), g_{\sigma(n)} \rangle \varphi_{\sigma(n)} \right\|_X \leq \epsilon \|T^{-1}(f)\|_X \sum_{n=M}^{N} \frac{1}{2^{\sigma(n)+1}}.
\]

\[\square\]
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