MINIMAL THINNESS WITH RESPECT TO SYMMETRIC LÉVY PROCESSES

PANKI KIM, RENMING SONG, AND ZORAN VONDRAČEK

Abstract. Minimal thinness is a notion that describes the smallness of a set at a boundary point. In this paper, we provide tests for minimal thinness at finite and infinite minimal Martin boundary points for a large class of purely discontinuous symmetric Lévy processes.

1. Introduction

Minimal thinness is a notion that describes the smallness of a set at a boundary point. Minimal thinness in the half-space was introduced by Lelong-Ferrand in [35], while minimal thinness in general open sets was developed by Naïm in [38]; for a more recent exposition see [4, Chapter 9]. A probabilistic interpretation in terms of Brownian motion was given by Doob; see e.g. [19].

A Wiener-type criterion for minimal thinness of a subset of the half-space (using a Green energy) has already appeared in [35]. A refined version of such a criterion (using the ordinary capacity) was proved in [20]. A general version of the Wiener-type criterion for minimal thinness in NTA domains was established by Aikawa in [1] using a powerful concept of quasi-additivity of capacity. In case of a smooth domain, Aikawa’s version of the criterion implies several results obtained earlier; cf. [5,18,36,41]. A good exposition of this theory can be found in [2, Part II, 7].

All of these results have been proved in the context of classical potential theory related to the Laplacian or, probabilistically, to Brownian motion. Even though the concept of minimal thinness for Hunt processes admitting a dual process (and satisfying an additional hypothesis) was studied by Föllmer [22], concrete criteria for minimal thinness with respect to certain integro-differential operators (i.e., certain Lévy processes) in the half-space have been obtained only recently in [28]. To be more precise, in [28] the underlying process $X$ belongs to a class of subordinate Brownian motions, where the Laplace exponents of the corresponding subordinators are complete Bernstein functions satisfying a certain condition at infinity. The first
result of [28] was a necessary condition for minimal thinness of a Borel subset \( E \) of the half-space \( \mathbb{H} \subset \mathbb{R}^d, \ d \geq 2 \): If \( E \) is minimally thin in \( \mathbb{H} \) (with respect to the process \( X \)) at the point \( z = 0 \), then
\[
\int_{E \cap B(0,1)} |x|^{-d} \, dx < \infty.
\]

Here, and in the sequel, \( B(z,r) \) denotes the open ball centered at \( z \in \mathbb{R}^d \) with radius \( r > 0 \). In the classical case this was proved in [5] for \( d = 2 \) and in [18] for \( d \geq 3 \). The method applied in [28] was based on a result of Sjögren, [40, Theorem 2]. The second result of [28] was a criterion for minimal thinness in \( \mathbb{H} \) of a set under the graph of a Lipschitz function, which in the classical case is due to Burdzy; see [11] and [25].

The goal of this paper is to generalize the results from [28] in several directions. We will always assume that \( d \geq 2 \). We work with a broader class of purely discontinuous symmetric transient Lévy processes and prove a version of Aikawa’s Wiener-type criterion for minimal thinness of a subset of a (not necessarily bounded) \( \kappa \)-fat open set at any finite (minimal Martin) boundary point. By specializing to \( C^{1,1} \) open sets, we get an integral criterion for minimal thinness in the spirit of [5,18]. Moreover, in case the processes satisfy an additional assumption governing the global behavior, we obtain criteria for minimal thinness of a subset of half-space-like open sets at infinity. In the classical case of the Laplacian, such results are direct consequences of the corresponding finite boundary point results by use of the inversion with respect to a sphere and the Kelvin transform. In the case we study, this is much more delicate, since the method of Kelvin transform is not available.

Let us describe the results of the paper in more detail. We start with a description of the setup of this paper.

We assume that \( r \mapsto j(r) \) is a strictly positive non-increasing function on \((0, \infty)\) satisfying
\[
(1.1) \quad j(r) \leq cj(r + 1) \quad \text{for } r \geq 1,
\]
and \( X \) is a purely discontinuous symmetric transient Lévy process in \( \mathbb{R}^d \) with Lévy exponent \( \Psi_X(\xi) \) so that
\[
\mathbb{E}_x \left[ e^{i\xi \cdot (X_t - X_0)} \right] = e^{-t \Psi_X(\xi)}, \quad t > 0, \ x \in \mathbb{R}^d, \ \xi \in \mathbb{R}^d.
\]

We assume that the Lévy measure of \( X \) has a density \( J_X \) such that
\[
(1.2) \quad \gamma^{-1} j(|y|) \leq J_X(y) \leq \gamma j(|y|), \quad \text{for all } y \in \mathbb{R}^d,
\]
for some \( \gamma \geq 1 \). Since \( \int_0^\infty j(r)(1 \wedge r^2)r^{d-1} \, dr < \infty \) by (1.2), the function \( x \to j(|x|) \) is the Lévy density of an isotropic unimodal Lévy process whose characteristic exponent is \( \Psi(|\xi|) = \int_{\mathbb{R}^d} (1 - \cos(\xi \cdot y))j(|y|)dy \). The Lévy exponent \( \Psi_X \) can be written as \( \Psi_X(\xi) = \int_{\mathbb{R}^d} (1 - \cos(\xi \cdot y))J_X(y)dy \) and, clearly by (1.2), it satisfies
\[
(1.3) \quad \gamma^{-1} \Psi(|\xi|) \leq \Psi_X(\xi) \leq \gamma \Psi(|\xi|), \quad \text{for all } \xi \in \mathbb{R}^d.
\]
The function \( \Psi \) may not be increasing. However, if we put \( \Psi^*(r) := \sup_{s \leq r} \Psi(s) \), then, by [8 Proposition 2], we have
\[
\Psi(r) \leq \Psi^*(r) \leq \pi^2 \Psi(r).
\]
Thus by (1.3),
\begin{equation}
(\pi^2\gamma)^{-1}\Psi^*(|\xi|) \leq \Psi_X(\xi) \leq \gamma\Psi^*(|\xi|), \quad \text{for all } \xi \in \mathbb{R}^d.
\end{equation}
Moreover,
\begin{equation}
\Psi^*(\lambda t) \leq 2(1 + \lambda^2)\Psi^*(t) \quad \text{for every } t > 0 \text{ and } \lambda \geq 1
\end{equation}
(see [26, Lemma 1]).
We will always assume that \( \Psi \) satisfies the following scaling condition at infinity:

(H1): There exist constants \( 0 < \delta_1 \leq \delta_2 < 1 \) and \( a_1, a_2 > 0 \) such that
\begin{equation}
a_1\lambda^{2\delta_1} \Psi(t) \leq \Psi(\lambda t) \leq a_2\lambda^{2\delta_2} \Psi(t), \quad \lambda \geq 1, t \geq 1.
\end{equation}
Then by [8] (15) and Corollary 22, for every \( R > 0 \), there exists \( c = c(R) > 1 \) such that
\begin{equation}
c^{-1} \frac{\Psi(r^{-1})}{r^d} \leq j(r) \leq c \frac{\Psi(r^{-1})}{r^d} \quad \text{for } r \in (0, R].
\end{equation}
Note that the class of Lévy processes described above contains the purely discontinuous unimodal Lévy processes dealt with in [8,10]. The condition (H1) governs the small time and small space behavior of the process \( X \). Thus it is sometimes referred to as a local condition.

In this paper, we will always assume that the condition (H1) is satisfied and \( X \) is a purely discontinuous symmetric transient Lévy process with Lévy density \( J_X \) satisfying (H1).

To study minimal thinness at infinity, we need to add another scaling condition on \( \Psi \) near the origin:

(H2): There exist constants \( 0 < \delta_3 \leq \delta_4 < 1 \) and \( a_3, a_4 > 0 \) such that
\begin{equation}
a_3\lambda^{2\delta_4} \Psi(t) \leq \Psi(\lambda t) \leq a_4\lambda^{2\delta_3} \Psi(t), \quad \lambda \leq 1, t \leq 1.
\end{equation}
Since \( d \geq 2 \), (H2) implies that \( X \) is transient. Condition (H2) governs the large time and large space behavior of \( X \) and so it is sometimes referred to as a global condition.

We will impose the condition (H2) only when we discuss minimal thinness at infinity and we will explicitly mention this assumption when stating the results at the beginning of the section.

Let \( (\mathcal{E}, \mathcal{F}) \) be the Dirichlet form of \( X \) on \( L^2(\mathbb{R}^d, dx) \). It is known that \( (\mathcal{E}, \mathcal{F}) \) is a regular Dirichlet form on \( L^2(\mathbb{R}^d, dx) \) and \( \mathcal{F} = \mathcal{C}_c^\infty(\mathbb{R}^d) \mathcal{E}_1 = \{ f \in L^2(\mathbb{R}^d, dx) : \mathcal{E}(f, f) < \infty \} \), where \( \mathcal{E}_1(u, u) = \mathcal{E}(u, u) + \int_{\mathbb{R}^d} u^2(x) dx \). Moreover, for \( u \in \mathcal{F} \),
\begin{align*}
\mathcal{E}(u, u) &= \int_{\mathbb{R}^d \times \mathbb{R}^d} (u(x) - u(y))^2 J_X(x - y) dx dy.
\end{align*}
For any open \( D \subset \mathbb{R}^d \), we use \( X^D = (X^D_t, \mathbb{P}_x) \) to denote the subprocess of \( X \) killed upon exiting \( D \). The Dirichlet form of \( X^D \) is given by \( (\mathcal{E}, \mathcal{F}_D) \), where
\begin{align*}
\mathcal{F}_D &= \{ u \in \mathcal{F} : u = 0 \text{ on } D^c \text{ except for a set of zero capacity} \}.
\end{align*}

The Hardy inequality is one of the main ingredients in Aikawa’s construction of a measure comparable to the capacity, which is fundamental in proving quasi-additivity of capacity (see [11,2]). We introduce a local Hardy inequality for the Dirichlet form \( (\mathcal{E}, \mathcal{F}_D) \) in the next definition and show in Section 5 that it holds under natural conditions on the open set \( D \).
Definition 1.1. We say that $({\mathcal{E}}, {\mathcal{F}}_D)$ satisfies the local Hardy inequality at $z \in \partial D$ (with a localization constant $r_0$) if there exist $c > 0$ and $r_0 > 0$ such that

$$\mathcal{E}(v, v) \geq c \int_{B(z, r_0) \cap D} v^2(x) \Psi(\delta_D(x)^{-1}) \, dx, \quad v \in \mathcal{F}_D.$$ 

We recall now the definition of $\kappa$-fat open set and introduce the necessary notation.

Definition 1.2. Let $0 < \kappa \leq 1$. We say that an open set $D$ is $\kappa$-fat at $z \in \partial D$ if there is a localization radius $R > 0$ such that for all $r \in (0, R]$ there exists a (non-tangential) point $A_r(z) \in D \cap B(z, r)$ such that the ball $B(A_r(z), \kappa r) \subset D \cap B(z, r)$. We say that an open set is $\kappa$-fat with localization radius $R$ if $D$ is $\kappa$-fat at all $z \in \partial D$ with localization radius $R$.

Without loss of generality, we will assume that $R \leq 1/2$ and $\kappa \leq 1/4$.

The first main result of this paper is the following Aikawa’s version of the Wiener-type criterion for minimal thinness. For any open set $D \subset \mathbb{R}^d$, we use $G_D$ to denote the Green function of $X^D$. See Definition 6.1 for the definition of minimal thinness in $D$ with respect to $X$.

Theorem 1.3. Assume that $D \subset \mathbb{R}^d$ is $\kappa$-fat with localization radius $R$ and that $({\mathcal{E}}, {\mathcal{F}}_D)$ satisfies the local Hardy inequality with a localization constant $r_0$ at $z \in \partial D$. Fix a point $x_0 \in D$ with $\kappa R < \delta_D(x_0) < R$.

1. If a Borel set $E \subset D$ is minimally thin in $D$ at $z$ with respect to $X$, then

$$\int_{E \cap B(z, (\kappa R/4) \wedge r_0)} \left( \frac{G_D(x, x_0)}{G_D(A_{|x-z|}(z), x_0)} \right)^2 \Psi(\delta_D(x)^{-1}) \frac{dx}{|x-z|^d} < \infty.$$ 

2. Conversely, if $E$ is the union of a subfamily of Whitney cubes of $D$ and is not minimally thin in $D$ at $z$ with respect to $X$, then

$$\int_{E \cap B(z, (\kappa R/4) \wedge r_0)} \left( \frac{G_D(x, x_0)}{G_D(A_{|x-z|}(z), x_0)} \right)^2 \Psi(\delta_D(x)^{-1}) \frac{dx}{|x-z|^d} = \infty.$$ 

When $D$ is a half-space or when $D$ is a $C^{1,1}$ open set and $X$ is a purely discontinuous unimodal Lévy process, we have an explicit form of the integral test. We first recall the definition of a $C^{1,1}$ open set.

Definition 1.4. An open set $D$ in $\mathbb{R}^d$ is said to be a (uniform) $C^{1,1}$ open set if there exist a localization radius $R > 0$ and a constant $\Lambda > 0$ such that for every $z \in \partial D$, there exist a $C^{1,1}$-function $\psi = \psi_z : \mathbb{R}^{d-1} \to \mathbb{R}$ satisfying $\psi(0) = 0$, $\nabla \psi(0) = (0, \ldots, 0)$, $\|\nabla \psi\|_{\infty} \leq \Lambda$, $|\nabla \psi(x) - \nabla \psi(w)| \leq \Lambda|x-w|$, and an orthonormal coordinate system $CS_z$ with its origin at $z$ such that

$$B(z, R) \cap D = \{y = (\tilde{y}, y_d) \in CS_z : |\tilde{y}| < R, y_d > \psi(\tilde{y})\}.$$ 

The pair $(R, \Lambda)$ is called the characteristics of the $C^{1,1}$ open set $D$.

A $C^{1,1}$ open set $D$ with characteristics $(R, \Lambda)$ can be unbounded and disconnected; the distance between two distinct components of $D$ is at least $R$.

Recall that an open set $D$ is said to satisfy the interior and exterior ball conditions with radius $R_1$ if for every $z \in \partial D$, there exist $x \in D$ and $y \in \overline{D}^c$ such that $\text{dist}(x, \partial D) = R_1$, $\text{dist}(y, \partial D) = R_1$, $B(x, R_1) \subset D$ and $B(y, R_1) \subset \overline{D}^c$. 

It is known (see \[3\] Definition 2.1 and Lemma 2.2) that an open set $D$ is a $C^{1,1}$ open set if and only if it satisfies the interior and exterior ball conditions. By taking $R$ smaller if necessary, we will always assume a $C^{1,1}$ open set with characteristics $(R,\Lambda)$ satisfies the interior and exterior ball conditions with radius $R$.

**Corollary 1.5.** Suppose that either (i) $D$ is a half-space or (ii) $D \subset \mathbb{R}^d$ is a $C^{1,1}$ open set and $\gamma = 1$ in (1.2). Assume that $E$ is a Borel subset of $D$.

1. If $E$ is minimally thin in $D$ at $z \in \partial D$ with respect to $X$, then
   \[ \int_{E \cap B(z,1)} |x - z|^{-d} \, dx < \infty. \]

2. Conversely, if $E$ is the union of a subfamily of Whitney cubes of $D$ and is not minimally thin in $D$ at $z \in \partial D$ with respect to $X$, then
   \[ \int_{E \cap B(z,1)} |x - z|^{-d} \, dx = \infty. \]

We sometimes write a point $z = (z_1, \ldots, z_d) \in \mathbb{R}^d$ as $(\bar{z},z_d)$ with $\bar{z} \in \mathbb{R}^{d-1}$. Throughout this paper, $\mathbb{H}_b$ stands for the set $\{x = (\bar{x},x_d) \in \mathbb{R}^d : x_d > b\}$. We will denote the upper half-space $\mathbb{H}_0$ by $\mathbb{H}$.

An open set $D$ is said to be half-space-like if, after isometry, there exist two real numbers $b_1 \leq b_2$ such that $\mathbb{H}_{b_2} \subset D \subset \mathbb{H}_{b_1}$. Without loss of generality, whenever we deal with a half-space-like open set $D$, we will always assume that $\mathbb{H}_1 \subset D \subset \mathbb{H}$.

Now we state our results on minimal thinness at infinity. In Section 7 we will first extend the main result of \[32\] to purely discontinuous unimodal Lévy processes so that, for a large class of unbounded open sets including half-space-like open sets, the infinite part of the (minimal) Martin boundary consists of a single point. We call such a point infinity and denote it by $\infty$.

**Definition 1.6.** We say $(\mathcal{E},\mathcal{F}_D)$ satisfies the Hardy inequality if there exists $c > 0$ such that
\[ \mathcal{E}(v,v) \geq c \int_D v^2(x)\Psi(\delta_D(x)^{-1}) \, dx, \quad v \in \mathcal{F}_D. \]

Here is the second main result of the paper.

**Theorem 1.7.** Suppose that (H2) holds and $\gamma = 1$ in (1.2). Assume that $D \subset \mathbb{R}^d$ is a half-space-like open set and that $(\mathcal{E},\mathcal{F}_D)$ satisfies the Hardy inequality. Let $E$ be a Borel subset of $D$ and $x_0 = (0,5)$.

1. If $E$ is minimally thin in $D$ at infinity with respect to $X$, then
   \[ \int_{E \cap B(0,1)^c} |x|^d G_D(x,x_0)^2 \Psi(\delta_D(x)^{-1}) \, dx < \infty. \]

2. Conversely, if $E$ is the union of a subfamily of Whitney cubes of $D$ and is not minimally thin in $D$ at infinity with respect to $X$, then
   \[ \int_{E \cap B(0,1)^c} |x|^d G_D(x,x_0)^2 \Psi(\delta_D(x)^{-1}) \, dx = \infty. \]

Again, when $D$ is a half-space-like $C^{1,1}$ open set, we get the following corollary.
Corollary 1.8. Suppose that (H2) holds and $\gamma = 1$ in (1.2). Assume that $D \subset \mathbb{R}^d$ is a half-space-like $C^{1,1}$ open set and that $E$ is a Borel subset of $D$.

(1) If $E$ is minimally thin in $D$ at infinity with respect to $X$, then

$$\int_{E \cap B(0,1)^c} |x|^{-d} \, dx < \infty.$$ 

(2) Conversely, if $E$ is the union of a subfamily of Whitney cubes of $D$ and is not minimally thin in $D$ at infinity with respect to $X$, then

$$\int_{E \cap B(0,1)^c} |x|^{-d} \, dx = \infty.$$ 

In order to prove these results we need various potential-theoretic results for the underlying process such as Harnack inequality, boundary Harnack principle, sharp estimates of the Green function and the Martin kernel in $D \subset \mathbb{R}^d$, and identification of the Martin boundary of $D$ with the Euclidean boundary. All of these results have been established previously, some of them quite recently, under various conditions on the process $X$ and the open set $D$. The main novelty is that local results for possibly unbounded open sets are obtained only under local conditions on the underlying process $X$, a fact that leads to significant technical difficulties. Therefore we start the paper with three preliminary sections that establish all necessary results. In Section 2 we first recall some previous results from [33]. The main new result is Theorem 2.11, where we prove sharp local estimates of the Green function of $X^D$ in case $D$ is a (not necessarily bounded) $\kappa$-fat open set. It is proved in [33] that the finite part of the (minimal) Martin boundary of any $\kappa$-fat set $D$ coincides with the Euclidean boundary of $D$; see [33, Theorem 3.3]. The main result of Section 3 is Theorem 3.2, which gives sharp estimates of the Martin kernel at a finite boundary point of a $\kappa$-fat open set. In Section 4, we assume (H2) holds and extend some results previously known for subordinate Brownian motions.

In Section 5, we will discuss both local results and global results (under the condition (H2)). In that section, we study quasi-additivity of capacity with respect to a Whitney decomposition of $D$. Here we closely follow the method from [1], but use more delicate estimates for the underlying Lévy process. The main novelty here is that we prove local quasi-additivity only under local assumptions on the process $X$; see Proposition 5.11(1). One of the main ingredients in proving quasi-additivity is a construction of a measure comparable to capacity. Here one needs a Hardy-type inequality for the associated Dirichlet form. We assume the (local) Hardy inequality and at the end of the section give some sufficient conditions for this inequality.

Section 6 is devoted to the proof of Theorem 1.3. After recalling the definition of minimal thinness and giving a general criterion, we establish in Lemma 6.3 the main technical tool for proving the Wiener-type criterion for minimal thinness at a finite boundary point given in Proposition 6.4. Arguments leading from this criterion to its Aikawa version given in Proposition 6.6 are analogous to those of [2, Part II, 7] and rely on the (local) quasi-additivity. The proof of the main Theorem 1.3 is a consequence of Aikawa’s criterion and the existence of a comparable measure. In the case when $X$ is a unimodal Lévy process and $D$ a $C^{1,1}$-open set, explicit boundary behaviors of the mean exit times in terms of the distance to the boundary lead to Corollary 1.5; see also the proof of Corollary 6.7, Aikawa’s Wiener-criterion for a $C^{1,1}$ open set.
In Section 7 we assume that (H2) holds and that \( X \) is a unimodal Lévy process. In this section we study minimal thinness at infinity under global assumptions on the underlying process and prove Theorem 1.7. The proofs, although similar to those from the previous section, contain non-trivial modifications (in particular the main technical Lemma 7.2) and are given in full. The starting point of the section is Theorem 7.1 where we extend a recent result from [32] stating that the (minimal) Martin boundary of an open set which is \( \kappa \)-fat at infinity consists of precisely one point. Besides half-space-like open sets, infinite cones are another example of unbounded sets which are \( \kappa \)-fat at infinity. Minimal thinness at infinity for infinite cones seems to be more delicate, even in the classical case; see [37, Theorem 1]. That is why we restrict our consideration to half-space-like open sets.

Finally, in Section 8 we study the question of minimal thinness of a set below the graph of a Lipschitz function, both at a finite and infinite boundary point. In case of minimal thinness at a finite boundary point we state in Proposition 8.1 a Burdzy-type criterion which generalizes [28, Theorem 4.4]. As an application of Theorem 8.1 and Corollary 8.8 we prove the main result of Section 8, a criterion for minimal thinness at infinity under the graph of a Lipschitz function; see Theorem 8.2.

We conclude this introduction by setting up some notation and conventions. We use \( \overset{\text{def}}{=} \) to denote a definition, which is read as “is defined to be”; we denote \( a \wedge b := \min \{a, b\} \), \( a \vee b := \max \{a, b\} \); we often denote point \( z = (z_1, \ldots, z_d) \in \mathbb{R}^d \) as \( (z, z_d) \) with \( z \in \mathbb{R}^{d-1} \); we denote by \( B(x, r) \) the open ball centered at \( x \in \mathbb{R}^d \) with radius \( r > 0 \); for any two positive functions \( f \) and \( g \), \( f \simeq g \) means that there is a positive constant \( c \geq 1 \) so that \( c^{-1} g \leq f \leq c g \) on their common domain of definition; for any Borel subset \( E \subset \mathbb{R}^d \) and \( x \in E \), \( \text{diam}(E) \) stands for the diameter of \( E \), \( |E| \) stands for the Lebesgue measure of \( E \) in \( \mathbb{R}^d \), \( \text{int}(E) \) stands for the interior of \( E \) and \( \delta_E(x) \) stands for the Euclidean distance between \( x \) and \( E^c \); \( \mathbb{N} \) is the set of non-negative integers. The values of the constants \( R, \delta_1, \delta_2, \delta_3, \delta_4, C_1, C_2, \ldots \) remain the same throughout this paper, while \( c, c_0, c_1, c_2, \ldots \) represent constants whose values are unimportant and may change. All constants are positive finite numbers. The labeling of the constants \( c_0, c_1, c_2, \ldots \) starts anew in the statement and proof of each result. The dependence of constant \( c \) on dimension \( d \) is not mentioned explicitly.

2. Green function estimates

Throughout this paper, we always assume that \( j \) is a strictly positive non-increasing function on \( (0, \infty) \) satisfying (1.1) such that (H1) holds, and that \( X \) is a purely discontinuous symmetric transient Lévy process with Lévy exponent \( \Psi_X(\xi) \) and a Lévy density \( J_X \) satisfying (1.2).

As a consequence of (H1), (1.4) and [39, Proposition 28.1] we know that for any \( t > 0 \), \( X_t \) has a density \( p_t(x, y) \) which is smooth. We will use \( G(x, y) := \int_0^\infty p_t(x, y) dt \) to denote the Green function of \( X \). Since \( X \) is a Lévy process, \( G(x, y) \) depends on \( x - y \) only. Moreover, by the symmetry assumption on \( X \), \( G(x, y) = G(y, x) \). For simplicity we use \( G(x) \) for \( G(x, 0) \).

Given an open set \( D \subset \mathbb{R}^d \), we define \( X_t^D(\omega) = X_t(\omega) \) if \( t < \tau_D(\omega) \) and \( X_t^D(\omega) = \partial \) if \( t \geq \tau_D(\omega) \), where \( \partial \) is a cemetery state. Throughout this paper, we use the convention that any function \( f \) on \( D \) is extended to the cemetery state by \( f(\partial) = 0 \). Since \( J_X \) satisfies the assumption [13, (1.6)], by [13, Theorem 3.1], for every open
set $D$, $X_t^D$ has a Hölder continuous density $p_D(t, x, y)$. For any open set $D$ in $\mathbb{R}^d$, let $G_D(x, y) = \int_0^\infty p_D(t, x, y) \, dt$ be the Green function of $X^D$. The function $G_D$ is jointly lower semi-continuous on $D \times D$; see Remark 2.6.

We first recall the definitions of harmonic functions with respect to $X$ and $X^D$.

**Definition 2.1.** Let $D$ be an open subset of $\mathbb{R}^d$. A non-negative function $u$ on $\mathbb{R}^d$ is said to be (1) harmonic in $D$ with respect to $X$ if $u(x) = E_x[u(X_{\tau_B})]$ for each $x \in B$ and every open set $B$ whose closure is a compact subset of $D$; (2) regular harmonic in $D$ with respect to $X$ if for each $x \in D$, $u(x) = E_x[u(X_{\tau_D})]$, $\tau_D < \infty$.

**Definition 2.2.** Let $D$ be an open subset of $\mathbb{R}^d$. A non-negative function $u$ on $D$ is said to be harmonic with respect to $X^D$ if $u(x) = E_x[u(X^D_{\tau_U})]$ for every $x \in U$ and every open set $U$ whose closure is a compact subset of $D$.

Obviously, if $u$ is harmonic with respect to $X^D$, then the function equal to $u$ in $D$ and zero outside $D$ is harmonic with respect to $X$ in $D$. All non-negative functions that are harmonic in $D$ with respect to $X$ are continuous; see [33].

For notational convenience, we define

$$\Phi(r) = \frac{1}{\Psi^r(r^{-1})}, \quad r > 0.$$ 

The right continuous inverse function of $\Phi$ will be denoted by the usual notation $\Phi^{-1}(r)$.

The following two results are proved in [33].

**Theorem 2.3** ([33] (1.4), (2.1) and Theorem 2.4). For every $M \geq 1$ there exists a positive constant $C_1(M) = C_1(M, \Psi, \gamma)$ such that for all $x \in B(0, M)$,

$$C_1(M)^{-1} \Phi(|x|) \leq G(x) \leq C_1(M) \Phi(|x|) |x|^d.$$ 

**Lemma 2.4** ([33] (1.4), (2.1) and Lemma 2.7). For every bounded open set $D$, the Green function $G_D(x, y)$ is finite and continuous off the diagonal of $D \times D$ and there exists $c = c(\text{diam}(D), \Psi, \gamma) > 1$ such that for all $x, y \in D$,

$$G_D(x, y) \leq c \Phi(|x - y|) |x - y|^d.$$ 

Before we state the interior lower bound on the Green function, we first recall a result from analysis (see [43], Theorem 1, p. 167]): Any open set $D \subset \mathbb{R}^d$ is the union of a family $\{Q_j\}_{j \in \mathbb{N}}$ of closed cubes, with sides all parallel to the axes, satisfying the following properties: (i) $\text{int}(Q_j) \cap \text{int}(Q_k) = \emptyset$; (ii) for any $j$, $\text{diam}(Q_j) \leq \text{dist}(Q_j, \partial D) \leq 4\text{diam}(Q_j)$, where $\text{dist}(Q_j, \partial D)$ denotes the Euclidean distance between $Q_j$ and $\partial D$. The family $\{Q_j\}_{j \in \mathbb{N}}$ above is called a Whitney decomposition of $D$ and the $Q_j$’s are called Whitney cubes (of $D$). We will use $x_j$ to denote the center of the cube $Q_j$.

**Lemma 2.5.** (1) For every $L, T > 0$, there exists $c = c(T, L, \Psi, \gamma) > 0$ such that for any bounded open set $D$ with $\text{diam}(D) \leq T$, $x, y \in D$ with $|x - y| \leq L(\delta_D(x) \wedge \delta_D(y))$,

$$G_D(x, y) \geq c \Phi(|x - y|) |x - y|^d.$$ 

(2) For every $M \geq 1$, every $L > 0$ and any open set $D$, there exists $c = c(M, L, \Psi, \gamma) > 0$ such that for every Whitney decomposition $\{Q_j\}$ of $D$, every cube
Let $Q_j$ such that $\text{diam}(Q_j) \leq M$ and all $x, y \in Q_j$ with $|x - y| \leq L(\delta_D(x) \wedge \delta_D(y))$,
\[
G_D(x, y) \geq c \frac{\Phi(|x - y|)}{|x - y|^d}.
\]

Proof. (1) This part is exactly \cite{33}, Lemma 2.8.

(2) Fix $Q_j$ with $\text{diam}(Q_j) \leq M$. Recall that $x_j$ is the center of $Q_j$. Let $\bar{D} := D \cap B(x_j, 8M)$, so that $\text{diam}(\bar{D}) \leq 8M$. Let $x, y \in Q_j$ be such that $|x - y| \leq L(\delta_D(x) \wedge \delta_D(y))$. Since $\text{dist}(Q_j, \partial D) \leq 4\text{diam}(Q_j) \leq 4M$, we see that $\delta_{\bar{D}}(x) = \delta_D(x) \wedge \delta_D(y)$. Thus $|x - y| \leq L(\delta_{\bar{D}}(x) \wedge \delta_{\bar{D}}(y))$. From part (1) we conclude that (2.1) holds with $c = c(M, L, \Psi, \gamma)$. \hfill $\square$

Remark 2.6. By the domain monotonicity of Green functions and Lemmas 2.4 and 2.5(i), one can easily see that the function $G_D$ is jointly lower semi-continuous on $D \times D$. In fact, $G_D$ is continuous in the extended sense at the diagonal: $\lim_{(x, y) \to (x_0, x_0)} G_D(x, y) = G_D(x_0, x_0) = +\infty$ for any $x_0 \in D$.

We record a simple consequence of (H1), which we will use several times: There exists a positive constant $c_1 > 0$ such that for all positive $r, s, A$ with $As \leq r \leq 1$, \begin{equation}
\label{2.2}
\frac{\Phi(r)}{r^d} \leq c_1 \left(A^{-d} \vee A^{-d+2\delta_1}\right) \frac{\Phi(s)}{s^d}.
\end{equation}

In the remainder of this section, we assume that $D$ is a $\kappa$-fat open set with localization radius $R$. Without loss of generality we may assume that $R \leq \frac{1}{10}$. Recall that for each $z \in \partial D$ and $r \in (0, R)$, $A_r(z)$ is a point in $D \cap B(z, r)$ satisfying $B(A_r(z), \kappa r) \subset D \cap B(z, r)$. We also recall that $G_D(\cdot, y)$ is regular harmonic in $D \setminus \overline{B(y, \varepsilon)}$ for every $\varepsilon > 0$ and vanishes outside $D$.

Lemma 2.7 (Carleson’s estimate). There exists a constant $c = c(\Psi, \gamma, \kappa) > 1$ such that for every $z \in \partial D$, $0 < r \leq \kappa R/4$, $y \in D \setminus \overline{B(z, 4r)}$,
\begin{equation}
\label{2.3}
G_D(x, y) \leq cG_D(A_r(z), y), \quad x \in D \cap B(z, r).
\end{equation}

Proof. By the boundary Harnack principle in \cite{33} Theorem 2.3(ii)], it suffices to show that for $y \in D \setminus \overline{B(z, 4r)}$,
\begin{equation}
\label{2.4}
G_D(x, A_{4r/\kappa}(z)) \leq c_1 r^{-d} \Phi(r) \leq c_2 G_D(A_r(z), A_{4r/\kappa}(z)), \quad x \in D \cap B(z, r).
\end{equation}

Since $|x - A_{4r/\kappa}(z)| \geq \delta_D(A_{4r/\kappa}(z)) - \delta_D(x) \geq 4r - r = 3r$, the first inequality in (2.4) follows from Theorem 2.3 and (2.2). On the other hand, since $|A_r(z) - A_{4r/\kappa}(z)| \leq 8r\kappa^{-1} \leq 8\kappa^{-2}(\delta_D(A_{4r/\kappa}(z)) \wedge \delta_D(A_r(z)))$, the second inequality in (2.4) follows from Lemma 2.5(i) and (2.2). The assertion of the lemma follows. \hfill $\square$

Next we show a localization result for an unbounded $\kappa$-fat set.

Proposition 2.8. Let $D$ be an unbounded $\kappa$-fat set with localization radius $R > 0$. There exist $\kappa_1 = \kappa_1(\kappa, R, d) \in (0, \kappa]$ and $R_1 = R_1(\kappa, R, d) \in (0, R]$ such that for every $z_0 \in \partial D$ there exists a $\kappa_1$-open set $D(z_0)$ with localization radius $R_1$ satisfying $D \cap B(z_0, 1) \subset D(z_0) \subset D \cap B(z_0, 2)$.

Proof. Recall that $R \leq 1/4$ and $\kappa \leq 1/2$. We first note that by making $\kappa$ smaller if necessary, we can assume that for any $r \leq R$ and $z \in D$, there exists $A_r(z) \in D$ such that $B(A_r(z), \kappa r) \subset D \cap B(z, r)$. This means that the $\kappa$-fatness of $D$ at every boundary point $z \in \partial D$ implies that the $\kappa$-fatness property (with possibly smaller $\kappa$)
holds also true at every interior point $z \in D$. In particular, a non-tangential point $A_r(z) \in D \cap B(z, r)$ is well defined for every $z \in \overline{D}$.

Let $z_0 \in \partial D$ and define

$$D(z_0) = (D \cap B(z_0, 1)) \cup \left( \bigcup_{z \in \partial D \cap B(z_0, 1)} \bigcup_{r \in (0, R]} B(A_r(z), \kappa r) \right).$$

Clearly, $D \cap B(z_0, 1) \subset D(z_0) \subset D \cap B(z_0, 2)$. We claim that $D(z_0)$ is $\kappa_1$-fat with localization radius $R$, where $\kappa_1 = \kappa / 32$. Actually, we show that for every $w \in \overline{D(z_0)}$ and every $s \in (0, R]$ there exists $\tilde{A}_s(w) \in D(z_0)$ such that $B(\tilde{A}_s(w), \kappa_1 s) \subset D(z_0) \cap B(w, s)$.

Let $w \in \overline{D \cap B(z_0, 1)}$. By the very definition of $D(z_0)$, for each $s \in (0, R]$ we have that $B(A_s(w), \kappa s) \subset D(z_0) \cap B(w, s)$. Hence, we can take $\tilde{A}_s(w) = A_s(w)$.

Suppose now that $w \in B(A_r(z), \kappa r)$ for some $z \in \partial D \cap B(z_0, 1)$ and $r \in (0, R]$. We consider two cases: (i) $s \leq 8r$, and (ii) $8r < s \leq R$. In the case $s \leq 8r$, first note that $2\kappa_1 s = (\kappa / 16)s \leq \kappa r / 2$. Consider the line segment connecting $w$ and $A_r(z)$ and let $\tilde{A}_s(w)$ be the point on this segment at the distance $2\kappa_1 s$ from $w$. If $v \in B(\tilde{A}_s(w), \kappa_1 s)$, then

$$|v - w| \leq |v - \tilde{A}_s(w)| + |\tilde{A}_s(w) - w| \leq \kappa_1 s + 2\kappa_1 s \leq \frac{3}{32} \kappa s < \frac{s}{2},$$

and $|v - A_r(z)| \leq |w - A_r(z)| \leq \kappa r$. This proves that $B(\tilde{A}_s(w), \kappa_1 s) \subset B(A_r(z), \kappa r) \cap B(w, s/2) \subset D(z_0) \cap B(w, s/2)$. If $8r < s \leq R$, then $B(z, s/4) \subset B(w, s/2)$. Indeed, if $v \in B(z, s/4)$, then

$$|v - w| \leq |v - z| + |z - A_r(z)| + |A_r(z) - w| \leq \frac{s}{4} + r + \kappa r \leq \frac{s}{4} + \frac{3}{2} r < \frac{s}{2}.$$}

Take $\tilde{A}_s(w) = A_{s/4}(z)$. Then $B(\tilde{A}_s(w), \kappa_1 s) \subset B(A_{s/4}(z), \kappa s/4) \subset D(z_0) \cap B(z, s/4) \subset D(z_0) \cap B(w, s/2)$.

Finally, assume that $w$ is in the closure of $\bigcup_{z \in \partial D \cap B(z_0, 1)} \bigcup_{r \in (0, R]} B(A_r(z), \kappa r)$. Then there exist sequences $(w_n)_{n \geq 1}$, $(z_n)_{n \geq 1}$ in $\overline{D \cap B(z_0, 1)} \cap (0, R]$ such that $w_n \in B(A_{r_n}(z_n), \kappa r_n)$ and $w = \lim_n w_n$. Let $s \leq R$ and choose $n \geq 1$ so that $|w_n - w| \leq s / 4$. By what has already been proved, there exists $\tilde{A}_s(w_n) \in D(z_0)$ so that $B(\tilde{A}_s(w_n), \kappa_1 s) \subset D(z_0) \cap B(w_n, s/2)$. Define $\tilde{A}_s(w) = \tilde{A}_s(w_n)$. If $v \in B(\tilde{A}_s(w), \kappa_1 s)$, then

$$|v - w| \leq |v - \tilde{A}_s(w_n)| + |\tilde{A}_s(w_n) - w_n| + |w_n - w| \leq \kappa_1 s + \frac{s}{2} < s.$$}

Thus $B(\tilde{A}_s(w), \kappa_1 s) \subset D(z_0) \cap B(w, s)$. \qed

Without loss of generality (by choosing $R$ and $\kappa$ smaller if necessary), we assume in the sequel that $R = R_1$ and $\kappa = \kappa_1$.

Fix $x_0 \in D$ with $\kappa R < \delta_D(x_0) < R$ (later we will fix a point $z \in \partial D$ and restrict further that $x_0 \in B(z, R) \cap D$) and set $\varepsilon_1 := \frac{4R}{24}$. Define $r(x, y) := \delta_D(x) \vee \delta_D(y) \vee |x - y|$ for $x, y \in D$, and

$$\begin{equation}
(2.5) \quad B(x, y) := \begin{cases}
\{ A \in D : \delta_D(A) > \frac{\kappa}{2} r(x, y), \\
|x - A| \vee |y - A| < 5r(x, y) \} & \text{if } r(x, y) < \varepsilon_1, \\
\{ x_0 \} & \text{if } r(x, y) \geq \varepsilon_1.
\end{cases}
\end{equation}$$}
Set $C_2 := C_1(2)\Phi(\frac{\delta_D(x_0)}{2})(\frac{\delta_D(x_0)}{2})^{-d}$, where $C_1(2)$ is the constant from Theorem 2.3. By Lemma 2.4 we see that $G_D(x, x_0) \leq C_2$ for $x \in (D \cap B(x_0, 2)) \setminus B(x_0, \frac{\delta_D(x_0)}{2})$.

Now we define

\[(2.6)\quad g(x) := G_D(x, x_0) \wedge C_2.\]

We note that for $y \in D \cap B(x_0, 2)$ with $\delta_D(y) \leq 6\varepsilon_1$, we have $g(y) = G_D(y, x_0)$, since $6\varepsilon_1 < \frac{\delta_D(x_0)}{4}$ and thus $|y - x_0| \geq \delta_D(x_0) - 6\varepsilon_1 \geq \frac{\delta_D(x_0)}{2}$.

The following lemma follows from [33, Theorem 2.2].

Lemma 2.9. (1) There exists $c = c(\kappa, R, \Psi, \gamma) > 1$ such that for every $x \in D \cap B(x_0, 2)$ satisfying $\delta_D(x) \geq 2^{-6}\kappa^3\varepsilon_1$ we have $c^{-1} \leq g(x) \leq c$.

(2) There exists $c = c(\kappa, R, \Psi, \gamma) > 0$ such that for every $x, y \in D \cap B(x_0, 2)$, $c^{-1}g(A_1) \leq g(A_2) \leq cg(A_1)$ for every $A_1, A_2 \in \mathcal{B}(x, y)$.

With these preparations, we can prove the following two-sided estimates on the Green functions of bounded $\kappa$-fat open sets (without loss of generality, assuming that $\text{diam}(D) \leq 1$), which extend [29, Theorem 1.2]. As we mentioned in [29, Theorem 1.2], with [1.6, Lemmas 2.4, 2.5], [33, Theorems 2.2 and 2.3] at hand, one can easily adapt the arguments of [71, Proposition 6]. Since these are more or less standard now, we omit the details. (See also the proof of [27, Theorem 6.4].)

Theorem 2.10. If $D$ is a bounded $\kappa$-fat open set with localization radius $R$, then there exists a constant $c = c(\text{diam}(D), R, \kappa, \Psi, \gamma) > 1$ such that for every $x, y \in D$ and $A \in \mathcal{B}(x, y)$,

\[(2.7)\quad c^{-1} \frac{g(x)g(y)\Phi(|x - y|)}{g(A)^2|x - y|^d} \leq G_D(x, y) \leq c \frac{g(x)g(y)\Phi(|x - y|)}{g(A)^2|x - y|^d},\]

where $g$ and $\mathcal{B}(x, y)$ are defined by (2.6) and (2.5) respectively.

In fact, it is the next result, which covers unbounded $\kappa$-fat open sets, that we will use in the following section.

Theorem 2.11. Suppose that $D$ is a $\kappa$-fat open set with localization radius $R$ and $z \in \partial D$. Assume that $x_0 \in B(z, R) \cap D$ with $\kappa R < \delta_D(x_0) < R$. There exists $C_3 = C_3(\Psi, \gamma, R, \kappa) > 1$ such that for all $x, y \in B(z, 2^{-7}\kappa^2 R) \cap D$ and $A \in \mathcal{B}(x, y)$ it holds that

\[(2.8)\quad C_3^{-1} \frac{g(x)g(y)\Phi(|x - y|)}{g(A)^2|x - y|^d} \leq G_D(x, y) \leq C_3 \frac{g(x)g(y)\Phi(|x - y|)}{g(A)^2|x - y|^d}.\]

Proof. By Theorem 2.10 we only need to prove the theorem for unbounded $D$.

First, note that $g(\cdot) = G_D(\cdot, x_0)$ on $B(z, \kappa R/4)$. Using Proposition 2.8 we choose a bounded $\kappa$-fat open set $D_1$ with localization radius $R$ such that $D \cap B(z, 1) \subset D_1 \subset D \cap B(z, 2)$. First note that since $\delta_D(x) \vee \delta_D(y) = \delta_D(x) \vee \delta_D(y) \leq 2^{-7}\kappa^2 R$, by the boundary Harnack principle in [33, Theorem 2.3(ii)],

\[(2.9)\quad \frac{(G_{D_1}(x, x_0) \wedge C_2)(G_{D_1}(y, x_0) \wedge C_2)}{(G_{D_1}(A, x_0) \wedge C_2)^2} = \frac{G_{D_1}(x, x_0)G_{D_1}(y, x_0)}{G_{D_1}(A, x_0)^2} \geq g(x)g(y)g(A)^2.\]

It follows from (2.9) and Theorem 2.10 that

\[G_D(x, y) \geq G_{D_1}(x, y) \geq c_1 \frac{g(x)g(y)\Phi(|x - y|)}{g(A)^2|x - y|^d}.\]
On the other hand, by the strong Markov property, the symmetry of $G_D$, and Theorem 2.10

$$G_D(x, y) = G_{D_1}(x, y) + \mathbb{E}_x[G_D(y, X_{\tau_{D_1}})] \leq c_2 \frac{g(x)g(y)\Phi(|x-y|)}{g(A)^2|x-y|^d} + \mathbb{E}_x[G_D(y, X_{\tau_{D_1}})].$$

Thus, since $\inf_{a \leq 1} \Phi(a) a^{-d} > 0$, it suffices to show the first inequality below:

$$\mathbb{E}_x[G_D(y, X_{\tau_{D_1}})] \leq c_3 \frac{g(x)g(y)}{g(A)^2} \leq c_4 \frac{g(x)g(y)\Phi(|x-y|)}{g(A)^2|x-y|^d}.$$

Let $\eta_0 := 2^{-2}\kappa R$ and $\eta_1 := 2^{-3}\kappa^2 R$. Since

$$|z - A| \leq |x - z| + |A - x| \leq 2^{-2}\kappa^2 R + 5r(x, y) \leq 11 \cdot 2^{-7}\kappa^2 R < 2^{-3}\kappa^2 R = \eta_1,$$

we have $A \in D \cap B(z, \eta_1)$. Thus by Lemma 2.7

$$G_D(A, x_0) \leq c_5(G_D(A_{\eta_0}(z), x_0) \wedge G_D(A_{\eta_1}(z), x_0)).$$

Applying the boundary Harnack principle in [33 Theorem 2.3(ii)] to $G_D(\cdot, w)$ and $G_D(\cdot, x_0)$ and using (2.11), we get

$$\mathbb{E}_x[G_D(y, X_{\tau_{D_1}})] \leq c_5c_6 \frac{g(y)}{g(A)} \mathbb{E}_x[G_D(A_{\eta_0}(z), X_{\tau_{D_1}})].$$

Using the boundary Harnack principle in [33 Theorem 2.3(ii)] and (2.11) again,

$$\mathbb{E}_x[G_D(A_{\eta_0}(z), X_{\tau_{D_1}})] \leq c_7 \frac{G_D(x, x_0)}{G_D(A_{\eta_0}(z), x_0)} \mathbb{E}_{A_{\eta_1}}(z)[G_D(A_{\eta_0}(z), X_{\tau_{D_1}})]$$

$$\leq c_7c_5 \frac{g(x)}{g(A)} \mathbb{E}_{A_{\eta_1}}(z)[G_D(A_{\eta_0}(z), X_{\tau_{D_1}})].$$

By the strong Markov property and Theorem 2.3

$$\mathbb{E}_{A_{\eta_1}}(z)[G_D(A_{\eta_0}(z), X_{\tau_{D_1}})] \leq \mathbb{E}_{A_{\eta_1}}(z)[G_D(A_{\eta_0}(z), X_{\tau_{D_1}})] + G_D(A_{\eta_1}(z), A_{\eta_0}(z))$$

$$= G_D(A_{\eta_1}(z), A_{\eta_0}(z)) \leq G(A_{\eta_1}(z), A_{\eta_0}(z)) \leq c_8 \sup_{a \geq \eta_1} \frac{\Phi(a)}{a^d} := c_9 < \infty.$$

Combining (2.12)–(2.14), we have proved the first inequality in (2.10).

We remark in passing that one of the reasons we introduced the function $g$, instead of using only the function $G_D(\cdot, x_0)$, is that the function $g$ satisfies the local scale invariant Harnack inequality defined in Definition 5.4 while the function $x \to G_D(x, x_0)$ does not.
3. Martin kernel and estimates

In this section we discuss Martin kernels and their estimates. Let $D$ be an open set in $\mathbb{R}^d$. Fix a point $x_0 \in D$ and define

$$M_D(x, y) := \frac{G_D(x, y)}{G_D(x_0, y)}, \quad x, y \in D, \ y \neq x_0.$$ 

As the process $X^D$ satisfies Hypothesis (B) in [34], $D$ has a Martin boundary $\partial_M D$ with respect to $X$ and $M_D(x, \cdot)$ can be continuously extended to $\partial_M D$. The Martin kernel at $z \in \partial_M D$ (based at $x_0 \in D$) is denoted by $M_D(x, z)$.

Recall that a positive harmonic function $f$ for $X^D$ is minimal if, whenever $h$ is a positive harmonic function for $X^D$ with $h \leq f$ on $D$, one must have $f = ch$ for some constant $c$.

**Definition 3.1.** (1) A point $z \in \partial_M D$ is called a finite Martin boundary point if there exists a bounded sequence $\{w_n\} \subset D$ converging to $z$ in the Martin topology.

(2) A point $z \in \partial_M D$ is called an infinite Martin boundary point if every sequence $\{w_n\} \subset D$ converging to $z$ in the Martin topology is unbounded (in the Euclidean topology).

(3) A point $z \in \partial_M D$ is called a minimal Martin boundary point if $M_D(\cdot, z)$ is a minimal harmonic function for $X^D$. Denote by $\partial_m D$ the minimal Martin boundary of $X^D$.

In [33] Section 3, we showed that the finite part of the (minimal) Martin boundary of any $\kappa$-fat set $D$ coincides with the Euclidean boundary of $D$; see [33] Theorem 3.3.

Using Theorem 2.11 we get the following Martin kernel estimates. Recall that $g$ is defined by (2.6).

**Theorem 3.2.** Suppose that $D$ is a $\kappa$-fat open set with localization radius $R$ and $z \in \partial D$. Assume that $x_0 \in B(z, R) \cap D$ with $\kappa R < \delta_D(x_0) < R$. There exists a constant $C_4 > 0$ such that for all $x \in B(z, 2^{-7} \kappa^2 R) \cap D$,

$$C_4^{-1} \frac{g(x)\Phi(|x-z|)}{g(A_{|x-z|}(z))^2|x-z|^d} \leq M_D(x, z) \leq C_4 \frac{g(x)\Phi(|x-z|)}{g(A_{|x-z|}(z))^2|x-z|^d}.$$ 

**Proof.** Fix a point $x_1 \in B(z, 2^{-7} \kappa^2 R) \cap D$. First we deal with the Martin kernel $M_D^{x_1}$ based at $x_1$. Since

$$\delta_D(x) \vee \delta_D(y) \vee |x-y| \to |x-z| \quad \text{and} \quad \delta_D(x_0) \vee \delta_D(y) \vee |x_1-y| \to |x_1-z|$$

as $y \to z$, applying Theorem 2.11 to $(x, y)$ and $(x_1, y)$ respectively, we get

$$M_D^{x_1}(x, z) \times \frac{g(x)\Phi(|x-y|)|x_1-z|^d}{g(x_1)\Phi(|x_1-z|)g(A_{|x-z|}(z))^2|x-z|^d} \times \frac{g(x_1)\Phi(|x-z|)}{g(A_{|x-z|}(z))^2|x-z|^d}.$$ 

The assertion of the theorem follows immediately from the relationship $M_D(x, \cdot) = M_D^{x_1}(x, \cdot)M_D(x_1, \cdot)$.

4. Some results under (H1) and (H2)

In this section we assume that (H2) also holds. We will extend some known results and prove a new Green function estimate. Our approach is heavily based on some recent results in [8, 9, 12, 14, 15, 33]. Note that (H2) implies transience of the process $X$ (since we are always assuming $d \geq 2$).
First note that if both \((H1)\) and \((H2)\) hold, there exist \(a_5, a_6 > 0\) such that
\[(4.1) \quad a_5 \left( \frac{R}{r} \right)^{2(\delta_1 \wedge \delta_3)} \leq \frac{\Psi(R)}{\Psi(r)} \leq a_6 \left( \frac{R}{r} \right)^{2(\delta_2 \vee \delta_4)}, \quad a > 0, \ 0 < r < R < \infty;
\]
cf. \[33\] \((2.6))

It follows from \[8\],\[15\] that there exists a constant \(C_5 > 1\) such that
\[(4.2) \quad C_5^{-1} \frac{\Phi(|x|)}{|x|^q} \leq G(x) \leq C_5 \frac{\Phi(|x|)}{|x|^q}, \quad \text{for all } x \in \mathbb{R}^d,
\]
and
\[(4.3) \quad C_5^{-1} \frac{1}{|x|^{d \Phi(|x|)}} \leq J_X(x) \leq C_5 \frac{1}{|x|^{d \Phi(|x|)}}, \quad \text{for all } x \in \mathbb{R}^d.
\]

The next result is proved in a more general setting in \[12\] \((Section 3)\). In fact, one can also follow the proofs in \[14\] \((Section 3)\) to see that all the arguments of \[14\] \((Section 3)\) with \(T = \infty\) go through using the (global) parabolic Harnack inequality in \[15\], \[11\], \[12\], \[11\], \[13\] and the semigroup property. Thus by following the arguments in \[14\] \((Section 3)\) line by line, one can also prove the next proposition. We omit the details.

**Proposition 4.1.** Suppose that \((H2)\) holds. Let \(a\) be a positive constant. There exists \(c = c(a, \Psi, \gamma) > 0\) such that for any open set \(D\),
\[p_D(t, x, y) \geq c((\Phi^{-1}(t))^{-d} \wedge tJ_X(x - y)) \]
for every \((t, x, y) \in (0, \infty) \times D \times D\) with \(\delta_D(x) \wedge \delta_D(y) \geq a\Phi^{-1}(t).

Using \((4.3)\) and Proposition \(4.1\) the proof of the next lemma is almost identical to that of \[33\] \((Lemma 2.8)\). We omit the details.

**Lemma 4.2.** Suppose that \((H2)\) holds. For every \(L > 0\) and every open set \(D\), there exists \(c = c(L, \Psi, \gamma) > 0\) such that for every \(|x - y| \leq L(\delta_D(x) \wedge \delta_D(y))\),
\[(4.4) \quad G_D(x, y) \geq c \frac{\Phi(|x - y|)}{|x - y|^d}.
\]

We now recall the following (global) scale invariant boundary Harnack inequality from \[33\] that will be used in Section \(7\).

**Theorem 4.3** (\[33\] Theorem 2.3(i)(ii) and Remark 2.1]). Suppose that \((H2)\) holds. There exists \(c = c(\Psi, \gamma) \geq 1\) such that the following hold for all \(r > 0\).

\[(i) \quad \text{For every } z_0 \in \mathbb{R}^d, \text{every open set } U \subset B(z_0, r) \text{ and for any non-negative function } u \text{ in } \mathbb{R}^d \text{ which is regular harmonic in } U \text{ with respect to } X \text{ and vanishes a.e. in } U^c \cap B(z_0, r), \text{ it holds that}
\[
c^{-1} \mathbb{E}_x[\tau_U] \int_{B(z_0, r/2)^c} j(|y - z_0|) u(y) dy \leq u(x)
\]
\[
\leq c \mathbb{E}_x[\tau_U] \int_{B(z_0, r/2)^c} j(|y - z_0|) u(y) dy
\]
\[
\text{for every } x \in U \cap B(z_0, r/2).
\]
(ii) For every $z_0 \in \mathbb{R}^d$, every open set $D \subset \mathbb{R}^d$ and any non-negative functions $u, v$ in $\mathbb{R}^d$ which are regular harmonic in $D \cap B(z_0, r)$ with respect to $X$ and vanish a.e. in $D^c \cap B(z_0, r)$, we have
\[
\frac{u(x)}{v(x)} \leq c A \frac{u(y)}{v(y)}, \quad \text{for all } x, y \in D \cap B(z_0, r/2).
\]

The next theorem is a consequence of [3] Theorem 4.1 and Corollary 4.5 and Theorem [4.3(i)].

**Theorem 4.4.** Suppose that (H2) holds and $\gamma = 1$ in (1.2). There exists $c = c(\Psi) > 0$ such that for every $C^{1,1}$ with characteristics $(R, \Lambda)$, $r \in (0, R]$, $z \in \partial D$ and any non-negative function $u$ in $\mathbb{R}^d$ which is harmonic in $D \cap B(z, r)$ with respect to $X$ and vanishes continuously on $D^c \cap B(z, r)$, we have
\[
(4.5) \quad \frac{u(x)}{u(y)} \leq c \sqrt{\frac{\Phi(D(x))}{\Phi(D(y))}}, \quad \text{for every } x, y \in D \cap B(z, r/2).
\]

5. **Quasi-additivity of capacity**

In this section we will prove two types of results, local and global. For the global case, we assume that (H2) holds. We always state the condition (H2) explicitly when we deal with the global case.

Let $\text{Cap}$ denote the capacity with respect to $X$ and $\text{Cap}_D$ the capacity with respect to the killed process $X^D$. The goal of this section is to prove that $\text{Cap}_D$ is (locally) quasi-additive with respect to Whitney decompositions of $D$.

We first revisit [42, Section 5.4.1] and extend [42, Proposition 5.55]. Recall that $G(x, y)$ (and $G_D(x, y)$) is the Green function of $X$ (and $X^D$, respectively), and let $G_\mu(x) = \int G(x, y) \mu(dy)$ and $G_D\mu(x) = \int_D G(x, y) \mu(dy)$.

For any compact subset $K$ of $\mathbb{R}^d$, let $\mathcal{P}_K$ be the set of probability measures supported by $K$. Define
\[
e(K) := \inf_{\mu \in \mathcal{P}_K} \int G\mu(x) \mu(dx).
\]

Since the kernel $G$ satisfies the Maria-Frostman maximum principle saying that $\sup_{\mathbb{R}^d} G\mu = \sup_{\text{Supp}(\mu)} G\mu$ (see, for example, Theorem 5.2.2 in [16]), it follows from (239, p. 159) that for any compact subset $K$ of $\mathbb{R}^d$,
\[
(5.1) \quad \text{Cap}(K) = \frac{1}{\inf_{\mu \in \mathcal{P}_K} \sup_{x \in \text{Supp}(\mu)} G\mu(x)} = \frac{1}{e(K)}.
\]

Furthermore, the infimum is attained at the capacitary measure $\mu_K$.

Using (5.1), the proof of the next lemma is the same as that of [42, Lemma 5.54].

**Lemma 5.1.** Let $K$ be a compact subset of $\mathbb{R}^d$. For any probability measure $\mu$ on $K$, it holds that
\[
(5.2) \quad \inf_{x \in \text{Supp}(\mu)} G\mu(x) \leq e(K) \leq \sup_{x \in \text{Supp}(\mu)} G\mu(x).
\]

**Proposition 5.2.** There exist positive constants $c_1 < c_2$ such that
\[
(5.3) \quad c_1 \frac{r^d}{\Phi(r)} \leq \text{Cap}(B(0, r)) \leq c_2 \frac{r^d}{\Phi(r)} \quad \text{for every } r \in (0, 1].
\]

Furthermore, if we assume (H2), (5.3) holds for all $r > 0$. 

Proof. We first consider the first claim. By (5.1) it suffices to show that
\begin{equation}
(5.4) \quad c_1 \frac{\Phi(r)}{r^d} \leq e(B(0,r)) \leq c_2 \frac{\Phi(r)}{r^d} \quad \text{for every } r \in (0, 1].
\end{equation}

For every \( w \in B(0,r) \), consider the intersection of \( B(0,r) \) and \( B(w,r) \). This intersection contains the intersection of \( B(w,r) \) and the cone with vertex \( w \) of aperture equal to \( \pi/3 \) pointing towards the origin. Let \( C(w) \) be the latter intersection. Then by Theorem [2.3]
\[
\int_{B(0,r)} G(w,y)dy \geq \int_{C(w)} G(w,y)dy \geq c_1 \int_{B(w,r)} \frac{\Phi(|w-y|)}{|w-y|^d}dy = c_1 \int_{B(0,r)} \frac{\Phi(|y|)}{|y|^d}dy.
\]

Thus by (H1),
\begin{equation}
(5.5) \quad \inf_{w \in B(0,r)} \int_{B(0,r)} G(w,y)dy \geq c_1 \int_{B(0,r)} \frac{\Phi(|y|)}{|y|^d}dy \geq c_2 \Phi(r).
\end{equation}

On the other hand, Theorem [2.3] and (H1) also give
\begin{equation}
(5.6) \quad \sup_{w \in B(0,r)} \int_{B(0,r)} G(w,y)dy \leq c_3 \sup_{w \in B(0,r)} \int_{B(0,r)} \frac{\Phi(|w-y|)}{|w-y|^d}dy \leq c_3 \int_{B(0,2r)} \frac{\Phi(|y|)}{|y|^d}dy \leq c_4 \Phi(r).
\end{equation}

By applying Lemma [5.1] with the normalized Lebesgue measure on \( B(0,r) \), the proposition now follows from (5.2), (5.5), and (5.6).

If we assume (H2), we use (4.1) and (4.2) instead of Theorem [2.3] and (H1) respectively. Then we get (5.4) for all \( r > 0 \) by the same argument. \( \square \)

For any open set \( D \subset \mathbb{R}^d \) let \( S(D) \) denote the collection of all excessive functions with respect to \( X^D \) and let \( S^c(D) \) be the family of positive functions in \( S(D) \) which are continuous in the extended sense. Recall that positive harmonic functions with respect to \( X^D \) are in \( S^c(D) \). For any \( u \in S(D) \) and \( E \subset D \), the reduced function of \( u \) relative to \( E \) in \( D \) is defined by
\begin{equation}
(5.7) \quad R^E_u(x) = \inf\{v(x) : v \in S(D) \text{ and } v \geq u \text{ on } E\}, \quad x \in \mathbb{R}^d.
\end{equation}

The lower semi-continuous regularization \( \hat{R}^E_u \) of \( R^E_u \) is called the balayage of \( u \) relative to \( E \) in \( D \). Since the process \( X^D \) has a continuous transition density \( p_D(t, x, y) \), its semi-group is strongly Feller. Thus it follows easily from [6, Proposition V.2.2] that the cone of excessive functions \( S(D) \) is a balayage space in the sense of [6].

Given \( u \in S^c(D) \), define a kernel \( k_u : D \times D \to [0, \infty] \) by
\begin{equation}
(5.8) \quad k_u(x, y) := \frac{G_D(x, y)}{u(x)u(y)}, \quad x, y \in D.
\end{equation}

Note that \( k_u(x, y) \) is jointly lower semi-continuous on \( D \times D \) by Remark [2.6] and the assumptions that \( u \) is positive and continuous in the extended sense. For a
measure \( \lambda \) on \( D \) let \( \lambda_u(dy) := \lambda(dy)/u(y) \). Then

\[
\begin{align*}
    k_u \lambda(x) := \int_D k_u(x,y) \lambda(dy) &= \int_D \frac{G_D(x,y)}{u(x)u(y)} \lambda(dy) \\
    &= \frac{1}{u(x)} \int_D G_D(x,y) \frac{\lambda(dy)}{u(y)} = \frac{1}{u(x)} G_D \lambda_u(dy).
\end{align*}
\]

We define a capacity with respect to the kernel \( k_u \) as follows:

\[
C_u(E) := \inf \{ \| \lambda \| : k_u \lambda \geq 1 \text{ on } E \}, \quad E \subset D,
\]

where \( \| \lambda \| \) denotes the total mass of the measure \( \lambda \) on \( D \). The following dual representation of the capacity of compact sets can be found in \([24, \text{ Théorème 1.1}]\):

\[
(5.9) \quad C_u(K) = \sup \{ \mu(K) : \mu(D \setminus K) = 0, k_u \mu \leq 1 \text{ on } D \}.
\]

For a compact set \( K \subset D \), consider the balayage \( \tilde{R}_u^K \). Being a potential, \( \tilde{R}_u^K = G_D \lambda^{K,u} \) for a measure \( \lambda^{K,u} \) supported in \( K \). Define the Green energy of \( K \) (with respect to \( u \)) as

\[
\gamma_u(K) := \int_D \int_D G_D(x,y) \lambda^{K,u}(dx) \lambda^{K,u}(dy) \\
    = \int_D G_D \lambda^{K,u}(x) \lambda^{K,u}(dx) = \mathcal{E}(G_D \lambda^{K,u}, G_D \lambda^{K,u}).
\]

As usual, this definition of energy is extended first to open and then to Borel subsets of \( D \). The following proposition relates the energy \( \gamma_u \) with the capacity \( C_u \).

**Proposition 5.3.** For all Borel subsets \( E \subset D \) it holds that \( \gamma_u(E) = C_u(E) \).

**Proof.** Clearly, it suffices to prove the proposition for compact subsets \( K \) of \( D \). Note first that

\[
\sup \{ \mu(K) : \mu(D \setminus K) = 0, k_u \mu \leq 1 \text{ on } D \} \\
    = \sup \{ \mu(K) : \mu(D \setminus K) = 0, G_D \mu \leq u \text{ on } D \} \\
    = \sup \{ \int_D u(y) \lambda(dy), \lambda(D \setminus K) = 0, G_D \lambda \leq u \text{ on } D \}.
\]

Since \( \lambda^{K,u}(D \setminus K) = 0 \) and \( G_D \lambda^{K,u} = \tilde{R}_u^K \leq u \) on \( D \), we conclude from the above and \eqref{5.9} that

\[
C_u(K) \geq \int_K u(y) \lambda^{K,u}(dy) \geq \int_K G_D \lambda^{K,u}(y) \lambda^{K,u}(dy) = \gamma_u(K).
\]

Conversely, \( G_D \lambda^{K,u} = \tilde{R}_u^K = u \) on \( K \); hence by the definition of \( C_u(K) \) we have

\[
C_u(K) \leq \int_D u(y) \lambda^{K,u}(dy) = \int_K G_D \lambda^{K,u}(y) \lambda^{K,u}(dy) = \gamma_u(K).
\]

\( \square \)

Note that in case \( u \equiv 1 \), \( \gamma_1(E) = C_1(E) = \text{Cap}_D(E) \).

Let \( \{Q_j\}_{j \geq 1} \) be a Whitney decomposition of \( D \). Recall that \( x_j \) is the center of \( Q_j \). For each \( Q_j \), let \( Q_j^+ \) denote the interior of the double of \( Q_j \). Then \( \{Q_j, Q_j^+\} \) is a quasi-disjoint decomposition of \( D \) in the sense of \([2\text{ pp. 146-147}]\).
Definition 5.4. (1) A kernel \( k : D \times D \to [0, +\infty] \) is said to satisfy the local Harnack property with respect to \( \{Q_j, Q_j^*\} \) if
\[
(5.10) \quad k(x,y) \asymp k(x',y), \quad \text{for all } x, x' \in Q_j \text{ and all } y \in D \setminus Q_j^*,
\]
for all cubes \( Q_j \) whose diameter is less than \( r_1 \) for some \( r_1 > 0 \) (with constants independent of the cubes).

(2) A kernel \( k : D \times D \to [0, +\infty] \) is said to satisfy the Harnack property with respect to \( \{Q_j, Q_j^*\} \) if \( (5.10) \) holds for all cubes \( Q_j \).

Definition 5.5. (1) A function \( u : D \to (0, \infty) \) is said to satisfy the local scale invariant Harnack inequality with respect to \( \{Q_j\} \) if for some \( r_1 > 0 \) there exists \( c_1 = c_1(r_1) > 0 \) such that
\[
(5.11) \quad \sup_{Q_j} u \leq c_1 \inf_{Q_j} u, \quad \text{for all } Q_j \text{ with } \text{diam}(Q_j) < r_1.
\]

(2) A function \( u : D \to (0, \infty) \) is said to satisfy the scale invariant Harnack inequality with respect to \( \{Q_j\} \) if there exists \( c_2 > 0 \) such that
\[
(5.12) \quad \sup_{Q_j} u \leq c_2 \inf_{Q_j} u, \quad \text{for all } Q_j.
\]

Lemma 5.6. If \( u \in S^c(D) \) satisfies the (local) scale invariant Harnack inequality with respect to \( \{Q_j\} \), then the kernel \( k_u \) satisfies the (local) Harnack property with respect to \( \{Q_j, Q_j^*\} \).

Proof. Note that for all \( Q_j \) with \( \text{diam}(Q_j) < r_1 \) (respectively for all \( Q_j \)), the function \( G_D(\cdot, y) \) is regular harmonic in \( Q_j \) for every \( y \in D \setminus Q_j^* \). Together with the assumption that \( u \) satisfies the (local) scale invariant Harnack inequality, this proves the claim. \( \square \)

Typical examples of positive continuous excessive functions \( u \) that satisfy the local scale invariant Harnack inequality are functions \( u \equiv 1 \) and \( u = G_D(\cdot, x_0) \land c \) with \( x_0 \in D \) and \( c > 0 \) fixed. Similarly, if \( X \) satisfies \( (H2) \), the scale invariant Harnack inequality holds for the same functions; see [15, Theorem 4.12].

We now record two lemmas.

Lemma 5.7. (1) There exists a constant \( c = c(\Psi, \gamma, r_1) \in (0, 1) \) such that
\[
(5.13) \quad c \text{Cap}_D(Q_j) \leq \text{Cap}(Q_j) \leq \text{Cap}_D(Q_j)
\]
for all Whitney cubes whose diameter is less than \( r_1 \).

(2) Suppose that \( (H2) \) holds. Then there exists a constant \( c = c(\Psi, \gamma) \in (0, 1) \) such that \( (5.13) \) holds for all Whitney cubes.

Proof. (1) By \( (5.9) \) and Proposition 5.3 we have that for every compact set \( K \subset D \),
\[
\text{Cap}_D(K) = \sup\{\mu(K) : \text{supp}(\mu) \subset K, G_D \mu \leq 1 \text{ on } D\}.
\]
If \( \text{supp}(\mu) \subset K \) and \( G_D \mu \leq 1 \) on \( \mathbb{R}^d \), then clearly \( G_D \mu \leq 1 \) on \( D \). This implies that \( \text{Cap}(K) \leq \text{Cap}_D(K) \) for all compact subsets \( K \subset D \), in particular for each Whitney cube \( Q_j \).

If \( x, y \in Q_j \), then \( |x - y| \leq \text{diam}(Q_j) < r_1 \) and \( |x - y| \leq \text{diam}(Q_j) \leq \text{dist}(Q_j, \partial D) \leq \delta_D(x) \land \delta_D(y) \). Thus by Lemma 2.5(2) and Theorem 2.3 there exists \( c \in (0, 1) \) such that for all \( Q_j \) of diameter less than \( r_1 \) it holds that
\[
(5.14) \quad G_D(x, y) \geq c G(x, y), \quad x, y \in Q_j.
\]
Let \( \mu \) be the capacitary measure for \( Q_j \) (with respect to \( X^D \)), i.e., \( \mu(Q_j) = \text{Cap}_D(Q_j) \). Then by (5.11) for every \( x \in Q_j \) we have
\[
1 \geq G_D \mu(x) = \int_{Q_j} G_D(x,y) \mu(dy) \geq \int_{Q_j} cG(x,y) \mu(dy) = G(c\mu)(x) .
\]
By the maximum principle it follows that \( G(c\mu) \leq 1 \) everywhere on \( \mathbb{R}^d \). Hence, \( \text{Cap}(Q_j) \geq (c\mu)(Q_j) = c \text{Cap}_D(Q_j) \).

(2) The proof is analogous: We use Lemma 4.2 instead of Lemma 2.5(2), and 4.3 instead of Theorem 2.3.

Lemma 5.8. (1) Suppose that \( u \in S^c(D) \) is a function satisfying the local scale invariant Harnack inequality 5.11. Then for every \( Q_j \) of diameter less than \( r_1 \) and every \( E \subseteq Q_j \) it holds that
\[
(5.15) \quad \gamma_u(E) \asymp u(x_j)^2 \text{Cap}_D(E) .
\]

(2) Suppose that (H2) holds and let \( u \in S^c(D) \) be a function satisfying the scale invariant Harnack inequality 5.12. Then (5.15) holds for every \( Q_j \) and every \( E \subseteq Q_j \).

Proof. (1) It suffices to prove (5.15) for compact subsets \( K \subseteq E \subseteq Q_j \) and for \( Q_j \) of diameter less than \( r_1 \). Since \( u \) satisfies the local Harnack property for \( \{Q_j, Q_j^+\}\), we have \( u \asymp u(x_j) \) on \( Q_j \). Hence \( \tilde{R}_u^K \asymp u(x_j)\tilde{R}_1^K \), implying \( G_D \lambda^{K,u} \asymp u(x_j)G_D \lambda^{K,1} \) (everywhere on \( D \)). Therefore,
\[
\gamma_u(K) = \int_K G_D \lambda^{K,u}(x) \lambda^{K,u}(dx) \asymp u(x_j) \int_K G_D \lambda^{K,1}(x) \lambda^{K,u}(dx) = u(x_j) \int_K \lambda^{K,1}(dx) = u(x_j)^2 \text{Cap}_D(K) .
\]

(2) The proof is analogous to the proof of (1). \( \square \)

Definition 5.9. Let \( \{Q_j\} \) be a Whitney decomposition of \( D \).

(1) A Borel measure \( \sigma \) on \( D \) is locally comparable to the capacity \( \mathcal{C}_u \) with respect to \( \{Q_j\} \) at \( z \in \partial D \) if there exists \( r_1, c_1 > 0 \) such that
\[
\sigma(Q_j) \asymp \mathcal{C}_u(Q_j), \quad \text{for all } Q_j \text{ with } Q_j \cap B(z, r_1) \neq \emptyset ,
\]
\[
\sigma(E) \leq c_1 \mathcal{C}_u(E), \quad \text{for all Borel } E \subseteq D \cap B(z, 2r_1) .
\]

(2) A Borel measure \( \sigma \) on \( D \) is comparable to the capacity \( \mathcal{C}_u \) with respect to \( \{Q_j\} \) if there exists \( c_2 > 0 \) such that \( \sigma(Q_j) \asymp \mathcal{C}_u(Q_j) \) for all \( Q_j \), and \( \sigma(E) \leq c_2 \mathcal{C}_u(E) \) for all Borel \( E \subseteq D \).

In order to construct a comparable measure we need (local) Hardy’s inequalities. Recall that the local Hardy inequality at \( z \in \partial D \) and the Hardy inequality were introduced in Definition 1.1 and Definition 1.6 respectively.

Define
\[
\sigma_u(E) := \int_E u(x)^2 \Psi(\delta_D(x)^{-1}) \, dx , \quad E \subseteq D .
\]

Proposition 5.10. (1) If \( (E, \mathcal{F}_D) \) satisfies the local Hardy inequality at \( z \in \partial D \), then for any Whitney decomposition \( \{Q_j\} \) of \( D \) and any \( u \in S^c(D) \) satisfying the local scale invariant Harnack inequality for \( \{Q_j\} \), \( \sigma_u \) is locally comparable to the capacity \( \mathcal{C}_u \) with respect to \( \{Q_j\} \) at \( z \).
(2) Suppose that \((\mathbf{H2})\) holds and that \((E, \mathcal{F}_D)\) satisfies the Hardy inequality. Then for any Whitney decomposition \(\{Q_j\}\) of \(D\) and any \(u \in S^c(D)\) satisfying the scale invariant Harnack inequality for \(\{Q_j\}\), \(\sigma_u\) is comparable to the capacity \(C_u\) with respect to \(\{Q_j\}\).

Proof. (1) Fix \(z \in \partial D\) and let \(r_1 = r_0/2\) where \(r_0\) is the constant in Definition 1.1. Since \(u\) satisfies the local scale invariant Harnack inequality for \(\{Q_j\}\), we have \(u \propto u(x_j)\) whenever the diameter of \(Q_j\) is less than \(r_1\). By Lemma 5.8(1) we have that \(\gamma_u(Q_j) \propto u(x_j)^2 \text{Cap}_D(Q_j)\) whenever the diameter of \(Q_j\) is less than \(r_1\). On the other hand,

\[
\sigma_u(Q_j) = \int_{Q_j} u(x)^2 \Psi(\delta_D(x)^{-1}) \, dx \propto u(x_j)^2 \Psi((\text{diam}(Q_j))^{-1}) |Q_j|.
\]

Lemma 5.7(1) and Proposition 5.2 imply that

\[
\text{Cap}_D(Q_j) \propto \text{Cap}(Q_j) \propto \frac{(\text{diam}(Q_j))^d}{\Phi(\text{diam}(Q_j))} \propto \Psi((\text{diam}(Q_j))^{-1}) |Q_j| \quad \text{for all } Q_j \text{ with } Q_j \cap B(z; r_1) \neq \emptyset.
\]

Thus, \(\gamma_u(Q_j) \propto \sigma_u(Q_j)\).

Using the local Hardy inequality, for any Borel subset \(E \subset D \cap B(z, 2r_1)\) and compact \(K \subset E\),

\[
\gamma_u(E) \geq \gamma_u(K) = \mathcal{E}(G_D\lambda^{K,u}, G_D\lambda^{K,u}) \geq c_1 \int_K (G_D\lambda^{K,u})(x)^2 \Psi(\delta_D(x)^{-1}) \, dx
\]

\[
= c_1 \int_K u(x)^2 \Psi(\delta_D(x)^{-1}) \, dx = c_1 \sigma_u(K).
\]

This proves that \(\gamma_u(E) \geq c_1 \sigma_u(E)\).

Part (2) is proved analogously. \(\square\)

Now we can repeat the argument in the proof of [2, Theorem 7.1.3] and conclude the following.

Proposition 5.11. (1) If \((E, \mathcal{F}_D)\) satisfies the local Hardy inequality at \(z \in \partial D\), then for any Whitney decomposition \(\{Q_j\}\) of \(D\) and any \(u \in S^c(D)\) satisfying the local scale invariant Harnack inequality for \(\{Q_j\}\), the Green energy \(\gamma_u\) is locally quasi-additive with respect to \(\{Q_j\}\) at \(z\): There exists a positive constant \(r_1 > 0\) such that

\[
\gamma_u(E) \propto \sum_{j \geq 1} \gamma_u(E \cap Q_j) \quad \text{for all } E \subset D \cap B(z, r_1).
\]

(2) Suppose that \((\mathbf{H2})\) holds. If \((E, \mathcal{F}_D)\) satisfies the Hardy inequality, then for any Whitney decomposition \(\{Q_j\}\) of \(D\) and any \(u \in S^c(D)\) satisfying the scale invariant Harnack inequality for \(\{Q_j\}\), the Green energy \(\gamma_u\) is quasi-additive with respect to \(\{Q_j\}\):

\[
\gamma_u(E) \propto \sum_{j \geq 1} \gamma_u(E \cap Q_j), \quad \text{for all } E \subset D.
\]

Proof. (1) Choose \(r_1\) to be the constant from Definition 5.3 and let \(E \subset D \cap B(z, r_1)\). If \(E \cap Q_j \neq \emptyset\), then \(\text{diam}(Q_j) < \text{dist}(Q_j, \partial D) < r_1\). By subadditivity of \(\gamma_u\), we have that \(\gamma_u(E) \leq \sum_{j} \gamma_u(E \cap Q_j)\). For the reverse inequality we may assume that \(\gamma_u(E) < \infty\). Then there exists a measure \(\mu\) such that \(k_u\mu \geq 1\) on \(E\) and
For each $Q_j$ such that $E \cap Q_j \neq \emptyset$, we decompose the measure $\mu$ into $\mu_j := \mu |_{Q_j}$ and $\mu_j' := \mu |_{D \setminus Q_j}$. Then either (i) $k_u \mu_j \geq \frac{1}{2}$ on $E \cap Q_j$, or (ii) $k_u \mu_j'(x) \geq \frac{1}{2}$ for some $x \in E \cap Q_j$. Let $J_1$ denote the set of indices $j$ for which (i) holds, and $J_2$ those for which (ii) holds. For $j \in J_1$ we have $\gamma_u(E \cap Q_j) \leq 2 \| \mu_j \|$. Since the number of overlaps of $\{Q_j^*\}$ is uniformly bounded, it follows that

\begin{equation}
\sum_{j \in J_1} \gamma_u(E \cap Q_j) \leq 2 \sum_{j \in J_1} \| \mu_j \| \leq c_1 \| \mu \| \leq 2 c_1 \gamma_u(E).
\end{equation}

For $j \in J_2$, by the local Harnack property of $k_u$ (Lemma 5.6) we have

$$k_u \mu(y) \geq k_u \mu_j'(y) = \int_{D \setminus Q_j^*} k_u(y, w) \mu_j'(dw) \geq c_2 \int_{D \setminus Q_j^*} k_u(x, w) \mu_j'(dw) = c_2 k_u \mu(x) \geq \frac{1}{2} c_2.$$ 

Therefore,

$$k_u \mu \geq \frac{1}{2} c_2 =: c_3^{-1} \quad \text{on} \quad \bigcup_{j \in J_2} Q_j,$$

implying that $\gamma_u(\bigcup_{j \in J_2} Q_j) \leq c_3 \| \mu \| \leq 2 c_3 \gamma_u(E)$. Since by Proposition 5.10 $\sigma_u$ is locally comparable to $\gamma_u$, it follows from the $\sigma$-additivity of $\sigma_u$ that

$$\sum_{j \in J_2} \gamma_u(E \cap Q_j) \leq \sum_{j \in J_2} \gamma_u(Q_j) \leq c \sum_{j \in J_2} \sigma_u(Q_j) \leq c_4 \sigma_u\left( \bigcup_{j \in J_2} Q_j \right) \leq c_6 \gamma_u(E).$$

Together with (5.17) this finishes the proof.

Part (2) is proved analogously. \hfill \square

In the remainder of the section we discuss sufficient geometric conditions which imply the (local) Hardy inequality.

For $v \in F_D$,

\begin{equation}
E(v, v) = \int_D \int_D (v(x) - v(y))^2 J_X(x - y) \, dy \, dx + 2 \int_D v(x)^2 \kappa_D(x) \, dx,
\end{equation}

where $\kappa_D$ is given by $\kappa_D(x) = \int_D J_X(x - y) \, dy$.

For $x \in D$, let $z_x$ be the point on $\partial D$ such that $|z_x - x| = \delta_D(x)$. We say $D$ satisfies the local exterior volume condition at $z \in \partial D$ if there exist $r_0, c > 0$ such that for every $x \in B(z, r_0) \cap D$, $|D^c \cap B(z_x, c \delta_D(x))| \geq c \delta_D(x)^d$.

**Proposition 5.12.** The local Hardy inequality holds at $z \in \partial D$ if $D$ is an open set satisfying the local exterior volume condition at $z$.

**Proof.** Let $x \in B(z, r_0) \cap D$. Then by (1.7),

$$\kappa_D(x) \geq \int_{D^c \cap B(z_x, c \delta_D(x))} |x - y|^{-d} \Psi(|x - y|^{-1}) \, dy.$$
If \( y \in D^c \cap B(z_x, \delta_D(x)) \), then \( |x - y| \leq |x - z_x| + |z_x - y| \leq 2\delta_D(x) \). Hence \( \Psi(|x - y|^{-1}) \geq \Psi(2^{-1}\delta_D(x)^{-1}) \geq c_3\Psi(\delta_D(x)^{-1}) \). This implies that

\[
\int_{D^c \cap B(z_x, \delta_D(x))} |x - y|^{-d}\Psi(|x - y|^{-1}) \, dy \\
\geq c_3\delta_D(x)^{-d}\Psi(\delta_D(x)^{-1}) |D^c \cap B(z_x, \delta_D(x))| \geq c_4\Psi(\delta_D(x)^{-1}) ,
\]

where in the last inequality we used the local exterior volume condition at \( z \). Thus by (5.18) we have that

\[ E(v, v) \geq \int_D v(x)^2\kappa_D(x) \, dx \geq \int_{B(z_x, r_0) \cap D} v(x)^2\kappa_D(x) \, dx \geq c_1 \int_{B(z_x, r_0) \cap D} v(x)^2\Psi(\delta_D(x)^{-1}) \, dx . \]

\[ \square \]

We say \( D \) satisfies the exterior volume condition if there exist \( c > 0 \) such that for every \( x \in D \), \( |D^c \cap B(z_x, \delta_D(x))| \geq c\delta_D(x)^d \), where \( z_x \) is a point on \( \partial D \) such that \( |z_x - x| = \delta_D(x) \).

**Proposition 5.13.** Suppose that (H2) holds and that \( D \) is either an unbounded \( \kappa \)-fat open set whose upper Assouad dimension is strictly less than \( d - 2(\delta_2 \vee \delta_4) \) (see [17] Definition 2.1 for the definition) or an open set satisfying the exterior volume condition. There exists a constant \( c > 0 \) such that

\[ E(v, v) \geq c \int_D v^2(x)\Psi(\delta_D(x)^{-1}) \, dx , \quad v \in F_D . \]

**Proof.** If \( D \) is an unbounded \( \kappa \)-fat open set whose upper Assouad dimension is strictly less than \( d - 2(\delta_2 \vee \delta_4) \), then it follows from [17] Theorem 4 and Proposition 9] that

\[ E(v, v) \geq \int_D \int_D (v(x) - v(y))^2J_X(x - y) \, dy \, dx \geq c \int_D v^2(x)\Psi(\delta_D(x)^{-1}) \, dx . \]

Since \( \kappa_D(x) \asymp \int_{D^c} |x - y|^{-d}\Psi(|x - y|^{-1}) \, dy \), for all \( x \in D \), if \( D \) is an open set satisfying the exterior volume condition, the proof is similar to that of the previous proposition, so we omit the proof. \[ \square \]

6. **Minimal thinness at a finite Martin boundary point**

We start this section by recalling the definition of minimal thinness and proving a general result for minimal thinness of a set at any minimal Martin boundary point.

**Definition 6.1.** Let \( D \) be an open set in \( \mathbb{R}^d \). A set \( E \subset D \) is said to be minimally thin in \( D \) at \( z \in \partial_mD \) with respect to \( X \) if \( \hat{R}_E^{M_D(\cdot, z)} \neq M_D(\cdot, z) \).

For any \( z \in \partial_mD \), let \( X^{D,z} = (X^{D,z}_t, \mathbb{P}^z_t) \) denote the \( M_D(\cdot, z) \)-process, Doob’s \( h \)-transform of \( X^D \) with \( h(\cdot) = M_D(\cdot, z) \). The lifetime of \( X^{D,z} \) will be denoted by \( \zeta \). It is known (see [31]) that \( \lim_{t \searrow \zeta} X^{D,z}_t = z \mathbb{P}^z_\text{a.s.} \). For \( E \subset D \), let \( T_E := \inf\{t > 0 : X^{D,z}_t \in E\} \). It is proved in [22] Satz 2.6] that a set \( E \subset D \) is minimally thin at \( z \in \partial_mD \) if and only if there exists \( x \in D \) such that \( \mathbb{P}^x_\text{a.s.}(T_E < \zeta) \neq 1 \).

The following proposition gives two more equivalent conditions for minimal thinness.
Proposition 6.2. Let $D$ be an open set in $\mathbb{R}^d$, $A \subset D$ and $z \in \partial_m D$. The following are equivalent:

1. $A$ is minimally thin in $D$ at $z$ with respect to $X$.
2. There exists an excessive function $u = G_D \mu + M_D \nu$ such that
   \[ \liminf_{x \to z, x \in A} \frac{u(x)}{M_D(x, z)} > 0. \]
3. There exists a potential $u = G_D \mu$ such that $\liminf_{x \to z, x \in A} \frac{u(x)}{M_D(x, z)} = +\infty$.

Proof. We sketch the proof following the proof of [4, Theorem 9.2.6]. Clearly, (3) implies (2).

Assume that (2) holds. Then there exists a Martin topology neighborhood $W$ of $z$ and $a > \nu(\{z\})$ such that $u \geq a M_D(\cdot, z)$ on $A \cap W$. If $\hat{R}^{A\cap W}_{M_D(\cdot,z)} = M_D(\cdot, z)$, then $u \geq \hat{R}^{A\cap W}_{A} \geq a M_D(\cdot, z)$ everywhere. Thus $u \geq a M_D(\cdot, z)$ is excessive; hence $u - a M_D(\cdot, z) = G_D \mu + M_D \tilde{\nu}$ for a (non-negative) measure $\tilde{\nu}$ on $\partial D$. On the other hand, $u - a M_D(\cdot, z) = G_D \mu + M_D \nu(\{z\}) - a \nu(\{z\})$ yielding $\tilde{\nu}(\{z\}) = \nu(\{z\}) - a < 0$, which is a contradiction. Hence $\hat{R}^{A\cap W}_{M_D(\cdot,z)} \neq M_D(\cdot, z)$; i.e., $A$ is minimally thin at $z$. Thus (2) implies (1).

Suppose that (1) holds. By [22, Lemma 2.7], there exists an open subset $U \subset \mathbb{R}^d$ such that $A \subset U$, and $U$ is minimally thin in $D$ at $z$ with respect to $X$. By the analog of [4, Theorem 9.2.5], there is a decreasing sequence $(W_n)_{n \geq 1}$ of Martin topology open neighborhoods of $z$ shrinking to $z$ and such that $\hat{R}^{U \cup W_n}_{M_D(\cdot,z)}(x_0) \leq 2^{-n}$. Let $u_1 := \sum_{n=1}^{\infty} \hat{R}^{U \cup W_n}_{M_D(\cdot,z)}$. Then $u_1$ is a sum of potentials, hence a potential itself since $u_1(x_0) < \infty$. Further, $\hat{R}^{U \cup W_n}_{M_D(\cdot,z)} = M_D(\cdot, z)$ on the open set $U \cap W_n$. Therefore, $u_1(x)/M_D(x, z) \to \infty$ as $x \to z$, $x \in U$. Thus (3) holds.

Note that this proposition holds true regardless of whether $z$ is a finite or an infinite Martin boundary point.

In the sequel we assume that $D$ is a $\kappa$-fat open set with localization radius $R$ and that $z$ is a fixed point in $\partial D$. Without loss of generality we assume $R < 1/10$. Recall that $x_0 \in D \cap B(z, R)$ satisfies $\kappa R < \delta_D(x_0) < R$. Let $M_D$ be the Martin kernel of $D$ based at $x_0$.

Lemma 6.3. There exists $C_6 = C_6(\Psi, \gamma, R, \kappa) > 0$ such that for every $x, y \in B(z, 2^{-7}\kappa R) \cap D$ with $|x - y| \geq \frac{3}{4}|x - z|$,

\[ \frac{G_D(x, y)}{M_D(x, z)} \leq C_6 G_D(x_0, y). \]  

(6.1)

Proof. Recall that $C_3$ and $C_4$ are the constants from Theorem 2.11 and Theorem 3.2 respectively, and that $g(\cdot) = G_D(\cdot, x_0)$ on $B(z, \kappa R/4)$. We have

\[ \frac{G_D(x, y)}{M_D(x, z)} \leq C_3 C_4 \frac{\Phi(|x - y|)|x - z|^d G_D(y, x_0)G_D(A_{|x-z|}(z), x_0)^2}{\Phi(|x - z|)|x - y|^d G_D(A, x_0)^2}, \]

(6.2)

where $A \in B(z, y)$ and $B(x, y)$ is defined by (2.5). Since $|x - y| \geq \frac{3}{4}|x - z|$, we have $r(x, y) = \delta_D(x) \vee \delta_D(y) \vee |x - y| \geq \frac{3}{4}|x - z|$. 

\[ \frac{G_D(x, y)}{M_D(x, z)} \leq C_4 \frac{G_D(y, x_0)G_D(A_{|x-z|}(z), x_0)^2}{G_D(A, x_0)^2}, \]

where $A \in B(z, y)$ and $B(x, y)$ is defined by (2.5). Since $|x - y| \geq \frac{3}{4}|x - z|$, we have $r(x, y) = \delta_D(x) \vee \delta_D(y) \vee |x - y| \geq \frac{3}{4}|x - z|$. 

\[ \frac{G_D(x, y)}{M_D(x, z)} \leq C_4 \frac{G_D(y, x_0)G_D(A_{|x-z|}(z), x_0)^2}{G_D(A, x_0)^2}, \]

(6.2)
By the definition of $A_{\frac{4}{3}r(x,y)}(z)$, $\delta_D(A_{\frac{4}{3}r(x,y)}(z)) \geq \kappa^3 r(x,y) > kr(x,y)/2$. Moreover,
\[ |x - A_{\frac{4}{3}r(x,y)}(z)| \leq |x - z| + |z - A_{\frac{4}{3}r(x,y)}(z)| \leq \frac{4}{3} |x - y| + \frac{4}{3} r(x,y) < 3r(x,y) \]
and $|y - A_{\frac{4}{3}r(x,y)}(z)| \leq |y - x| + |x - A_{\frac{4}{3}r(x,y)}(z)| < 4r(x,y) < 5r(x,y)$. Hence $A_{\frac{4}{3}r(x,y)}(z) \in B(x,y)$.

By Lemma 2.7 and Lemma 2.9(2),
\[ x \]
\begin{equation}
(6.3) \end{equation}
$G_D(A_{|x-z|(z),x_0}) \leq c_1 G_D(A_{\frac{4}{3}r(x,y)}(z),x_0) = c_2 G_D(A_{\frac{4}{3}r(x,y)}(z),x_0) \leq c_3 G_D(A,x_0)$. Moreover, by (22), $\Phi(|x-y|)|x-z|^d/\Phi(|x-z|)|x-y|^d) \leq c_4$. The assertion of the lemma now follows from this, (6.2) and (6.3). 

The following proposition is an analog of [6] Proposition V, 4.15. For $E \subset D$, define $E_n = E \cap \{x \in D: 2^{-n-1} \leq |x-z| < 2^{-n}\}, n \geq 1$.

**Proposition 6.4.** A set $E \subset D$ is minimally thin in $D$ at $z$ with respect to $X$ if and only if
\[ \sum_{n=1}^{\infty} R_{MD(\cdot,z)}^{E_n}(x_0) < \infty. \]

**Proof.** Assume $\sum_{n=1}^{\infty} R_{MD(\cdot,z)}^{E_n}(x_0) < \infty$. Then there exists $n_0 \in \mathbb{N}$ such that
\[ \sum_{n=n_0}^{\infty} R_{MD(\cdot,z)}^{E_n}(x_0) < \frac{1}{2} M_D(x_0,z). \]

Let $B = B(z,2^{-n_0})$. Then $A := B \cap E \subset \bigcup_{n_0}^{\infty} E_n$. Therefore,
\[ R_{MD(\cdot,z)}^{A}(x_0) \leq \sum_{n=n_0}^{\infty} R_{MD(\cdot,z)}^{E_n}(x_0) < \frac{1}{2} M_D(x_0,z), \]

implying $R_{MD(\cdot,z)}^{A}(x_0) < \frac{1}{2} M_D(x_0,z)$. Hence, $A$ is minimally thin in $D$ at $z$ with respect to $X$. Clearly, $E$ is also minimally thin in $D$ at $z$ with respect to $X$.

Conversely, suppose that $E$ is minimally thin in $D$ at $z$ with respect to $X$. By Proposition 6.2, there exists a potential $u$ such that $\liminf_{x \to z, x \in E} \frac{u(x)}{M_D(x)} = +\infty$. Without loss of generality, we may assume that $u(x_0) \leq (2C_0)^{-1}$. There exists $n_1 \in \mathbb{N}$ with $2^{-n_1} \leq 2^{-7}\kappa^2 R$ such that $u(x) > M_D(x,z)$ for all $x \in E \cap B(z,2^{-n_1})$. Thus, $E \subset \overline{B}(z,2^{-n_1}) \cup \{u > M_D(\cdot,z)\}$. For $n \geq n_1$ define
\[ F_n = \{x \in D: 2^{-n-1} < |x-z| < 2^{-n}, u(x) > M_D(x,z)\} \quad \text{and} \quad \overline{F} = \bigcup_{n_1}^{\infty} F_n. \]

Let $x \in E_n$. Since $|x-z| \leq 2^{-n_1}$, we have that $u(x) > M_D(x,z)$ and thus $x \in F_n$. This shows that $E_n \subset F_n$, $n \geq n_1$. Therefore, it suffices to show that
\[ \sum_{n=n_1}^{\infty} R_{MD(\cdot,z)}^{E_n}(x_0) < \infty. \]

Since $u > M_D(\cdot,z)$ on $F$, it follows that $R_{MD(\cdot,z)}^{E_n}(x_0) \leq u(x_0)$.

Let $i \in \{1,2,3\}$. For every $n \in \mathbb{N}$, let $U_n = F_{n+3n+i}$. Since $i \in \{1,2,3\}$ is arbitrary, it suffices to show that $\sum_{n=1}^{\infty} R_{MD(\cdot,z)}^{U_n}(x_0) < \infty$. Let $U = \bigcup_{n=1}^{\infty} U_n$. 


Then $U \subset F$ and thus $R^U_{MD(\cdot,z)}(x_0) \leq u(x_0)$. Note that since $U$ is open, $\hat{R}^U_{MD(\cdot,z)} = R^U_{MD(\cdot,z)}$ (see [6] p. 205). Since $u$ is a potential, the same holds for $\hat{R}^U_{MD(\cdot,z)}$; hence there exists a measure $\mu$ such that $R^U_{MD(\cdot,z)} = G_D\mu$. Moreover, since $\hat{R}^U_{MD(\cdot,z)}$ is harmonic on $\overline{U}^c$ (cf. [6] III.2.5)), $\mu(U^c) = 0$. Let $\mu_n := \mu|_{\overline{U}^c}$. Since $U_n$ are pairwise disjoint,

$$\mu = \sum_{n=1}^{\infty} \mu_n \quad \text{and} \quad G_D\mu = \sum_{n=1}^{\infty} G_D\mu_n.$$ 

Fix $n \in \mathbb{N}$ and consider $l \in \mathbb{N}$, $x \in U_n$, $y \in U_l$. If $l > n$, then

$$|y - z| < 2^{-n_1-3l-i} \leq 2^{1-3(l-n)}|x - z| \leq \frac{1}{4}|x - z|,$$

and hence $|x - y| \geq |x - z| - |y - z| \geq \frac{5}{4}|x - z|$. If $l < n$, then analogously, $|x - z| \leq \frac{1}{4}|y - z|$, hence $|x - y| \geq |x - z| - |y - z| \geq \frac{3}{4}|y - z| \geq \frac{3}{4}|x - z|$. Thus, in both cases,

$$|x - y| \geq \frac{3}{4}|x - z| \geq \frac{3}{4}\delta_D(x), \quad x \in U_n, y \in \overline{U}_l, l \neq n.$$ 

Define $\mu'_n = \mu - \mu_n$ and let $x \in U_n$. We have

$$G_D\mu'_n(x) = \int_D G_D(x,y) \mu'_n(dy) = M_D(x,z) \int_D \frac{G_D(x,y)}{M_D(x,z)} \mu'_n(dy).$$

By (6.1) we have that

$$G_D\mu'_n(x) = M_D(x,z) \int_D \frac{G_D(x,y)}{M_D(x,z)} \mu'_n(dy) \leq C_6 M_D(x,z) \int_D G_D(x,y) \mu'_n(dy) \leq C_6 M_D(x,z) G_D\mu(x_0) \leq C_6 M_D(x,z) u(x_0) < \frac{1}{2} M_D(x,z).$$

Since $G_D\mu_n + G_D\mu'_n = G_D\mu = \hat{R}^U_{MD(\cdot,z)} = M_D(\cdot,z)$ on $U$, it follows that $G_D\mu_n = M_D(\cdot,z) - G_D\mu'_n \geq M_D(\cdot,z) - \frac{1}{2} M_D(\cdot,z) = \frac{1}{2} M_D(\cdot,z)$ on $U_n$. This implies that $G_D\mu_n \geq \frac{1}{2} R^U_{MD(\cdot,z)}$. Finally,

$$\sum_{n=1}^{\infty} R^U_{MD(\cdot,z)}(x_0) \leq 2 \sum_{n=1}^{\infty} G_D\mu_n(x_0) = 2G_D\mu(x_0) < \infty.$$

By Theorem [5.2] for large $n$,

$$C_4^{-1} 2^{nd} \frac{g(x) \Phi(2^{-n})}{g(A_{2^{-n}}(z))^2} \leq M_D(x,z) \leq C_4 2^{(n+1)d} \frac{g(x) \Phi(2^{-n})}{g(A_{2^{-n}}(z))^2}, \quad x \in E_n.$$ 

This implies that

$$C_4^{-1} 2^{nd} \frac{\Phi(2^{-n})}{g(A_{2^{-n}}(z))^2} R^{E_n}_g \leq R^{E_n}_{MD(\cdot,z)} \leq C_4 2^{(n+1)d} \frac{\Phi(2^{-n})}{g(A_{2^{-n}}(z))^2} R^{E_n}_g.$$ 

In particular,

$$\sum_{n=1}^{\infty} R^{E_n}_{MD(\cdot,z)}(x_0) < \infty \quad \text{if and only if} \quad \sum_{n=1}^{\infty} 2^{nd} \frac{\Phi(2^{-n})}{g(A_{2^{-n}}(z))^2} R^{E_n}_g(x_0) < \infty.$$
Note that \( \hat{R}_g^{E_n} \) is a potential; hence there exists a measure \( \lambda_n \) (supported by \( E_n \)) such that \( \hat{R}_g^{E_n} = G_D \lambda_n \). Also, \( \hat{R}_g^{E_n} = g = G_D(\cdot, x_0) \) on \( E_n \) (except for a polar set, and at least for large \( n \)), hence

\[
\hat{R}_g^{E_n}(x_0) = G_D \lambda_n(x_0) = \int_{E_n} G_D(x_0, y) \lambda_n(dy) = \int_{E_n} g(y) \lambda_n(dy)
\]

\[
= \int_{E_n} \hat{R}_g^{E_n}(y) \lambda_n(dy) = \int_D \int_D G_D(x, y) \lambda_n(dy) \lambda_n(dx) = \gamma_g(E_n).
\]

We conclude from (6.6) that

\[
\sum_{n=1}^{\infty} R_{MD(\cdot, z)}^{E_n}(x_0) < \infty \quad \text{if and only if} \quad \sum_{n=1}^{\infty} 2^{nd} \frac{\Phi(2^{-n})}{g(A_{2^{-n}}(z))^2} \gamma_g(E_n) < \infty.
\]

Thus we have proved the following Wiener-type criterion for minimal thinness.

**Corollary 6.5.** \( E \subset D \) is minimally thin in \( D \) at \( z \) with respect to \( X \) if and only if

\[
\sum_{n=1}^{\infty} 2^{nd} \frac{\Phi(2^{-n})}{g(A_{2^{-n}}(z))^2} \gamma_g(E_n) < \infty.
\]

Now we prove a version of Aikawa’s criterion for minimal thinness.

**Proposition 6.6.** Let \( E \subset D \). Let \( \{Q_j\} \) be a Whitney decomposition of \( D \) and let \( x_j \) denote the center of \( Q_j \). If \((E, F_D)\) satisfies the local Hardy inequality with a localization constant \( r_0 \) at \( z \in \partial D \), then \( E \) is minimally thin in \( D \) at \( z \) with respect to \( X \) if and only if

\[
\sum_{j:Q_j \cap B(z, r_0/2) \neq \emptyset} \text{dist}(z, Q_j)^{-d} \frac{\Phi(\text{dist}(z, Q_j))}{g(A_{\text{dist}(z, Q_j)}(z))^2} g(x_j)^2 \text{Cap}_D(E \cap Q_j) < \infty.
\]

**Proof.** Let \( r_1 := r_0/2 \). Further, let \( V_n = \{ x \in \mathbb{R}^d : 2^{-n-1} \leq |x - z| < 2^{-n} \} \) so that \( E_n = E \cap V_n \). If \( V_n \cap Q_j \neq \emptyset \), then dist \((z, Q_j) \approx 2^{-n} \). Since \( g \) satisfies the local scale invariant Harnack inequality, by the local quasi-additivity of \( \gamma_g \) at \( z \) (Proposition 4.11(1)),

\[
\sum_{n=1}^{\infty} 2^{nd} \frac{\Phi(2^{-n})}{g(A_{2^{-n}}(z))^2} \gamma_g(E_n) \leq \sum_{n=1}^{\infty} 2^{nd} \frac{\Phi(2^{-n})}{g(A_{2^{-n}}(z))^2} \sum_{Q_j \cap B(z, r_1) \neq \emptyset} \gamma_g(E_n \cap Q_j)
\]

\[
\times \sum_{j:Q_j \cap B(z, r_1) \neq \emptyset} \sum_{n:V_n \cap Q_j \neq \emptyset} \text{dist}(z, Q_j)^{-d} \frac{\Phi(\text{dist}(z, Q_j))}{g(A_{\text{dist}(z, Q_j)}(z))^2} g(x_j)^2 \text{Cap}_D(E \cap Q_j)
\]

\[
= \sum_{Q_j \cap B(z, r_1) \neq \emptyset} \text{dist}(z, Q_j)^{-d} \frac{\Phi(\text{dist}(z, Q_j))}{g(A_{\text{dist}(z, Q_j)}(z))^2} \sum_{n:V_n \cap Q_j \neq \emptyset} \gamma_g(E_n \cap Q_j)
\]

\[
\times \sum_{Q_j \cap B(z, r_1) \neq \emptyset} \text{dist}(z, Q_j)^{-d} \frac{\Phi(\text{dist}(z, Q_j))}{g(A_{\text{dist}(z, Q_j)}(z))^2} \gamma_g(E \cap Q_j).
\]

In the second line above we used the fact that \( g(A_{2^{-n}}(z)) \) and \( g(A_{\text{dist}(z, Q_j)}(z)) \) are comparable, which is a consequence of [33, Theorem 2.2]. For the last line we argue as follows: One inequality is the subadditivity of capacity. For the other note that there exists \( N \in \mathbb{N} \) such that for every \( Q_j \), \( \sum_{n:V_n \cap Q_j \neq \emptyset} 1 = \sum_{n} 1_{V_n \cap Q_j} \leq N \). Hence, \( \sum_{n:V_n \cap Q_j \neq \emptyset} \gamma_g(E \cap V_n \cap Q_j) \leq \sum_{n:V_n \cap Q_j \neq \emptyset} \gamma_g(E \cap Q_j) \leq N \gamma_g(E \cap Q_j) \).
Proof of Theorem 1.3 we see that \( \gamma_g(E \cap Q_j) \propto g(x_j)^2 \text{Cap}_D(E \cap Q_j) \), which completes the proof by Corollary 6.5.

The next result is an analog of [2, Part II, Corollary 7.4.4].

**Corollary 6.7.** Suppose that either (i) \( D \) is a half-space, or (ii) \( D \subset \mathbb{R}^d \) is a \( C^{1,1} \) open set and \( \gamma = 1 \) in \( f_k \). Let \( x_j \) denote the center of \( Q_j \). Then \( E \) is minimally thin in \( D \) at \( z \in \partial D \) with respect to \( X \) if and only if

\[
\sum_{j: Q_j \cap B(z,1) \neq \emptyset} \text{dist}(z,Q_j)^{-d} \Phi(\text{dist}(Q_j,\partial D)) \text{Cap}_D(E \cap Q_j) < \infty.
\]

**Proof.** The function \( g \) is harmonic in \( D \cap B(z,2r_1) \) where \( r_1 := \kappa R/4 \). Since \( X \) satisfies \( \text{(H1)} \), applying [33, Theorem 2.3(i)], we get that for \( Q_j \cap B(z,r_1/10) \neq \emptyset \),

\[
(6.7) \quad g(A_{\text{dist}(z,Q_j)}(z)) \propto \mathbb{E}_{A_{\text{dist}(z,Q_j)}(z)}[\tau_{D \cap B(z,2r_1)}] \int_{B(z,r_1)^c} j(|y-z|)g(y)dy
\]

and

\[
(6.8) \quad g(x_j) \propto \mathbb{E}_{x_j}[\tau_{D \cap B(z,2r_1)}] \int_{B(z,r_1)^c} j(|y-z|)g(y)dy.
\]

Suppose that \( D \) is a \( C^{1,1} \) open set and \( \gamma = 1 \). Since a \( C^{1,1} \) set satisfies the interior and exterior ball condition, by combining (6.7) and (6.8) with [9, Theorem 4.1 and Corollary 4.5], we get

\[
g(A_{\text{dist}(z,Q_j)}(z)) \propto \Phi(\text{dist}(z,Q_j))^{1/2} \quad \text{and} \quad g(x_j) \propto \Phi(\text{dist}(Q_j,\partial D))^{1/2}.
\]

In the case when \( D \) is the half-space \( \mathbb{H} \), the two relations above are an immediate consequence of [2, Proposition 2.4], the boundary Harnack principle in [33, Theorem 2.3(ii)] and the fact that \( V(x) := V(x_d) \), where \( V \) is the renewal function of the ascending ladder height process of the \( d \)-th component of \( X \), is harmonic in \( \mathbb{H} \) with respect to \( X \). Thus the corollary follows immediately from Proposition 6.6. \( \square \)

**Proof of Theorem 1.3** Let \( r_1 := r_0/2 \) and without loss of generality assume \( r_0 < \kappa R/4 \). Assume that \( E \) is minimally thin in \( D \) at \( z \) with respect to \( X \). Recall that \( g(x) := G_D(x,x_0) \wedge C_2 \) and \( g(\cdot) = G_D(\cdot,x_0) \) on \( B(z,\kappa R/4) \). Thus, by Proposition 6.6

\[
\sum_{j: Q_j \cap B(z,r_1) \neq \emptyset} \text{dist}(z,Q_j)^{-d} \frac{\Phi(\text{dist}(z,Q_j))}{G_D(A_{\text{dist}(z,Q_j)}(z),x_0)^2} G_D(x_j,x_0)^2 \text{Cap}_D(E \cap Q_j) < \infty.
\]

First note that for \( Q_j \cap B(z,r_1) \neq \emptyset \),

\[
\text{Cap}_D(E \cap Q_j) \geq c_1 \sigma(E \cap Q_j) = c_1 \int_E 1_{Q_j}(x)\Psi(\delta_D(x)^{-1}) \, dx.
\]
Next, dist\((z, Q_j) \propto |x - z|\) and \(G_D(x_j, x_0) \propto G_D(x, x_0)\) for \(x \in Q_j\). Therefore,
\[
\sum_{Q_j \cap B(z, r_1) \neq \emptyset} \text{dist}(z, Q_j)^{-d} \frac{\Phi(\text{dist}(z, Q_j))}{G_D(A_{\text{dist}(z, Q_j)}(z), x_0)^2} G_D(x_j, x_0)^2 \text{Cap}_D(E \cap Q_j) \\
\geq c_2 \int_E \sum |x - z|^{-d} \frac{\Phi(|x - z|)}{G_D(A_{|x - z|}(z), x_0)^2} G_D(x, x_0)^2 1_{Q_j}(x) \Psi(\delta_D(x)^{-1}) \ dx \\
\times \sum_{Q_j \cap B(z, r_1) \neq \emptyset} \int_E |x - z|^{-d} \left( \frac{G_D(x, x_0)}{G_D(A_{|x - z|}(z), x_0)} \right)^2 \Psi(\delta_D(x)^{-1}) \Psi(|x - z|^{-1}) 1_{Q_j}(x) \ dx \\
= \int_E \sum_{Q_j \cap B(z, r_1) \neq \emptyset} |x - z|^{-d} \left( \frac{G_D(x, x_0)}{G_D(A_{|x - z|}(z), x_0)} \right)^2 \Psi(\delta_D(x)^{-1}) \Psi(|x - z|^{-1}) 1_{Q_j}(x) \ dx \\
\geq \int_{E \cap B(z, r_1)} \left( \frac{G_D(x, x_0)}{G_D(A_{x - z}(z), x_0)} \right)^2 \Psi(\delta_D(x)^{-1}) \Psi(|x - z|^{-1}) |x - z|^{-d} \ dx.
\]

Conversely, assume that \(E\) is the union of a subfamily of Whitney cubes. Then \(E \cap Q_j\) is either empty or equal to \(Q_j\). Since \(\text{Cap}_D(Q_j) \propto \sigma(Q_j) = \int_Q \Psi(\delta_D(x)^{-1}) \ dx\) for \(Q_j \cap B(z, r_1) \neq \emptyset\) by Proposition 5.11(1), we can reverse the first inequality in the display above to conclude that
\[
\sum_{j: Q_j \cap B(z, r_1) \neq \emptyset} \text{dist}(z, Q_j)^{-d} \frac{\Phi(\text{dist}(z, Q_j))}{G_D(A_{\text{dist}(z, Q_j)}(z), x_0)^2} G_D(x_j, x_0)^2 \text{Cap}_D(E \cap Q_j) \\
\leq c_3 \int_{E \cap B(z, r_1)} \left( \frac{G_D(x, x_0)}{G_D(A_{|x - z|}(z), x_0)} \right)^2 \Psi(\delta_D(x)^{-1}) \Psi(|x - z|^{-1}) |x - z|^{-d} \ dx.
\]

\[\square\]

**Proof of Corollary 1.5** We have seen from the proof of Corollary 6.7 that there exists \(r > 0\) such that for \(Q_j \cap B(z, r) \neq \emptyset\),
\[
g(A_{\text{dist}(z, Q_j)}(z)) = G_D(A_{\text{dist}(z, Q_j)}(z), x_0) \propto \Phi(\text{dist}(z, Q_j))^{1/2}
\]
and
\[
g(x_j) = G_D(x_j, x_0) \propto \Phi(\text{dist}(Q_j, \partial D))^{1/2}.
\]
Combining the two relations above with the proof of Theorem 1.3 we immediately arrive at the conclusion of Corollary 1.5 \[\square\]

### 7. Minimal thinness at infinity

Throughout this section we assume that (H2) holds and the constant \(\gamma\) in (1.2) is 1. Thus \(X\) is a unimodal Lévy process satisfying the global weak scaling conditions in [9][10]. We will establish results for minimal thinness at infinity. Even though the results are analogous to those of the previous section, their proofs contain non-trivial modifications. In particular we will use the recently established boundary Harnack principles given in Theorems 4.3 and 4.4 Thus we include all details except in the proof of Theorem 7.1.

We first extend the main result in [32]. Let \(\kappa \in (0, 1/2]\). We say that an open set \(D\) in \(\mathbb{R}^d\) is \(\kappa\)-fat at infinity if there exists \(R > 0\) such that for every \(r \in [R, \infty)\) there exists \(A_r \in \mathbb{R}^d\) such that \(B(A_r, \kappa r) \subset D \cap B(0, r)^c\) and \(|A_r| < \kappa^{-1} r\).
Theorem 7.1. The Martin boundary at infinity with respect to $X$ of any open set $D$ which is $\kappa$-fat at infinity consists of exactly one point $\infty$. The point $\infty$ is a minimal Martin boundary point.

Proof. The theorem is proved in [32] when $X$ is a subordinate Brownian motion with Lévy exponent $\Psi(\xi) = \phi(|\xi|^2)$ where $\phi$ is a complete Bernstein function satisfying (H1) and (H2). The method in [32] is quite robust and can be applied to unimodal Lévy processes satisfying the global weak scaling conditions. In fact, since we have [4,1, 33 Lemma 2.2], [4,2] and [4,3] (instead of [32] (2.2), Lemma 2.2, (2.8) and (2.9) respectively), using Theorems 4.3 and 4.4 instead of [30] Theorem 1.1 and [31] Theorem], one can follow the proofs in [32] Section 3] line by line and obtain the corresponding results in [32] Section 3]. Once we get the corresponding results in [32 Section 3], then all arguments and results in [32 Section 4] stay the same so that the theorem holds. We omit the details since these would be a simple repetition of proofs in [32].

Since half-space-like open sets are $\kappa$-fat at infinity, the Martin boundary at infinity with respect to $X$ of any half-space-like open set consists of exactly one point $\infty$, and this point is a minimal Martin boundary point.

In the remainder of this section we assume that $D \subset \mathbb{R}^d$ is a half-space-like open set and that $\mathbb{H}_1 \subset D \subset \mathbb{H}$. Let $x_0 = (0,5)$ and let $M_D$ be the Martin kernel of $D$ based at $x_0$.

Before we prove Proposition 7.3, which is an analog of Proposition 6.4 at infinity, we establish an inequality involving Green functions and the Martin kernel at infinity. We recall from [10,12] that for the half-space $\mathbb{H}$ we have the following estimates: There exists a constant $c \geq 1$ such that

$$G_{\mathbb{H}}(x,y) \asymp \frac{\Phi(|x-y|)}{|x-y|^d} \left(1 \land \frac{\Phi(\delta_{\mathbb{H}}(x))}{\Phi(|x-y|)}\right)^{1/2} \left(1 \land \frac{\Phi(\delta_{\mathbb{H}}(y))}{\Phi(|x-y|)}\right)^{1/2}. \tag{7.1}$$

This implies

$$c^{-1}\Phi(\delta_{\mathbb{H}}(x))^{1/2} \leq M_{\mathbb{H}}(x,\infty) \leq c\Phi(\delta_{\mathbb{H}}(x))^{1/2}. \tag{7.2}$$

Relation (7.1) also implies that for every $u,v \in \mathbb{H}_2$,

$$G_{\mathbb{H}_1}(u,v) \geq c_1 \frac{\Phi(|u-v|)}{|u-v|^d} \left(1 \land \frac{\Phi(\delta_{\mathbb{H}_1}(u))}{\Phi(|u-v|)}\right)^{1/2} \left(1 \land \frac{\Phi(\delta_{\mathbb{H}_1}(v))}{\Phi(|u-v|)}\right)^{1/2} \geq c_2 G_{\mathbb{H}_1}(u,v). \tag{7.3}$$

Moreover, if $|x| \geq 10$, then $|x-x_0| \geq \delta_{\mathbb{H}_1}(x)$. Thus for $|x| \geq 10$,

$$G_{\mathbb{H}_1}(x,x_0) \asymp \frac{\Phi(|x|)}{|x|^d} \left(1 \land \frac{\Phi(\delta_{\mathbb{H}_1}(x))}{\Phi(|x|)}\right)^{1/2} \left(1 \land \frac{1}{\Phi(|x|)}\right)^{1/2} \asymp \frac{\Phi(\delta_{\mathbb{H}_1}(x))^{1/2}}{|x|^d}. \tag{7.4}$$

Lemma 7.2. There exists $C_7 > 0$ such that for every $x,y \in B(0,10)^c \cap D$ with $|x-y| \geq \frac{3}{4}|y|$,

$$G_D(x,y) \leq C_7 G_D(x_0,y)M_D(x,\infty). \tag{7.5}$$

Proof. We claim that for every $w \in B(0,10(|x| \lor |y|)^c \cap D$ with $\delta_D(w) \geq 3$,

$$\frac{G_D(x,y)}{G_D(x,w)} \leq c_1 \frac{G_D(x_0,y)}{G_D(x_0,w)}. \tag{7.6}$$

By letting $w \to \infty$ with $\delta_D(w) \geq 3$, this implies (7.5) immediately.

We prove (7.6) through 3 steps.
Step 1. We first prove (7.6) for \( \mathbb{H} \). Since \( |x - w| > |x_0 - w| \) and \( \delta_\mathbb{H}(x) \leq |x| \leq |w| - |x| \leq |x - w| \), by (7.11),

\[
\frac{G_\mathbb{H}(x, y)G_\mathbb{H}(x_0, w)}{G_\mathbb{H}(x, w)} \leq c_2 \frac{\Phi(|x - y|)}{|x - y|^d} \left( \frac{\Phi(\delta_\mathbb{H}(x))}{\Phi(|x - y|)} \right)^{1/2} \left( \frac{\Phi(\delta_\mathbb{H}(y))}{\Phi(|x - y|)} \right)^{1/2} \\
\times \left( \frac{\Phi(\delta_\mathbb{H}(x_0))}{\Phi(|x_0 - w|)} \right)^{1/2} \left( \frac{\Phi(\delta_\mathbb{H}(x))}{\Phi(|x - w|)} \right)^{-1/2} \\
\leq c_3 \frac{\Phi(\delta_\mathbb{H}(x))^{1/2}\Phi(\delta_\mathbb{H}(y))^{1/2}}{|x - y|^d \Phi(\delta_\mathbb{H}(x))^{1/2}} = c_3 \frac{\Phi(\delta_\mathbb{H}(y))^{1/2}}{|x - y|^d}.
\]

Thus, by our assumption \( |x - y| \geq \frac{3}{4}|y| \) and (7.4),

\[
\frac{G_\mathbb{H}(x, y)G_\mathbb{H}(x_0, w)}{G_\mathbb{H}(x, w)} \leq c_4 |y|^{-d}\Phi(\delta_\mathbb{H}(y))^{1/2} \leq c_5 G_\mathbb{H}(x_0, y).
\]

We have proved (7.6) for \( \mathbb{H} \).

Step 2. We assume \( \delta_D(x) \land \delta_D(y) \geq 3 \). Then using the monotonicity of Green functions (7.3) and Step 1, we have

\[
\frac{G_D(x, y)}{G_D(x, w)} \leq \frac{G_\mathbb{H}(x, y)}{G_\mathbb{H}(x, w)} \leq c_6 \frac{G_\mathbb{H}(x, y)}{G_\mathbb{H}(x, w)} \leq c_7 G_\mathbb{H}(x, y) G_\mathbb{H}(x_0, w)
\leq c_7 c_6^{-1} G_\mathbb{H}(x_0, y) \leq c_7 c_6^{-1} G_D(x_0, y).
\]

Step 3. Let

\[
(7.7) \quad x_1 := \begin{cases} 
  x & \text{if } \delta_D(x) > 3, \\
  (\overline{x}, 3) & \text{if } \delta_D(x) \leq 3,
\end{cases}
\quad \text{and} \quad
y_1 := \begin{cases} 
  y & \text{if } \delta_D(y) > 3, \\
  (\overline{y}, 3) & \text{if } \delta_D(y) \leq 3.
\end{cases}
\]

We use Theorem 4.3 when \( \delta_D(x) \leq 3 \) and get

\[
(7.8) \quad G_D(x, w) = \frac{G_D(x, w)}{G_D(x, x_0)} G_D(x_0, x) \geq c_{11} \frac{G_D(x_1, w)}{G_D(x_1, x_0)} G_D(x_0, x).
\]

Since \( |x - y| \geq \frac{3}{4}|y| \), we use Theorem 4.3 when \( \delta_D(x) \leq 3 \) and get

\[
(7.9) \quad G_D(x, y) = \frac{G_D(x, y)}{G_D(x, x_0)} G_D(x_0, x) \leq c_{12} \frac{G_D(x_1, y)}{G_D(x_1, x_0)} G_D(x_0, x).
\]

If \( \delta_D(x) \leq 3 \), then \( |y - x_1| \geq |y - x| - |x - x_1| \geq |y - x| - 3 \geq \frac{9}{2} \). Thus using Theorem 4.3 again when \( \delta_D(y) \leq 3 \), we get

\[
(7.10) \quad G_D(x_1, y) = \frac{G_D(x_1, y_1)}{G_D(y_1, x_0)} G_D(y_1, x_0) \leq c_{13} \frac{G_D(y_1, x_1)}{G_D(y_1, x_0)} G_D(y_1, x_0).
\]

From (7.9–7.10),

\[
(7.11) \quad G_D(x, y) \leq c_{14} \frac{G_D(x_1, y_1)}{G_D(x_1, x_0)} G_D(x_0, x_0) \frac{G_D(y_1, x_0)}{G_D(y_1, x_0)}.
\]
Combining (7.8) and (7.11) and using Step 2, we conclude that

\[
\frac{G_D(x, y)}{G_D(x, w)} \leq c_1 \frac{G_D(x_1, y_1)}{G_D(x_1, w)} \frac{G_D(x_0, y)}{G_D(x_0, y_1)}
\]

\[
= c_1 \left( \frac{G_D(x_1, y_1)}{G_D(x_1, w)} \frac{G_D(x_0, y)}{G_D(x_0, y_1)} \right) \frac{G_D(x_0, y)}{G_D(x_0, w)}
\]

\[
\leq c_1 \frac{G_D(x_0, y)}{G_D(x_0, w)}. \quad \Box
\]

For \( E \subseteq D \) and \( n \geq 1 \), define \( E^n = E \cap \{ x \in D : 2^n \leq |x| < 2^{n+1} \} \).

**Proposition 7.3.** The set \( E \) is minimally thin in \( D \) at infinity with respect to \( X \) if and only if

\[
\sum_{n=1}^\infty R_{MD(\cdot, \infty)}^E(x_0) < \infty.
\]

**Proof.** Assume (7.12) holds. Then there exists \( n_0 \in \mathbb{N} \) such that \( \sum_{n=n_0}^\infty R_{MD(\cdot, \infty)}^E(x_0) < \frac{1}{2} M_D(x_0, \infty) \). Let \( B = \overline{B}(0, 2^{n_0}) \). Then \( A := B^c \cap E \subset \bigcup_{n=0}^\infty E^n \). Therefore,

\[
R_{MD(\cdot, \infty)}^E(x_0) \leq \sum_{n=n_0}^\infty R_{MD(\cdot, \infty)}^E(x_0) < \frac{1}{2} M_D(x_0, \infty),
\]

implying \( R_{MD(\cdot, \infty)}^E(x_0) < \frac{1}{2} M_D(x_0, \infty) \). Hence, \( E \) is minimally thin in \( D \) at infinity with respect to \( X \).

Conversely, suppose that \( E \) is minimally thin in \( D \) at infinity with respect to \( X \). By Proposition [6.2] there exists a potential \( u \) such that

\[
\liminf_{x \to \infty, x \in E} \frac{u(x)}{M_D(x, \infty)} = +\infty.
\]

Without loss of generality, we may assume that \( u(x_0) \leq (2C_7)^{-1} \), and \( C_7 \) is the constant from Lemma [7.2]. There exists \( n_1 \in \mathbb{N} \) with \( n_1 \geq 10 \) such that \( u(x) > M_D(x, \infty) \) for all \( x \in E \cap \overline{B}(0, 2^{n_1}) \). Thus, \( E \subset B(0, 2^{n_1}) \cap \{ u > M_D(\cdot, \infty) \} \). For \( n \geq n_1 \) define

\[
F_n = \{ x \in D : 2^n \leq |x| < 2^{n+1}, u(x) > M_D(x, \infty) \} \quad \text{and} \quad F = \bigcup_{n=1}^\infty F_n.
\]

Let \( x \in E^n \). Since \( |x| > 2^{n_1} \), we have that \( u(x) > M_D(x, \infty) \) and thus \( x \in F_n \). This shows that \( E^n \subseteq F_n \), \( n \geq n_1 \). Therefore, it suffices to show that \( \sum_{n=n_1}^\infty R_{MD(\cdot, \infty)}^E(x_0) < \infty \). Since \( u > M_D(\cdot, \infty) \) on \( F \), it follows that \( R_{MD(\cdot, \infty)}^E(x_0) \leq u(x_0) \leq c \).

Let \( i \in \{1, 2, 3\} \). For every \( n \in \mathbb{N} \), let \( U_n = F_{n_i+3n+i} \). Since \( i \in \{1, 2, 3\} \) is arbitrary, it suffices to show that \( \sum_{n=1}^\infty R_{MD(\cdot, \infty)}^U(x_0) < \infty \). Let \( U = \bigcup_{n=1}^\infty U_n \). Then \( U \subseteq F \) and thus \( R_{MD(\cdot, \infty)}^U(x_0) \leq u(x_0) \). Note that since \( U \) is open, \( R_{MD(\cdot, \infty)}^U = R_{MD(\cdot, \infty)}^U \) (see [6, p. 205]). Since \( u \) is a potential, the same holds for \( R_{MD(\cdot, \infty)}^U \); hence
there exists a measure \( \mu \) such that \( R_{\mathcal{M}_D}^U(\cdot, \infty) = G_D \mu \). Moreover, since \( R_{\mathcal{M}_D}^U(\cdot, \infty) \) is harmonic on \( \overline{U} \) (cf. [6, III.2.5]), \( \mu(U) = 0 \). Let \( \mu_n := \mu|_{\mathcal{U}_n} \). Since \( \mathcal{U}_n \) are pairwise disjoint,

\[
\mu = \sum_{n=1}^{\infty} \mu_n \quad \text{and} \quad G_D \mu = \sum_{n=1}^{\infty} G_D \mu_n.
\]

Fix \( n \in \mathbb{N} \) and consider \( l \in \mathbb{N} \), \( x \in U_n, y \in \overline{U}_l \). If \( l > n \), then \(|x| < 2^{n_1 + 3n_1 + 1} \leq 2^{1 - 3(l-n)}|y| \leq \frac{1}{4}|y| \), and hence \(|x-y| \geq |y| \geq \frac{3}{4}|y| \). If \( l < n \), then analogously, \(|y| \leq \frac{1}{4}|x| \), hence \(|x-y| \geq |x| - |y| \geq \frac{3}{4}|x| \geq \frac{3}{4}|y| \). Thus, in both cases, \(|x-y| \geq \frac{3}{4}|y| \) for every \( x \in U_n \) and \( y \in \overline{U}_l \), \( l \neq n \).

Define \( \mu_n' = \mu - \mu_n \) and let \( x \in U_n \). By Lemma 7.2,

\[
G_D \mu_n'(x) = \int_D G_D(x,y) \mu_n'(dy) \leq C_5 M_D(x, \infty) \int_D G_D(x,y) \mu_n'(dy) \leq C_5 M_D(x, \infty) u(x) < \frac{1}{2} M_D(x, \infty).
\]

Since \( G_D \mu_n + G_D \mu_n' = G_D \mu = R_{\mathcal{M}_D}^U(\cdot, \infty) = M_D(\cdot, \infty) \) on \( U \), it follows that \( G_D \mu_n = M_D(\cdot, \infty) - G_D \mu_n' \geq M_D(\cdot, \infty) - \frac{1}{2} M_D(\cdot, \infty) = \frac{1}{2} M_D(\cdot, \infty) \) on \( U_n \). This implies that \( G_D \mu_n \geq \frac{1}{2} R_{\mathcal{M}_D}^U(\cdot, \infty) \). Finally,

\[
\sum_{n=1}^{\infty} R_{\mathcal{M}_D}^U(\cdot, \infty)(x) \leq 2 \sum_{n=1}^{\infty} G_D \mu_n(x) = 2 G_D \mu(x) < \infty.
\]

\[\square\]

**Lemma 7.4.** There exists \( c > 1 \) such that

\[
c^{-1} G_D(x, x_0)|x|^d \leq M_D(x, \infty) \leq c G_D(x, x_0)|x|^d \quad x \in B(0, 30)^c \cap D.
\]

**Proof.** Step 1. Assume \( \delta_D(x) \leq 3 \) and \(|x| \geq 10 \). For \( w \in B(0, 10|x|)^c \cap D \) with \( \delta_D(w) \geq 3 \), using the monotonicity of Green functions and (7.3),

\[
\frac{G_D(x, w)}{G_D(x_0, w) G_D(x, x_0)} \asymp \frac{G_H(x, w)}{G_H(x_0, w) G_H(x, x_0)}.
\]

Thus by (7.2),

\[
\frac{M_D(x, \infty)}{G_D(x, x_0)} \asymp \frac{M_H(x, \infty)}{G_H(x_0, w) G_D(x, x_0)} = \Phi(\delta_H(x))^{1/2}.
\]

Now (7.13) follows from (7.14) and (7.14) immediately.

**Step 2.** Assume \( \delta_D(x) \leq 3 \) and \(|x| \geq 30 \). Let \( x_1 := (\tilde{x}, |x|/3) \) so that \( x, x_1 \in B((\tilde{x}, 0), |x|/2) \cap D \) and \( x_0 \notin B((\tilde{x}, 0), 2|x|/3) \cap D \). In fact, \(|x_0 - (\tilde{x}, 0)| \geq |(\tilde{x}, 0)| - 5 \geq |x| - |x_1| \geq |x| - 9 \geq 2|x|/3 \). Thus by Theorem 4.3 we have that for \( w \in B(0, 10|x|)^c \cap D \) with \( \delta_D(w) \geq 3 \),

\[
\frac{G_D(x, w)}{G_D(x, x_0)} \asymp \frac{G_D(x_1, w)}{G_D(x_1, x_0)},
\]

which implies that

\[
\frac{M_D(x, \infty)}{G_D(x, x_0)} \asymp \frac{M_D(x_1, \infty)}{G_D(x_1, x_0)}.
\]
Moreover, since \(|x|/3 \leq |x_1| \leq 2|x|\) by Step 1 and \(\text{(7.15)}\),
\[
\frac{M_D(x, \infty)}{G_D(x, x_0)} \asymp \frac{M_D(x_1, \infty)}{G_D(x_1, x_0)} \asymp |x_1|^{-d} \asymp |x|^{-d}.
\]
We have proved the lemma. \(\square\)

Let \(g(x) := G_D(x, x_0) \land C_8\) where \(C_8 := C_5(\sup_{s \geq 25} \Phi(s)s^{-d}) > 0\) so that, by \(\text{(4.2)}\), \(g(x) = G_D(x, x_0)\) for every \(x \in B(0, 30)^c \cap D\). Lemma \(\text{7.4}\) implies that for \(n \geq 5\),
\[
c_1^{-1}2^{nd}g(x) = c_1^{-1}2^{nd}G_D(x, x_0) \leq M_D(x, \infty)
\leq c_12^{nd}G_D(x, x_0) = c_12^{nd}g(x), \quad x \in \mathbb{E}^n.
\]
This implies that for \(n \geq 5\), \(c_1^{-1}2^{nd}R^n_{E_g} \leq R^n_{E_{M_D,\infty}} \leq c_12^{nd}R^n_{E_g}\). In particular,
\[
(7.16) \quad \sum_{n=1}^{\infty} R^n_{E_{M_D,\infty}}(x_0) < \infty \quad \text{if and only if} \quad \sum_{n=1}^{\infty} 2^{nd}R^n_{E_g}(x_0) < \infty.
\]
Note that \(\hat{R}^n_{E_g}\) is a potential; hence there exists a measure \(\lambda_n\) (supported by \(\overline{E}_n\)) such that \(\hat{R}^n_{E_g} = G_D\lambda_n\). Also, \(\hat{R}^n_{E_g}(\cdot) = g(\cdot) = G_D(\cdot, x_0)\) on \(\overline{E}_n\) for \(n \geq 5\), hence
\[
\hat{R}^n_{E_g}(x_0) = \int_{\overline{E}_n} g(y) \lambda_n(dy) = \int_{E_n} \hat{R}^n_{E_g}(y) \lambda_n(dy)
= \int_D \int_D G_D(x, y) \lambda_n(dy) \lambda_n(dx) = \gamma_g(\mathbb{E}^n).
\]
We conclude from \(\text{(7.16)}\) that
\[
(7.17) \quad \sum_{n=1}^{\infty} R^n_{E_{M_D,\infty}}(x_0) < \infty \quad \text{if and only if} \quad \sum_{n=1}^{\infty} 2^{nd}\gamma_g(\mathbb{E}^n) < \infty.
\]
Thus we have proved the following Wiener-type criterion for minimal thinness.

**Corollary 7.5.** The set \(E \subset D\) is minimally thin in \(D\) at infinity with respect to \(X\) if and only if \(\sum_{n=1}^{\infty} 2^{nd}\gamma_g(\mathbb{E}^n) < \infty\).

**Remark 7.6.** Note that [2, Part I, 11.3, p. 71] has a similar criterion (attributed to Lelong-Ferrand) in case when \(D\) is the half-space \(\mathbb{H}\) and \(X\) is Brownian motion: \(E\) is minimally thin at infinity if and only if \(\sum_{n=1}^{\infty} 2^{-nd}\gamma(E^n) < \infty\). Here \(\gamma(E^n) = \gamma_V(E^n)\) is the Green energy defined with respect to the function \(V(x) = x_d\) (and not \(g(x)\)); see [2, Part I, p. 66].

Finally, we prove a version of Aikawa’s criterion for minimal thinness.

**Proposition 7.7.** Suppose that \((\mathcal{E}, \mathcal{F}_D)\) satisfies the Hardy inequality. Let \(\{Q_j\}_{j \geq 1}\) be a Whitney decomposition of \(D\), \(E \subset D\), and let \(x_j\) denote the center of \(Q_j\). Then \(E\) is minimally thin in \(D\) at infinity with respect to \(X\) if and only if
\[
\sum_{j:Q_j \subset B(0, 2^5)^c} \text{dist}(0, Q_j)^d G_D(x_j, x_0)^2 \text{Cap}_D(E \cap Q_j) < \infty.
\]
Proof. It follows from Corollary 7.5 that $E$ is minimally thin in $D$ at infinity with respect to $X$ if and only if $\sum_{n=1}^{\infty} 2^{nd} \gamma_g(E^n) < \infty$. Further, let $V_n = \{ x \in \mathbb{R}^d : 2^n \leq |x| < 2^{n+1} \}$ so that $E^n = E \cap V_n$. If $V_n \cap Q_j \neq \emptyset$, then $\text{dist}(0, Q_j) \asymp 2^n$. By the quasi-additivity of $\gamma_g$ (Proposition 5.11(2)),

$$
\sum_{n=1}^{\infty} 2^{nd} \gamma_g(E^n) \asymp \sum_{n=1}^{\infty} 2^{nd} \sum_{j : Q_j \subset B(0,2^n)^c} \gamma_g(E^n \cap Q_j)
$$

$$
\asymp \sum_{j : Q_j \subset B(0,2^n)^c} \sum_{n, \text{dist}(0, Q_j) \gamma_g(E^n \cap Q_j)} \gamma_g(E^n \cap Q_j)
$$

$$
= \sum_{j : Q_j \subset B(0,2^n)^c} \text{dist}(0, Q_j)^d \sum_{n, \text{dist}(0, Q_j) \gamma_g(E^n \cap Q_j)} \gamma_g(E^n \cap Q_j)
$$

For the last line we argue as follows: One inequality is the subadditivity of capacity. For the other note that there exists $N \in \mathbb{N}$ such that for every $Q_j$, $\sum_{n, \text{dist}(0, Q_j) \gamma_g(E^n \cap Q_j)} \gamma_g(E \cap V_n \cap Q_j) \leq \sum_{n, \text{dist}(0, Q_j) \gamma_g(E \cap Q_j)} \gamma_g(E \cap Q_j) \leq N \gamma_g(E \cap Q_j)$.

Finally, since $g$ satisfies the scale invariant inequality (5.12), it follows from Lemma 5.8(2) that $\gamma_g(E \cap Q_j)| \asymp g(x_j)^2 \text{Cap}_D(E \cap Q_j)$. Since $g(x) = G_D(x, x_0)$ for $x \in B(0,30)^c \cap D$, this completes the proof. □

Proof of Theorem 1.7. Assume that $E$ is minimally thin at $\infty$. By Proposition 7.7,

$$
\sum_{j : Q_j \subset B(0,2^n)^c} \text{dist}(0, Q_j)^d G_D(x_j, x_0)^2 \text{Cap}_D(E \cap Q_j) < \infty.
$$

First note that

$$
\text{Cap}_D(E \cap Q_j) \geq c_1 \sigma_1(E \cap Q_j) = c_1 \int_E 1_{Q_j}(x) \Psi(\delta_D(x)^{-1}) \, dx.
$$

Next, $\text{dist}(0, Q_j) \asymp |x|$ for $x \in Q_j$. Therefore,

$$
\sum_{j : Q_j \subset B(0,2^n)^c} \text{dist}(0, Q_j)^d G_D(x_j, x_0)^2 \text{Cap}_D(E \cap Q_j)
$$

$$
\geq c_2 \int_E |x|^d G_D(x, x_0)^2 \Psi(\delta_D(x)^{-1}) \sum_{j : Q_j \subset B(0,2^n)^c} 1_{Q_j}(x) \, dx
$$

$$
\geq c_2 \int_{E \cap B(0,2^n)^c} |x|^d G_D(x, x_0)^2 \Psi(\delta_D(x)^{-1}) \, dx.
$$

Conversely, assume that $E$ is the union of a subfamily of Whitney cubes. Then $E \cap Q_j$ is either empty or equal to $Q_j$. Since $\text{Cap}_D(Q_j) \asymp \sigma_1(Q_j) = \int_{Q_j} \Psi(\delta_D(x)^{-1}) \, dx$, we can reverse the first inequality in the display above to conclude that

$$
\sum_{j : Q_j \subset B(0,2^n)^c} \text{dist}(0, Q_j)^d G_D(x_j, x_0)^2 \text{Cap}_D(E \cap Q_j)
$$

$$
\leq c_3 \int_{E \cap B(0,2^n)^c} |x|^d G_D(x, x_0)^2 \Psi(\delta_D(x)^{-1}) \, dx.
$$

□
Proof of Corollary 1.8. By integrating the heat kernel estimates in [10] Theorem 5.8, one can easily get that, for \( x \in B(0, 10)^c \cap D, \)

\[
G_D(x, x_0) \asymp \frac{\Phi(|x - x_0|)}{|x - x_0|^d} \left( 1 + \frac{\Phi(\delta_D(x))}{\Phi(|x - x_0|)} \right)^{1/2} \left( 1 + \frac{\Phi(\delta_D(x_0))}{\Phi(|x - x_0|)} \right)^{1/2} 
\]

\[
\asymp \frac{\Phi(\delta_D(x))^{1/2}}{|x|^d}
\]

(see the proof of [14] Theorem 7.3(iv)). Thus the corollary immediately follows from this and Theorem 1.7.

Remark 7.8. Note that by using (7.18) we have the following sharp two-sided Martin function estimates for half-space-like \( C^{1,1} \) open set \( D \): for every \( z \in \partial D, \)

\[
M_D(x, z) \asymp \frac{\Phi(\delta_D(x))^{1/2}|x_0 - z|^d}{|x - z|^d}
\]

and

\[
M_D(x, \infty) \asymp \Phi(\delta_D(x))^{1/2}.
\]

8. Minimal thinness of a set under the graph of a function

In this section, we will study minimal thinness of a set below the graph of a Lipschitz function, both for finite and infinite boundary points. We start by recalling Burdzy’s result; cf. [11,25].

Let \( f : \mathbb{R}^{d-1} \to [0, \infty) \) be a Lipschitz function. The set \( A = \{ x = (\bar{x}, x_d) \in \mathbb{H} : 0 < x_d \leq f(\bar{x}) \} \) is minimally thin in \( \mathbb{H} \) with respect to Brownian motion at \( z = 0 \) if and only if

\[
\int_{\{|\bar{x}|<1\}} f(\bar{x})|\bar{x}|^{-d} \, d\bar{x} < \infty.
\]

It was shown recently in [28] that the same criterion for minimal thinness is true for the subordinate Brownian motions studied there. By using Corollary 1.5 one can follow the proof of [28, Theorem 4.4] (cf. also the proof of Theorem 8.2 below) and show that the following Burdzy criterion for minimal thinness holds.

Proposition 8.1. Assume that \( D := \{ x = (\bar{x}, x_d) \in \mathbb{R}^d : x_d > h(\bar{x}) \} \) is the domain above the graph of a bounded \( C^{1,1} \) function \( h \) and that \( f : \mathbb{R}^{d-1} \to [0, \infty) \) is a Lipschitz function. Suppose either \( h \equiv 0 \) or \( \gamma = 1 \) in (1.2). Then the set \( A := \{ x = (\bar{x}, x_d) \in D : h(\bar{x}) < x_d \leq f(\bar{x}) + h(\bar{x}) \} \) is minimally thin in \( D \) at \( z = (0, h(0)) \) with respect to \( X \) if and only if (8.1) holds.

We omit the proof and concentrate on a similar question for minimal thinness at infinity.

Theorem 8.2. Suppose that (H2) holds and \( \gamma = 1 \) in (1.2), and let \( D = \{ x = (\bar{x}, x_d) \in \mathbb{R}^d : x_d > h(\bar{x}) \} \) be the domain above the graph of a bounded \( C^{1,1} \) function \( h \). Let \( f : \mathbb{R}^{d-1} \to [0, \infty) \) be a Lipschitz function. Then the set \( A := \{ x = (\bar{x}, x_d) \in \mathbb{R}^d : h(\bar{x}) < x_d \leq f(\bar{x}) + h(\bar{x}) \} \) is minimally thin in \( D \) at infinity with respect to \( X \) if and only if

\[
\int_{\{|\bar{x}|>1\}} f(\bar{x})|\bar{x}|^{-d} \, d\bar{x} < \infty.
\]
Proof. Without loss of generality we may assume that \( f(\bar{x}) = 0 \) for \( |\bar{x}| \leq 1 \), \( h(\bar{0}) = 0 \) and \( A = \{ x = (\bar{x}, x_d) \in \mathbb{R}^d : |\bar{x}| > 1, h(\bar{x}) < x_d \leq f(\bar{x}) + h(\bar{x}) \} \). We first note that by the Lipschitz continuity of \( f \) and boundedness of \( h \), it follows that \( |\bar{x}| \leq |x| \leq c_1|\bar{x}| \) for \( x = (\bar{x}, x_d) \in A \). Hence by Fubini’s theorem we have

\[
\int_A |x|^{-d} \, dx = \int_{|\bar{x}| > 1} d\bar{x} \int |A(\bar{x}, x_d)| |x|^{-d} \, dx_d
\]

\[
\leq \int_{|\bar{x}| > 1} |\bar{x}|^{-d} \, d\bar{x} \int_{h(\bar{x})}^{f(\bar{x}) + h(\bar{x})} \, dx_d
\]

\[
= \int_{|\bar{x}| > 1} f(\bar{x}) |\bar{x}|^{-d} \, d\bar{x}.
\]

It follows from Corollary \( 1.8 (i) \) that if \( A \) is minimally thin in \( D \) at infinity, then \( 8.2 \) holds true.

For the converse, let \( \{ Q_j \} \) be a Whitney decomposition of \( D \) and define \( E = \bigcup Q_j \cap A \neq \emptyset \); clearly \( A \subset E \). Let \( Q_j^* \) be the interior of the double of \( Q_j \) and note that \( \{ Q_j^* \} \) has bounded multiplicity, say \( N \). Moreover, if \( Q_j \cap A \neq \emptyset \), then by the Lipschitz continuity of \( f \) and \( h \) we have \( |Q_j^* \cap A| \geq |Q_j| \). Moreover, for \( x \in Q_j^* \) we have \( |x| \asymp \text{dist}(0, Q_j) \). Therefore

\[
\int_A |x|^{-d} \, dx \leq \int_E |x|^{-d} \, dx = \sum_{Q_j \cap A \neq \emptyset} \int_{Q_j} |x|^{-d} \, dx
\]

\[
\leq c_2 \sum_{Q_j \cap A \neq \emptyset} |Q_j^* \cap A| \text{dist}(0, Q_j)^{-d}
\]

\[
\leq c_3 \sum_{Q_j \cap A \neq \emptyset} \int_{Q_j \cap A} |x|^{-d} \, dx \leq c_3 N \int_A |x|^{-d} \, dx.
\]

If \( 8.2 \) holds, then \( 8.3 \) and \( 8.4 \) imply that \( \int_E |x|^{-d} \, dx < \infty \). Hence, by Corollary \( 1.8 (ii) \), \( E \) is minimally thin, and thus \( A \) is also minimally thin. \( \square \)

Example 8.3. Suppose that \( c > 0 \) and \( \delta > 0 \). By Theorem \( 8.2 \), the set \( A := \{ x = (\bar{x}, x_d) \in \mathbb{H} : 0 < x_d \leq c|\bar{x}|^{1-\delta} \} \) is minimally thin in \( \mathbb{H} \) at infinity with respect to \( X \) if and only if \( \delta > 0 \).
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