REDUCTION MODULO $p$ OF CERTAIN SEMI-STABLE REPRESENTATIONS
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Abstract. Let $p > 3$ be a prime number and let $G_{\mathbb{Q}_p}$ be the absolute Galois group of $\mathbb{Q}_p$. In this paper, we find Galois stable lattices in the 3-dimensional irreducible semi-stable non-crystalline representations of $G_{\mathbb{Q}_p}$ with Hodge–Tate weights $(0, 1, 2)$ by constructing the corresponding strongly divisible modules. We also compute the Breuil modules corresponding to the mod $p$ reductions of these strongly divisible modules and determine which of the original representations has an absolutely irreducible mod $p$ reduction.
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1. Introduction

Let $p > 3$ be a prime number and let $E$ be a finite extension of $\mathbb{Q}_p$. We write $G_{\mathbb{Q}_p}$ for the Galois group $\text{Gal}(\overline{\mathbb{Q}_p}/\mathbb{Q}_p)$ and $I_{\mathbb{Q}_p}$ for the inertia subgroup of $G_{\mathbb{Q}_p}$. In this paper, we construct strongly divisible modules for the admissible filtered $(\phi, N)$-modules that correspond to the 3-dimensional irreducible semi-stable non-crystalline $E$-representations of $G_{\mathbb{Q}_p}$ with Hodge–Tate weights $(0, 1, 2)$. By a result of Liu [Liu], this is equivalent to constructing Galois stable lattices in the semi-stable representations. We also compute the Breuil modules corresponding to the mod $p$ reductions of these strongly divisible modules to determine which of the semi-stable representations has an absolutely irreducible mod $p$ reduction (cf. Theorems 7.1 and 7.2). As a consequence, if $\bar{\rho} : G_{\mathbb{Q}_p} \to \text{GL}_3(\overline{\mathbb{F}_p})$ is an irreducible mod $p$ reduction of a semi-stable non-crystalline representation with Hodge–Tate weights $(0, 1, 2)$, then $\bar{\rho}|_{I_{\mathbb{Q}_p}}$ is isomorphic to either

$$\omega_3^{2p+1} \oplus \omega_3^{2p^2+p} \oplus \omega_3^{2p^2}$$ or $$\omega_3^{p+2} \oplus \omega_3^{p^2+2p} \oplus \omega_3^{1+2p^2}$$

where $\omega_3$ is a fundamental character of level 3 (cf. Theorem 7.3).
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In the paper [Par], all the 3-dimensional semi-stable $E$-representations of $G_{\mathbb{Q}_p}$ with regular Hodge–Tate weights have been classified by determining the admissible filtered $(\phi, N)$-modules of Hodge–Tate weights $(0, r, s)$ for $0 < r < s$. There are 49 families of admissible filtered $(\phi, N)$-modules of dimension 3. Among them, there are 26 families with $N = 0$ (i.e., the crystalline case), there are 20 families with rank$(N) = 1$, and there are 3 families with rank$(N) = 2$. However, if we restrict our attention to those families which contain representations that are irreducible and of Hodge–Tate weights $(0, 1, 2)$, there are only 11 families for $N = 0$ and 7 families for rank$(N) = 1$; there are none for rank$(N) = 2$. Since we are concerned only with the case of absolutely irreducible residual representations and since the crystalline deformation rings are already determined (cf. [CHT], Corollary 2.4.3), the 7 families of rank$(N) = 1$

\begin{equation}
D^4_{rkN=1}, D^6_{rkN=1}, D^{10}_{rkN=1}, D^{12}_{rkN=1}, D^{17}_{rkN=1}, D^{18}_{rkN=1}, D^{20}_{rkN=1}
\end{equation}

(defined in [Par]), are the ones we will consider in this paper.

Finding a strongly divisible module for a given admissible filtered $(\phi, N)$-module is in general very subtle and difficult even when Hodge–Tate weights are small. An iterative process for the construction of strongly divisible modules is given in [Bre99], but it is rather elaborate to execute in practice (and much more so in dimension 3 than in dimension 2). Some of the families listed above can be expected to be more difficult than others and to exhibit new features that do not occur in the $\text{GL}_2$-setting. For instance, there are families with two $\mathcal{L}$-invariants in the filtration, and our construction will produce strongly divisible modules that have coefficients defined as limits of sequences in $E$, which depend on the values of the parameters in the families of admissible filtered $(\phi, N)$-modules.

This paper is organized as follows. In the remainder of the introduction, we give a brief review of $p$-adic Hodge theory (filtered $(\phi, N)$-modules, strongly divisible modules, and Breuil modules) and introduce notation that will be used throughout the paper. In Section 2, we study some examples of Breuil modules which occur as mod $p$ reductions of semi-stable representations of $G_{\mathbb{Q}_p}$ with Hodge–Tate weights $(0, 1, 2)$. In Section 3, we glue the seven families of admissible filtered $(\phi, N)$-modules of rank$(N) = 1$ together so that, as a consequence, there are two families $\mathcal{D}^{[0,1]}_{\pi}$ and $\mathcal{D}^{[1,2]}_{\pi}$ that parameterize all the irreducible semi-stable non-crystalline representations of $G_{\mathbb{Q}_p}$ with Hodge–Tate weights $(0, 1, 2)$. In Section 4, we define various sequences and study their properties. The limits of these sequences will appear in the coefficients of our strongly divisible modules as we will see in Sections 5 and 6. In Section 5, we construct strongly divisible modules of $\mathcal{D}^{[0,1]}_{\pi}$ and compute the Breuil modules corresponding to the mod $p$ reductions of these strongly divisible modules. We first divide the area in which the parameters of $\mathcal{D}^{[0,1]}_{\pi}$ are defined into three pieces, and then for each case we perform the tasks we described in the previous sentence. We do similar things for $\mathcal{D}^{[1,2]}_{\pi}$ in Section 6. In Section 7, we state and prove the main results in this paper. We determine which admissible filtered $(\phi, N)$-modules correspond to the representations whose mod $p$ reductions are absolutely irreducible, and we also determine the irreducible mod $p$ reductions of semi-stable representations with Hodge–Tate weights $(0, 1, 2)$.

1.1. Review of $p$-adic Hodge theory. In this subsection, we quickly review filtered $(\phi, N)$-modules, strongly divisible modules, and Breuil modules. We closely follow the exposition of [BM][EGH] and we refer the reader to those papers for more
detail. Let $K$ and $E$ be finite extensions of $\mathbb{Q}_p$ inside $\overline{\mathbb{Q}}_p$ and $K_0$ the maximal absolutely unramified subextension of $K$. We also let $k$ be the residue field of $K$ and write $G_K = \text{Gal}(\overline{\mathbb{Q}}_p/K)$ for the absolute Galois group of $K$.

1.1.1. Filtered $(\phi, N)$-modules. We fix the uniformizer $p \in \mathbb{Q}_p$, thereby fixing an inclusion $\mathcal{B}_{st} \to \mathcal{B}_{dR}$. (See [Fon] for details.) A filtered $(\phi, N)$-module (strictly speaking, a filtered $(\phi, N, K, E)$-module) is a free $K_0 \otimes \mathbb{Q}_p$-module $D$ of finite rank together with a triple $(\phi, N, \{\text{Fil}_iD_K\}_{i \in \mathbb{Z}})$ where

- the Frobenius map $\phi : D \to D$ is a Frobenius-semilinear and $E$-linear automorphism;
- the monodromy operator $N : D \to D$ is a (nilpotent) $K_0 \otimes \mathbb{Q}_p$-linear endomorphism such that $N\phi = p\phi N$;
- the Hodge filtration $\{\text{Fil}_iD_K\}_{i \in \mathbb{Z}}$ is a decreasing filtration on $D_K := K \otimes K_0$.

The morphisms of filtered $(\phi, N)$-modules are $K_0 \otimes \mathbb{Q}_p$-module homomorphisms that commute with $\phi$ and $N$ and that preserve the filtration.

A filtered $(\phi, N)$-module $D$ is said to be admissible if it is in the sense of [BM]. The Hodge–Tate weights of a filtered $(\phi, N)$-module $D$ are the integers $r$ such that $\text{Fil}_rD_K \neq \text{Fil}_{r+1}D_K$, each counted with multiplicity $\text{dim}_E(\text{Fil}_rD_K/\text{Fil}_{r+1}D_K)$. We say that a filtered $(\phi, N)$-module is positive if the lowest Hodge–Tate weight is greater than or equal to 0.

Let $V$ be a finite-dimensional $E$-vector space equipped with continuous action of $G_K$, and define

$$D_{st}(V) := (\mathcal{B}_{st} \otimes \mathbb{Q}_p, V)^{G_K}.$$ 

Then $\dim_{K_0} D_{st}(V) \leq \dim_{\mathbb{Q}_p} V$. If the equality holds, then we say that $V$ is semi-stable; in that case $D_{st}(V)$ inherits from $\mathcal{B}_{st}$ the structure of an admissible filtered $(\phi, N)$-module. We say that $V$ is crystalline if $V$ is semi-stable and the monodromy operator $N$ on $D_{st}(V)$ is 0. Following Colmez and Fontaine [CF], the functor $D_{st}$ provides an equivalence between the category of semi-stable $E$-representations of $G_K$ and the category of admissible filtered $(\phi, N, K, E)$-modules.

If $V$ is a finite-dimensional vector space over $E$ equipped with a continuous action of $G_K$, we let $V^*$ be the dual representation of $G_K$. $V$ is semi-stable (resp., crystalline) if and only if so is $V^*$. If we denote $D_{st}^*(V) := D_{st}(V^*)$, then the functor $D_{st}^*$ gives rise to an anti-equivalence between the category of semi-stable $E$-representations of $G_K$ and the category of admissible filtered $(\phi, N, K, E)$-modules. The quasi-inverse to $D_{st}^*$ is given by

$$V_{st}^*(D) := \text{Hom}_{\phi, N}(D, \mathcal{B}_{st}) \cap \text{Hom}_{\text{Fil}}(D_K, K \otimes K_0 \mathcal{B}_{st})$$

(that is, the homomorphisms of $K_0 \otimes E$-modules that commute with $\phi$ and $N$ and that preserve filtration). $V_{st}^*(D)$ inherits an $E$-module structure from the $E$-module structure on $D$ and an action of $G_K$ from the action of $G_K$ on $\mathcal{B}_{st}$.

If $V$ is semi-stable, then when we refer to the Hodge–Tate weights of $V$, we mean those of $D_{st}^*(V)$. Our normalization implies that the cyclotomic character $\varepsilon : G_{Q_p} \to E^*$ has Hodge–Tate weight 1. Twisting $V$ by a power $\varepsilon^n$ of the cyclotomic character has the effect of shifting all the Hodge–Tate weights of $V$ by $n$; after a suitable twist, we are therefore free to assume that the lowest Hodge–Tate weight is 0.
1.1.2. Strongly divisible modules. We fix a uniformizer \( \pi_K \) in \( K \) and let \( W(k) \) be the ring of Witt vectors over \( k \) so that \( K_0 = W(k)[\frac{1}{\pi}] \). Let \( E(u) \subset W(k)[u] \) be the minimal polynomial of \( \pi_K \) over \( K_0 \) and let \( S \) be the \( p \)-adic completion of \( W(k)[u, \frac{u^n}{T}]_{i \in \mathbb{N}} \), where \( e \) is the absolute ramification index of \( K \). We endow \( S \) with the following structure:

- a continuous Frobenius-semilinear map \( \phi : S \to S \) with \( \phi(u) = u^p \);
- a continuous \( W(k) \)-linear derivation \( N : S \to S \) with \( N(u) = -u \) and \( N(u^n/!) = -ieu^{n/!} \);
- a decreasing filtration \( \{\text{Fil}^i S\}_{i \in \mathbb{N}_0} \) where \( \text{Fil}^i S \) is the \( p \)-adic completion of \( \sum_{j \geq i} E(u)^j \).

Note that \( N \phi = p \phi N \) and \( \phi(\text{Fil}^i S) \subset p^i S \) for \( 0 \leq i \leq p - 1 \).

Let \( E \) be a finite extension of \( \mathbb{Q}_p \) with ring of integers \( \mathcal{O}_E \). We also let \( S_{\mathcal{O}_E} := S \otimes_{\mathbb{Z}_p} \mathcal{O}_E \) and \( S_E := S_{\mathcal{O}_E} \otimes_{\mathbb{Q}_p} \mathbb{Q}_p \), and extend the definitions of \( \text{Fil}, \phi, \) and \( N \) to \( S_{\mathcal{O}_E} \) and \( S_E \) by \( \mathcal{O}_E \)-linearly and \( E \)-linearly, respectively. Let \( \mathcal{M}\mathcal{F}(\phi, N, K, E) \) be the category whose objects are finite free \( S_E \)-modules \( \mathcal{D} \) with

- a \( \phi \)-semilinear and \( E \)-linear morphism \( \phi : \mathcal{D} \to \mathcal{D} \) such that the determinant of \( \phi \) with respect to some choice of \( S_{\mathbb{Q}_p} \)-basis is invertible in \( S_{\mathbb{Q}_p} \) (which does not depend on the choice of basis);
- a decreasing filtration of \( \mathcal{D} \) by \( S_E \)-submodules \( \text{Fil}^i \mathcal{D}, i \in \mathbb{Z} \), with \( \text{Fil}^i \mathcal{D} = \mathcal{D} \) for \( i \leq 0 \) and \( \text{Fil}^i S_E \cdot \text{Fil}^j \mathcal{D} \subset \text{Fil}^{i+j} \mathcal{D} \) for all \( j \) and all \( i \geq 0 \);
- a \( K_0 \otimes E \)-linear map \( N : \mathcal{D} \to \mathcal{D} \) such that
  \[
  N(sx) = N(s)x + sN(x) \quad \text{for all } s \in S_E \text{ and } x \in \mathcal{D},
  \]
  \[
  N \phi = p \phi N,
  \]
  \[
  N(\text{Fil}^i \mathcal{D}) \subset \text{Fil}^{i-1} \mathcal{D} \quad \text{for all } i.
  \]

For a filtered \( (\phi, N) \)-module \( D \) with positive Hodge–Tate weights, one can associate an object \( \mathcal{D} \in \mathcal{M}\mathcal{F}(\phi, N, K, E) \) by the following:

- \( \mathcal{D} := S \otimes_{W(k)} D \);
- \( \phi := \phi \otimes \phi : \mathcal{D} \to \mathcal{D} \);
- \( N := N \otimes \text{Id} + \text{Id} \otimes N : \mathcal{D} \to \mathcal{D} \);
- \( \text{Fil}^0 \mathcal{D} := \mathcal{D} \) and, by induction,
  \[
  \text{Fil}^{i+1} \mathcal{D} := \{ x \in \mathcal{D} | N(x) \in \text{Fil}^i \mathcal{D} \text{ and } f_{\pi_K}(x) \in \text{Fil}^{i+1} D_K \}
  \]
  where \( f_{\pi_K} : \mathcal{D} \to D_K \) is defined by \( s(u) \otimes x \mapsto s(\pi_K)x \).

The functor \( \mathcal{D} : D \mapsto S \otimes_{W(k)} D \) gives rise to an equivalence between the category of positive filtered \( (\phi, N) \)-modules and \( \mathcal{M}\mathcal{F}(\phi, N, K, E) \), by a result of Breuil [Bre97].

Fix a positive integer \( r \leq p - 2 \). The category \( \mathcal{M}\mathcal{D}_{\mathcal{O}_E} \) of strongly divisible modules of weight \( r \) is defined to be the category of free \( S_{\mathcal{O}_E} \)-modules \( \mathcal{M} \) of finite rank with an \( S_{\mathcal{O}_E} \)-submodule \( \text{Fil}^r \mathcal{M} \) and additive maps \( \phi, N : \mathcal{M} \to \mathcal{M} \) such that the following properties hold:

- \( \text{Fil}^r S_{\mathcal{O}_E} \cdot \mathcal{M} \subset \text{Fil}^r \mathcal{M} \);
- \( \text{Fil}^r \mathcal{M} \cap I \mathcal{M} = I \text{Fil}^r \mathcal{M} \) for all ideals \( I \) in \( \mathcal{O}_E \);
- \( \phi(sx) = \phi(s)\phi(x) \) for all \( s \in S_{\mathcal{O}_E} \) and for all \( x \in \mathcal{M} \);
- \( \phi(\text{Fil}^r \mathcal{M}) \) is contained in \( p^r \mathcal{M} \) and generates it over \( S_{\mathcal{O}_E} \);
- \( N(sx) = N(s)x + sN(x) \) for all \( s \in S_{\mathcal{O}_E} \) and for all \( x \in \mathcal{M} \);
- \( N\phi = p\phi N \);
- \( E(u)N(\text{Fil}^r \mathcal{M}) \subset \text{Fil}^r \mathcal{M} \).
The morphisms are $S_{O_E}$-linear maps that preserve $\text{Fil}^r$ and commute with $\phi$ and $N$. For a strongly divisible module $\mathcal{M}$ of weight $r$, there exists a unique admissible filtered $(\phi, N)$-module $D$ with Hodge–Tate weights lying in $[0, r]$ such that $\mathcal{M}[\frac{1}{p}] \simeq S \otimes_{W(k)} D$, so one has the following equivalent definition: let $D$ be an admissible filtered $(\phi, N)$-module such that $\text{Fil}^r D_K = D_K$ and $\text{Fil}^{r+1} D_K = 0$. A strongly divisible module in $\mathcal{D} := \mathcal{D}(D)$ is an $S_{O_E}$-submodule $\mathcal{M}$ of $\mathcal{D}$ such that

\begin{itemize}
  \item $\mathcal{M}$ is a free $S_{O_E}$-module of finite rank such that $\mathcal{M}[\frac{1}{p}] \simeq \mathcal{D}$;
  \item $\mathcal{M}$ is stable under $\phi$ and $N$;
  \item $\phi(\text{Fil}^r \mathcal{M}) \subset p^r \mathcal{M}$ where $\text{Fil}^r \mathcal{M} := \mathcal{M} \cap \text{Fil}^r \mathcal{D}$.
\end{itemize}

For a strongly divisible module $\mathcal{M}$, we define an $O_E[G_K]$-module $T^*_\text{st}(\mathcal{M})$ as follows:

$$T^*_\text{st}(\mathcal{M}) := \text{Hom}_{S, \text{Fil}^r, \phi, N}(\mathcal{M}, \tilde{A}_\text{st}).$$

(See [Bre99] for details.) The functor $T^*_\text{st}$ provides an anti-equivalence of categories between the category $\mathcal{M} \mathcal{O}^\text{D'}_{O_E}$ of strongly divisible modules of weight $r$ and the category of $G_K$-stable $O_E$-lattices in semi-stable $E$-representations of $G_K$ with Hodge–Tate weights lying in $[0, r]$, provided that $0 \leq r \leq p - 2$. Moreover, there is a compatibility: if $\mathcal{M}$ is a strongly divisible module in $\mathcal{D} := \mathcal{D}(D)$ for an admissible filtered $(\phi, N)$-module $D$, then $T^*_\text{st}(\mathcal{M})$ is a Galois stable $O_E$-lattice in $V^*_\text{st}(D)$. This was conjectured by Breuil and proved by Liu [Liu] in the case $E = \mathbb{Q}_p$, Emerton–Gee–Herzig [EGH] gave the (essentially formal) generalization to the case of $E$-coefficients.

1.1.3. Breuil modules. Let $F$ be a finite extension of $\mathbb{F}_p$, $k$ an algebraic extension of $\mathbb{F}_p$, and $e \in \mathbb{N}$. The category $\text{BrMod}^e_F$ of Breuil modules of weight $r$ consists of quadruples $(\mathcal{M}, Fil^r \mathcal{M}, \phi_e, N)$ where

\begin{itemize}
  \item $\mathcal{M}$ is a finitely generated $(k \otimes_{\mathbb{F}_p} \mathbb{F})[u]/u^{ep}$-module, free over $k[u]/u^{ep}$ (which implies that $\mathcal{M}$ is in fact a free $(k \otimes_{\mathbb{F}_p} \mathbb{F})[u]/u^{ep}$-module of finite rank);
  \item $\text{Fil}^r \mathcal{M}$ is a $(k \otimes_{\mathbb{F}_p} \mathbb{F})[u]/u^{ep}$-submodule of $\mathcal{M}$ containing $u^{ep} \mathcal{M}$;
  \item $\phi_e : \text{Fil}^r \mathcal{M} \to \mathcal{M}$ is $F$-linear and $\phi$-semilinear (where $\phi : k[u]/u^{ep} \to k[u]/u^{ep}$ is the $p$-th power map) with image generating $\mathcal{M}$ as a $(k \otimes_{\mathbb{F}_p} \mathbb{F})[u]/u^{ep}$-module;
  \item $N : \mathcal{M} \to \mathcal{M}$ is $k \otimes_{\mathbb{F}_p} F$-linear and satisfies
    \begin{itemize}
      \item $N(ux) = uN(x) - ux$ for all $x \in \mathcal{M}$,
      \item $u^e N(\text{Fil}^r \mathcal{M}) \subset \text{Fil}^r \mathcal{M}$, and
      \item $\phi_e(u^e N(x)) = cN(\phi_e(x))$ for all $x \in \text{Fil}^r \mathcal{M}$, where $c \in (k[u]/u^{ep})^\times$ is the image of $\frac{1}{p^e} \phi(E(u))$ under the natural map $S \to k[u]/u^{ep}$.
    \end{itemize}
\end{itemize}

The morphisms are $(k \otimes_{\mathbb{F}_p} \mathbb{F})[u]/u^{ep}$-module homomorphisms that preserve $\text{Fil}^r \mathcal{M}$ and commute with $\phi_e$ and $N$.

Suppose that $k$ (resp., $F$) is the residue field of $K$ (resp., of $E$). We also assume $e = [K : K_0]$. If $\mathcal{M}$ is an object of $\mathcal{M}^e_{O_E}$, then $\mathcal{M} := \mathcal{M}/(\pi_E, \text{Fil}^p S)\mathcal{M}$ is naturally an object of $\text{BrMod}^e_F$. More precisely,

$$(1.2) \quad \mathcal{M} = (\mathcal{M}/m_E \mathcal{M}) \otimes_{S_{O_E}/m_E S_{O_E}} (k \otimes_{\mathbb{F}_p} \mathbb{F})[u]/u^{ep},$$

where

\begin{itemize}
  \item $\text{Fil}^r \mathcal{M}$ is the image of $\text{Fil}^r \mathcal{M}$ in $\mathcal{M}$;
  \item the map $\phi_e$ is induced by $\frac{1}{p^e} \phi|_{\text{Fil}^r \mathcal{M}}$;
  \item $N$ is induced by the one on $\mathcal{M}$.
\end{itemize}
Note that this association gives rise to a functor from the category $\mathfrak{M} \mathcal{D}_{O_E}$ to $\text{BrMod}_F$.

For a Breuil module $\mathcal{M}$, we define a $\mathbb{F}[G_K]$-module $T^*_s(\mathcal{M})$ as follows:

$$T^*_s(\mathcal{M}) := \text{Hom}_{k[u]/u^r,Fil^r,\phi_r,N}(\mathcal{M}, \hat{\mathcal{M}}).$$

(See [EGH] for details.) $T^*_s$ gives rise to a faithful contravariant functor from the category $\text{BrMod}_F^r$ to the category of finite-dimensional $\mathbb{F}$-representations of $G_K$ with $\text{dim}_{T^*_s(\mathcal{M})} = \text{rank}_{k(u)/u^r,\mathcal{M}}$. The functor is full as well if $er < p - 1$. Moreover, there is a compatibility, that is, if $\mathfrak{M} \in \mathfrak{M} \mathcal{D}_{O_E}$ and $\mathcal{M} := (\mathfrak{M}/m_E \mathfrak{M}) \otimes_{S_{O_E}/m_E S_{O_E}} (k \otimes_F \mathbb{F})/u^r$ denotes the Breuil module corresponding to the reduction of $\mathfrak{M}$, then $T^*_s(\mathfrak{M}) \otimes_{O_E} \mathbb{F} \simeq T^*_s(\mathcal{M})$.

We say a morphism of Breuil modules $f : \mathcal{M} \to \mathcal{M}'$ is a quotient map if $f(\text{Fil}^r \mathcal{M}) = \text{Fil}^r \mathcal{M}'$. If $f : \mathcal{M} \to \mathcal{M}'$ is a quotient map of Breuil modules, then it is clear that $T^*_s(f) : T^*_s(\mathcal{M}') \hookrightarrow T^*_s(\mathcal{M})$, i.e., $T^*_s(\mathcal{M}')$ is a subrepresentation of $T^*_s(\mathcal{M})$. Moreover, the converse is also true, due to Proposition 3.2.6 in [EGH]: if $\mathcal{M} \in \text{BrMod}_F^r$ and if $T'$ is a subrepresentation of $T^*_s(\mathcal{M})$, then there is a unique quotient map $f : \mathcal{M} \to \mathcal{M}'$ in $\text{BrMod}_F^r$ such that $T^*_s(f)$ is identified with the inclusion $T' \hookrightarrow T^*_s(\mathcal{M})$.

1.2. Notation. We let $S$ be the $p$-adic completion of $\mathbb{Z}_p[u]/[u] \in \mathbb{N}$ since we are concerned only with representations of $\hat{G}_{Q_p}$ in this paper. We fix a prime number $p$ so that we fix an embedding $B_{st} \hookrightarrow B_{dR}$, and we let $E(u) := u - p \in S$. We assume that $p > 3$ since we are concerned with strongly divisible modules of weight 2.

We let $E$ be a finite extension of $\mathbb{Q}_p$ with ring of integers $O_E$, maximal ideal $m_E$, and residue field $\mathbb{F}$: the field $E$ is the coefficients of our semi-stable representations, $S_{O_E} := S \otimes O_E$ is the coefficient of our strongly divisible modules, and $\mathfrak{S} := \mathbb{F}[u]/u^p$ is the coefficient of our Breuil modules. We also let $S_{E} := S_{O_E} \otimes_{\mathbb{Z}_p} \mathbb{Q}_p$.

We write $\overline{a} \in \mathbb{F}$ for the image of $a \in O_E$ under the fixed quotient map $O_E \to \mathbb{F}$, and let $v_p$ be the valuation on $\mathbb{Q}_p$ with $v_p(p) = 1$. We let

$$\gamma := \frac{(u - p)^p}{p} \in S.$$

It is easy to check that $\phi(\gamma) \in p^{p-1} S$ and $\phi(u^p - p) = u^p - p \equiv \gamma - 1$ modulo $pS$. It is also straightforward to check that $N(\gamma) = -p[\gamma + (u - p)^{p-1}]$. $\gamma$ will appear in the coefficients of our strongly divisible modules.

Let $R$ be a commutative ring with unity. (For example, $R = E$, $R = S_{O_E}$, or $R = \mathfrak{S}$.) By $M = R(E_1, \ldots, E_n)$, we mean that $M$ is a free module over $R$ of rank $n$ with a basis $e := (E_1, \ldots, E_n)$. If $f : M \to M$ is an $R$-module homomorphism, then we define an $n \times n$-matrix $\text{Mat}_e(f)$ by the following equation:

$$(f(E_1), \ldots, f(E_n)) = (E_1, \ldots, E_n) \cdot \text{Mat}_e(f).$$

Let $\mathcal{M}$ be a Breuil module of weight $r$ over $\mathbb{F}[u]/u^p$ with a basis $e := (E_1, \ldots, E_n)$ and let $f := (f_1, \ldots, f_n)$ be a system of generators for $\text{Fil}^r \mathcal{M}$ modulo $\text{Fil}^r S \cdot \mathcal{M}$. We define an $n \times n$-matrix $\text{Mat}_{e,f}(\text{Fil}^r \mathcal{M})$ by the equation

$$(f_1, \ldots, f_n) = (E_1, \ldots, E_n) \cdot \text{Mat}_{e,f}(\text{Fil}^r \mathcal{M}).$$

Similarly, for Frobenius morphism $\phi_r : \text{Fil}^r \mathcal{M} \to \mathcal{M}$, we define an $n \times n$-matrix $\text{Mat}_{e,f}(\phi_r)$ by the equation

$$(\phi_r(f_1), \ldots, \phi_r(f_n)) = (E_1, \ldots, E_n) \cdot \text{Mat}_{e,f}(\phi_r).$$
2. Examples of Breuil modules of weight 2

In this section, we provide some examples of Breuil modules which (as we will see later) occur as mod $p$ reductions of semi-stable representations of $G_{\mathbb{Q}_p}$ with Hodge–Tate weights $(0,1,2)$.

2.1. Simple Breuil modules. The Breuil modules introduced in this subsection correspond to absolutely irreducible mod $p$ representations of $G_{\mathbb{Q}_p}$. We prove it by showing that the restriction of the corresponding representations to the inertia subgroup $I_{\mathbb{Q}_p}$ of $G_{\mathbb{Q}_p}$ is of niveau 3.

Example 2.1. Let $s := (1,2,3)$ be a cycle of length 3 in the symmetric group $S_3$. For $i = 1,2$ and for $a,b,c$ in $\mathbb{F}^*$, the Breuil module $\mathcal{M}(s^i,a,b,c)$ is defined as follows: there exist a basis $e := (E_1, E_2, E_3)$ for $\mathcal{M}(s^i,a,b,c)$ and a system of generators $f := (f_1, f_2, f_3)$ for $\text{Fil}^2 \mathcal{M}$ such that

- $\mathcal{M} := S(E_1, E_2, E_3)$;
- $\text{Mat}_E(L)(\text{Fil}^2 \mathcal{M}) = \begin{pmatrix} u^2 & 0 & 0 \\ 0 & u & 0 \\ 0 & 0 & 1 \end{pmatrix}$ and
- $\text{Mat}_E(L)(\phi_2) = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}^i \cdot \begin{pmatrix} a & 0 & 0 \\ 0 & b & 0 \\ 0 & 0 & c \end{pmatrix}$;
- $N : \mathcal{M} \to \mathcal{M}$ is induced by $N(E_1) = N(E_2) = N(E_3) = 0$.

Lemma 2.2. $\mathcal{M}(s^i,a,b,c)$ is isomorphic to $\mathcal{M}(s^j,\alpha,\beta,\gamma)$ if and only if $i = j$ and $abc = \alpha \beta \gamma$.

Proof. It is easy to check that if $i \neq j$, then the only morphism between $\mathcal{M}(s^i,a,b,c)$ and $\mathcal{M}(s^j,\alpha,\beta,\gamma)$ is the zero map from the commutativity with $\phi_2$. If $i = j$, then the commutativity with $\phi_2$ also implies that the morphism is of the form $E_1 \mapsto xE_1, E_2 \mapsto yE_2, E_3 \mapsto zE_3$ for $x,y,z \in \mathbb{F}$. If $i = j = 1$, then, from the commutativity with $\phi_2$ again, we have equations $ax = ay, \beta y = b z, \gamma z = cx$, which implies $\alpha \beta \gamma = abc$ if we assume that the morphism is an isomorphism. It is easy to check that the morphism commutes with $N$ since $N(E_1) = N(E_2) = N(E_3) = 0$ and $x,y,z \in \mathbb{F}^*$. Similarly, one can also get the same result when $i = j = 2$.

Conversely, assume that $abc = \alpha \beta \gamma$. If $i = j = 1$, then the association $E_1 \mapsto E_1, E_2 \mapsto \frac{a}{b} E_2, E_3 \mapsto \frac{a b}{c} E_3$ gives rise to an isomorphism from $\mathcal{M}(s^i,a,b,c)$ to $\mathcal{M}(s^j,\alpha,\beta,\gamma)$, and if $i = j = 2$, then the association $E_1 \mapsto E_1, E_2 \mapsto \frac{b}{c} E_2, E_3 \mapsto \frac{b c}{\beta \gamma} E_3$ does so.

We use Theorem 5.2.2 in [Car] to prove that for the Breuil modules $\mathcal{M}$ in Example 2.1, $T_{\text{st}}(\mathcal{M})$ is absolutely irreducible. To use the theorem, we need a little preparation. Let $n = [\mathbb{F} : \mathbb{F}_p]$ and $\sigma$ be the absolute arithmetic Frobenius on $\mathbb{F}$, so that the Galois group Gal$(\overline{\mathbb{F}}/\mathbb{F}_p)$ consists of $\sigma^i$ for $i = 0,1,\ldots,n-1$. The association $k \otimes e \mapsto (k \cdot \sigma^i(e))_i$ gives rise to an isomorphism $\overline{\mathbb{F}} \otimes_{\mathbb{F}_p} \mathbb{F} \xrightarrow{\sim} \bigoplus_i \mathbb{F}_p$ as $i$ ranges over the integers from 0 to $n - 1$. Note that $\phi_r$ acts on $\overline{\mathbb{F}}_p$ Frobenius-semilinearly and on $\mathbb{F}$ linearly for the Breuil modules over $(\overline{\mathbb{F}}_p \otimes_{\mathbb{F}_p} \mathbb{F})[u]/u^n$:

$$\begin{array}{ccc}
\overline{\mathbb{F}}_p \\ \phi_r \end{array} \otimes \begin{array}{ccc}
\overline{\mathbb{F}}_p \\ \phi_r \end{array} \xrightarrow{\phi_r} \begin{array}{ccc}
\overline{\mathbb{F}}_p \\ \phi_r \end{array} \xrightarrow{\sim} \bigoplus_i \mathbb{F}_p.
\end{array}$$
We first investigate the action of $\phi_r$ on $\bigoplus_i \bar{\mathbb{F}}_p$ under the isomorphism above.

**Lemma 2.3.** If $(x_i)_i \in \bigoplus_i \bar{\mathbb{F}}_p$, then $\phi_r((x_i)_i) = (x_i^{p^i})_i$.

**Proof.** If $x \otimes y$ is in $\bar{\mathbb{F}}_p \otimes \bar{\mathbb{F}}_p$, then $\phi_r(x \otimes y) = x^p \otimes y$. Hence, we have $\phi_r((x_1 \sigma^i(y))_i) = (x_i^{p^i} \sigma^i(y))_i = ((x_1 \sigma^i(y))_i)^p$. The fact that field $\bar{\mathbb{F}}_p$ has characteristic $p$ completes the proof. □

We let $\bar{\mathbb{F}}_p \mathcal{M}(s^i, a, b, c) := \bar{\mathbb{F}}_p \otimes \bar{\mathbb{F}}_p \mathcal{M}(s^i, a, b, c)$ and extend $\phi_2$ $\phi$-semilinearly and $N$ linearly on $\bar{\mathbb{F}}_p$. Then $\bar{\mathbb{F}}_p \mathcal{M}(s^i, a, b, c)$ is a Breuil module with $(\bar{\mathbb{F}}_p \otimes \bar{\mathbb{F}}_p \bar{\mathbb{F}})[u]/u^p$-coefficients.

**Lemma 2.4.** For all $a, b, c \in \mathbb{F}^\times$, $\bar{\mathbb{F}}_p \mathcal{M}(s^i, a, b, c)$ is isomorphic to $\bar{\mathbb{F}}_p \mathcal{M}(s^i, 1, 1, 1)$ if $[\mathbb{F} : \mathbb{F}_p] = 3m$.

**Proof.** By Lemma 2.2, it is enough to show that $\bar{\mathbb{F}}_p \mathcal{M}(s^i, 1, 1, \alpha)$ is isomorphic to $\bar{\mathbb{F}}_p \mathcal{M}(s^i, 1, 1, 1)$ We only prove the case $i = 1$, and the case $i = 2$ is similar. We let $f$ be a morphism from $\bar{\mathbb{F}}_p \mathcal{M}(s, 1, 1, \alpha)$ to $\bar{\mathbb{F}}_p \mathcal{M}(s, 1, 1, 1)$ denoted by

$$E_1 \mapsto (x_i)_i, E_2 \mapsto (y_i)_i, E_3 \mapsto (z_i)_i$$

for $x_i, y_i, z_i \in \bar{\mathbb{F}}_p$. Then, using the action in Lemma 2.3, one can check that $f$ commutes with $\phi_2$ if and only if $x_i, y_i, z_i$ satisfy the equations $x_{i-1}^p = y_i, y_{i-1}^p = z_i$, and $z_i^p = \alpha^p x_i$ for $i \in \mathbb{Z}/n\mathbb{Z}$. But it is easy to check that this system of equations has solutions if and only if $x_1, y_1, z_1$ satisfy the equations

$$x_1^{3m} = \alpha^{m p^3 + 1} x_1, y_1^{3m} = \alpha^{m p^3 + 1} y_1, z_1^{3m} = \alpha^{m p^3 + 1} z_1,$$

under the assumption $[\mathbb{F} : \mathbb{F}_p] = 3m$. It is also easy to check that the map $f$ commutes with $N$ since $N(E_1) = N(E_2) = N(E_3) = 0$. □

**Lemma 2.4** says that for each $i \in \{1, 2\}$,

$$T^*_\mathcal{O}(\mathcal{M}(s^i, a, b, c))|_{I_\mathcal{O}_p} \simeq T^*_\mathcal{O}(\mathcal{M}(s^i, 1, 1, 1))|_{I_\mathcal{O}_p}$$

for all $a, b, c \in \mathbb{F}^\times$. Hence, it is enough to consider only $\mathcal{M}(s^i, 1, 1, 1)$ to show that $T^*_\mathcal{O}(\mathcal{M}(s^i, a, b, c))$ is absolutely irreducible for all $a, b, c \in \mathbb{F}^\times$ and for all $i \in \{1, 2\}$. We let $\mathcal{M}^i := \mathcal{M}(s^i, 1, 1, 1)$ to lighten the notation.

**Proposition 2.5.** Let $\bar{\rho} := T^*_\mathcal{O}(\mathcal{M}(s^i, a, b, c)) \otimes_{\mathbb{F}} \bar{\mathbb{F}}_p$. Then

$$\bar{\rho}|_{I_\mathcal{O}_p} \simeq \begin{cases} \omega_3^{2p+1} \oplus \omega_3^{2p^2+p} \oplus \omega_3^{2+p^2} & \text{if } i = 1; \\ \omega_3^{2p+2} \oplus \omega_3^{p^2+2p} \oplus \omega_3^{1+2p^2} & \text{if } i = 2, \end{cases}$$

where $\omega_3$ is the fundamental character of level 3. In particular, $\bar{\rho}$ is absolutely irreducible.

**Proof.** Assume that $3|[\mathbb{F} : \mathbb{F}_p]$ and let $\sigma_0, \sigma_1, \sigma_2$ be the standard idempotents in $\mathbb{F}_p^3 \otimes \mathbb{F}$ via the isomorphism $\mathbb{F}_p^3 \otimes \mathbb{F} \cong \bigoplus_{i=0}^2 \mathbb{F} : a \otimes b \mapsto (\sigma^i(a)b)$. Let $\mathbb{F}_p^3 \mathcal{M}^i := \mathbb{F}_p^3 \otimes_{\mathbb{F}_p} \mathcal{M}^i$ and extend $\phi_2$ $\phi$-semilinearly and $N$ linearly on $\mathbb{F}_p^3$. Then $\mathbb{F}_p^3 \mathcal{M}^i$ is naturally a Breuil module defined over $(\mathbb{F}_p^3 \otimes_{\mathbb{F}_p} \mathbb{F})[u]/u^p$. Assume first $i = 1$. 

We let \( m := \sigma_0 E_1 + \sigma_1 E_2 + \sigma_2 E_3 \). Then it is easy to check that \( \overline{S}_3(m) \) is a Breuil submodule of \( \mathbb{F}_p \cdot \mathcal{M} \). Since \( \phi_2(u^{i+2} - \sigma_i E_{i+1}) = \sigma_{i+1} E_{i+2} \) and \( N(\sigma_i E_{i+1}) = 0 \) for \( i \in \mathbb{Z}/3\mathbb{Z} \) (numbered cyclically), it is harmless to assume \( \mathbb{F} = \mathbb{F}_p \), i.e., \( \overline{S}_3(m) \) is defined over \( (\mathbb{F}_p^3 \otimes_{\mathbb{F}_p} \mathbb{F}_p)[u]/u^p \). We are now ready to apply Theorem 5.2.2 in [Car]: \( T_{st}^*(\mathbb{F}_p^3 \otimes_{\mathbb{F}_p} \overline{S}_3(m)) \simeq \omega_3^{p+2p^2} : \mathcal{M}(s^1, a, b, c)|_{\mathcal{I}_{Q_p}} \simeq T_{st}^*(\mathcal{M}^1)|_{\mathcal{I}_{Q_p}} \) has \( \omega_3^{p+2p^2} \) as a subrepresentation. Hence, \( T_{st}^*(\mathcal{M}(s^1, a, b, c))|_{\mathcal{I}_{Q_p}} \simeq \omega_3^{2p^2+1} \otimes \omega_3^{2p^2+p} \otimes \omega_3^{2+p^2} \). For the case \( i = 2 \), take \( m = \sigma_2 E_1 + \sigma_1 E_2 + \sigma_0 E_3 \). The rest of the proof for the case \( i = 2 \) is identical to the case \( i = 1 \).

2.2. Non-simple Breuil modules. In this subsection, we introduce a few examples of Breuil modules that correspond to reducible representations of \( G_{Q_p} \).

Example 2.6. For a \( 3 \times 3 \) invertible matrix \( A \) over \( \mathbb{F} \), the Breuil module \( \mathcal{M}(A) \) is defined as follows: there exist a basis \( e := (E_1, E_2, E_3) \) for \( \mathcal{M}(A) \) and a system of generators \( f := (f_1, f_2, f_3) \) for \( \text{Fil}^2 \mathcal{M} \) such that

- \( \mathcal{M} := \overline{S}(E_1, E_2, E_3) \);
- \( \text{Mat}_{\mathbb{F}(\mathcal{I})}(\text{Fil}^2 \mathcal{M}) = \begin{pmatrix} u & 0 & 0 \\ 0 & u & 0 \\ 0 & 0 & u \end{pmatrix} \) and \( \text{Mat}_{\mathbb{F}(\mathcal{I})}(\phi_2) = A \);
- \( N : \mathcal{M} \to \mathcal{M} \) is induced by \( N(E_1) = N(E_2) = N(E_3) = 0 \).

Proposition 2.7. The corresponding representations to \( \mathcal{M}(A) \) are not absolutely irreducible.

Proof. Assume that \( \mathbb{F} \) is big enough so that the characteristic equation of \( A^T \) (the transpose of \( A \)) has a solution \( e \) in \( \mathbb{F} \). Note that \( e \neq 0 \) since \( A \) is invertible. We define Breuil modules \( \widetilde{\mathcal{M}} := \overline{S}(E) \) of rank 1 as follows:

- \( \text{Fil}^2 \widetilde{\mathcal{M}} \) is generated by \( uE \);
- \( \phi_2 : \text{Fil}^2 \mathcal{M} \to \widetilde{\mathcal{M}} \) is induced by \( uE \mapsto eE \);
- \( N : \mathcal{M} \to \mathcal{M} \) is induced by \( N(E) = 0 \).

Let the column vector \((a, b, c)^T\) be an eigenvector associated with the eigenvalue \( e \). Then the association \( E_1 \mapsto aE, E_2 \mapsto bE, E_3 \mapsto cE \) induces a quotient map from \( \mathcal{M} \) to \( \mathcal{M} \). Hence, the corresponding representations are reducible.

The following two examples also correspond to reducible mod \( p \) representations of \( G_{Q_p} \). We prove it by constructing a non-trivial morphism between these two modules.

Example 2.8. For \( a, b, c, d \) in \( \mathbb{F}^\times \), the Breuil module \( \mathcal{M}(a, b, c, d) \) is defined as follows: there exist a basis \( e := (E_1, E_2, E_3) \) for \( \mathcal{M}(a, b, c, d) \) and a system of generators \( f := (f_1, f_2, f_3) \) for \( \text{Fil}^2 \mathcal{M} \) such that

- \( \mathcal{M} = \overline{S}(E_1, E_2, E_3) \);
- \( \text{Mat}_{\mathbb{F}(\mathcal{I})}(\text{Fil}^2 \mathcal{M}) = \begin{pmatrix} u^2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & d & u \end{pmatrix} \) and \( \text{Mat}_{\mathbb{F}(\mathcal{I})}(\phi_2) = \begin{pmatrix} 0 & b & 0 \\ 0 & 0 & c \\ a & 0 & 0 \end{pmatrix} \);
- \( N : \mathcal{M} \to \mathcal{M} \) is induced by \( N(E_1) = N(E_2) = N(E_3) = 0 \).

Example 2.9. For \( a, b, c, d \) in \( \mathbb{F}^\times \), the Breuil module \( \mathcal{M}'(a, b, c, d) \) is defined as follows: there exist a basis \( e := (E_1, E_2, E_3) \) for \( \mathcal{M}'(a, b, c, d) \) and a system of
generators \( f := (f_1, f_2, f_3) \) for \( \Fil^2 \mathcal{M} \) such that

- \( \mathcal{M}' = \mathbb{S}(E_1, E_2, E_3) \);
- \( \Mat_{\xi, E}(\Fil^2 \mathcal{M}) = \left( \begin{array}{ccc} u & 0 & 0 \\ du & u^2 & 0 \\ 0 & 0 & 1 \end{array} \right) \) and \( \Mat_{\xi, E}(\phi_2) = \left( \begin{array}{ccc} 0 & 0 & c \\ a & 0 & 0 \\ 0 & b & 0 \end{array} \right) \);
- \( N : \mathcal{M} \rightarrow \mathcal{M}' \) is induced by \( N(E_1) = N(E_2) = N(E_3) = 0 \).

**Proposition 2.10.** There is a non-trivial morphism between \( \mathcal{M}(a, b, c, d) \) and \( \mathcal{M}'(x, y, z, w) \) if \( x = -cdw \). Hence, in particular, both of them correspond to reducible representations.

**Proof.** We write \( E'_1, E'_2, E'_3 \) for the basis for \( \mathcal{M}'(x, y, z, w) \). It is routine to check that the association \( E'_1 \mapsto 0, E'_2 \mapsto E_2, E'_3 \mapsto 0 \) gives rise to a morphism from \( \mathcal{M}'(x, y, z, w) \) to \( \mathcal{M}(a, b, c, d) \) if \( x = -cdw \). Moreover, this morphism factors through \( \mathcal{M} \rightarrow \mathcal{M} : \mathbb{E} \rightarrow \mathbb{E} \) if \( e = -cd \), where \( \mathcal{M} \) is the Breuil module of rank 1 defined in the proof of Proposition 2.7. Hence, we have \( T_{st}(\mathcal{M}) \rightarrow T_{st}^*(\mathcal{M}) \). \( \square \)

3. **Semi-stable representations with Hodge–Tate weights \((0, 1, 2)\)**

In the paper [Par], we have classified all the 3-dimensional semi-stable representations of \( G_{\mathbb{Q}_p} \) with regular Hodge–Tate weights. The 7 families in ([1]) are the only ones that contain the irreducible semi-stable non-crystalline representations of \( G_{\mathbb{Q}_p} \) with Hodge–Tate weights \((0, 1, 2)\). In this section, we glue these families together when their Hodge–Tate weights are \((0, 1, 2)\). The following two families \( D_{[0, \frac{1}{2}]} \) and \( D_{[\frac{1}{2}, 1]} \) parameterize all of the families listed in ([1]).

**Example 3.1.** For \( \lambda, \eta \in \mathcal{O}_E \) and \( \xi_1, \xi_2 \in E \), we define the admissible filtered \((\phi, N)\)-modules \( D_{[0, \frac{1}{2}]} = D_{[0, \frac{1}{2}]}(\lambda, \eta, \xi_1, \xi_2) \) as follows: there exists a basis \( \xi := (e_1, e_2, e_3) \) for \( D_{[0, \frac{1}{2}]} \) such that

\[
\begin{align*}
\Fil^i D &= \begin{cases} 
D = E(e_1, e_2, e_3) & \text{if } i \leq 0, \\
E(e_1 + \xi_1 e_3, e_2 + \xi_2 e_3) & \text{if } i = 1, \\
E(e_1 + \xi_1 e_3) & \text{if } i = 2, \\
0 & \text{if } i \geq 3.
\end{cases} \\
\Mat_\xi(\phi) &= \left( \begin{array}{ccc} p\lambda & 0 & 0 \\ 1 & \eta & 0 \\ 0 & 0 & \lambda \end{array} \right) \quad \text{and} \quad \Mat_\xi(N) = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{array} \right) ; \\
0 \leq v_p(\lambda) &\leq \frac{1}{2} \quad \text{and} \quad 2v_p(\lambda) + v_p(\eta) = 2.
\end{align*}
\]

Note that \( \eta \neq \lambda \) since \( 0 \leq v_p(\lambda) \leq \frac{1}{2} < 1 \leq v_p(\eta) \leq 2 \).

**Proposition 3.2.** \( D_{[0, \frac{1}{2}]} \) parameterizes \( D_{rkN=1}^{10}, D_{rkN=1}^{12}, D_{rkN=1}^{18}, \) and \( D_{rkN=1}^{20} \) for \( 0 \leq v_p(\lambda) \leq \frac{1}{2} \) with Hodge–Tate weights \((0, 1, 2)\). Moreover, \( D_{[0, \frac{1}{2}]}(\lambda, \eta, \xi_1, \xi_2) \) has a non-trivial proper submodule if and only if either \( v_p(\lambda) = 0 \) or \( v_p(\lambda) = \frac{1}{2} \) and \( \xi_2 = 0 \).

**Proof.** It is immediate that the identity map gives rise to an isomorphism from \( D_{rkN=1}^{10} \) and from \( D_{rkN=1}^{12} \) to \( D_{[0, \frac{1}{2}]} \), and so \( D_{rkN=1}^{18} \) and \( D_{rkN=1}^{20} \) are sitting on the \( p\lambda = \eta \) part of \( D_{[0, \frac{1}{2}]} \). The association \( e_1 \mapsto (p\lambda - \eta)e_1 + e_2, e_2 \mapsto -e_2, e_3 \mapsto (p\lambda - \eta)e_3 \) gives rise to an isomorphism from \( D_{rkN=1}^{18} \) and from \( D_{rkN=1}^{20} \) to
Then, by replacing \( \xi_1 \) and \(- (p \lambda - \eta) \xi_2 \) with \( \xi_1 \) and \( \xi_2 \) respectively, we see that \( D_{\text{rk} N = 1}^{18} \) and \( D_{\text{rk} N = 1}^{20} \) cover exactly the \( p \lambda \neq \eta \) part of \( D_{[\frac{1}{2}, \frac{3}{2}]} \).

For the second part, we know that only \( D_{\text{rk} N = 1}^{18} \) and \( D_{\text{rk} N = 1}^{20} \) contain reducible semi-stable representations by a result of \([\text{Par}]\). Since \( D_{\text{rk} N = 1}^{18} \) (resp., \( D_{\text{rk} N = 1}^{20} \) for \( 0 \leq v_p(\lambda) \leq \frac{1}{2} \)) has a submodule if and only if either \( v_p(\lambda) = 0 \) or \( v_p(\lambda) = \frac{1}{2} \) (resp., \( v_p(\lambda) = 0 \)), the statement is now clear from the association above. \( \square \)

**Example 3.3.** For \( \lambda, \eta \in \mathcal{O}_E \) and \( \xi_1, \xi_2 \in E \), we define the admissible filtered \((\phi, N)\)-modules \( D_{[\frac{1}{2}, \frac{3}{2}]} = D_{[\frac{1}{2}, \frac{3}{2}]}(\lambda, \xi_1, \xi_2) \) as follows: there exists a basis \( e := (e_1, e_2, e_3) \) for \( D_{[\frac{1}{2}, \frac{3}{2}]} \) such that

\[
\begin{aligned}
&\text{Fil}^i D = \begin{cases}
D = E(e_1, e_2, e_3) & \text{if } i \leq 0, \\
E(e_1 + \xi_1 e_2 + \xi_2 e_3, e_2) & \text{if } i = 1, \\
E(e_1 + \xi_1 e_2 + \xi_2 e_3) & \text{if } i = 2, \\
0 & \text{if } i \geq 3;
\end{cases} \\
&\text{Mat}_e(\phi) = \begin{pmatrix} p \lambda & 0 & 0 \\
0 & \eta & 0 \\
0 & 1 & \lambda \end{pmatrix} \text{ and } \text{Mat}_e(N) = \begin{pmatrix} 0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \end{pmatrix}; \\
&\frac{1}{2} \leq v_p(\lambda) \leq 1 \text{ and } 2v_p(\lambda) + v_p(\eta) = 2.
\end{aligned}
\]

Note that \( p \lambda \neq \eta \) since \( 0 \leq v_p(\eta) \leq 1 < \frac{3}{2} \leq v_p(p \lambda) \leq 2 \).

**Proposition 3.4.** \( D_{[\frac{1}{2}, \frac{3}{2}]} \) parameterizes \( D_{\text{rk} N = 1}^{4} \), \( D_{\text{rk} N = 1}^{6} \), \( D_{\text{rk} N = 1}^{17} \), and \( D_{\text{rk} N = 1}^{20} \) for \( \frac{1}{2} \leq v_p(\lambda) \leq 1 \) with Hodge–Tate weights \((0, 1, 2)\). Moreover, \( D_{[\frac{1}{2}, \frac{3}{2}]}(\lambda, \xi_1, \xi_2) \) has a non-trivial proper submodule if and only if either \( v_p(\lambda) = 1 \) or \( v_p(\lambda) = \frac{1}{2} \) and \( \xi_1 = 0 \).

**Proof.** The identity map gives rise to an isomorphism from \( D_{\text{rk} N = 1}^{4} \) to \( D_{[\frac{1}{2}, \frac{3}{2}]} \), and so \( D_{\text{rk} N = 1}^{4} \) covers the \( \eta = \lambda \) and \( \xi_1 = 0 \) part of \( D_{[\frac{1}{2}, \frac{3}{2}]} \). The association \( e_1 \mapsto e_1 \), \( e_2 \mapsto e_2 - \xi_2 e_3 \), \( e_3 \mapsto e_3 \) gives an isomorphism from \( D_{\text{rk} N = 1}^{6} \) to \( D_{[\frac{1}{2}, \frac{3}{2}]} \), and so we see that \( D_{\text{rk} N = 1}^{6} \) covers the \( \eta = \lambda \) and \( \xi_1 \neq 0 \) part of \( D_{[\frac{1}{2}, \frac{3}{2}]} \) by replacing \( \xi_1 \) and \( \xi_2 \) with \( \xi_1 \) and \( \xi_2 \) respectively. The association \( e_1 \mapsto - e_1 \), \( e_2 \mapsto (\eta - \lambda) e_2 + e_3 \), \( e_3 \mapsto - e_3 \) gives an isomorphism from \( D_{\text{rk} N = 1}^{17} \) to \( D_{[\frac{1}{2}, \frac{3}{2}]} \), so that we see that \( D_{\text{rk} N = 1}^{17} \) covers the \( \eta \neq \lambda \) and \( \xi_1 = 0 \) part of \( D_{[\frac{1}{2}, \frac{3}{2}]} \). The association \( e_1 \mapsto - e_1 \), \( e_2 \mapsto (\eta - \lambda) e_2 + e_2 e_3 \), \( e_3 \mapsto - e_3 \) gives an isomorphism from \( D_{\text{rk} N = 1}^{20} \) to \( D_{[\frac{1}{2}, \frac{3}{2}]} \), and so we see that \( D_{\text{rk} N = 1}^{20} \) covers the \( \eta \neq \lambda \) and \( \xi_1 \neq 0 \) part of \( D_{[\frac{1}{2}, \frac{3}{2}]} \) by replacing \( (\lambda - \eta) \xi_2 e_2 + \xi_2 e_3 \), \( e_3 \mapsto - e_3 \) gives an isomorphism from \( D_{\text{rk} N = 1}^{20} \) to \( D_{[\frac{1}{2}, \frac{3}{2}]} \), and so we see that \( D_{\text{rk} N = 1}^{20} \) covers the \( \eta \neq \lambda \) and \( \xi_1 \neq 0 \) part of \( D_{[\frac{1}{2}, \frac{3}{2}]} \) by replacing \( (\lambda - \eta) \xi_2 e_2 + \xi_2 e_3 \), \( e_3 \mapsto - e_3 \) gives an isomorphism from \( D_{\text{rk} N = 1}^{20} \) to \( D_{[\frac{1}{2}, \frac{3}{2}]} \), and so we see that \( D_{\text{rk} N = 1}^{20} \) covers the \( \eta \neq \lambda \) and \( \xi_1 \neq 0 \) part of \( D_{[\frac{1}{2}, \frac{3}{2}]} \) by replacing \( (\lambda - \eta) \xi_2 e_2 + \xi_2 e_3 \). The association \( e_1 \mapsto - e_1 \), \( e_2 \mapsto (\eta - \lambda) e_2 + e_3 \), \( e_3 \mapsto - e_3 \) gives an isomorphism from \( D_{\text{rk} N = 1}^{20} \) to \( D_{[\frac{1}{2}, \frac{3}{2}]} \), and so we see that \( D_{\text{rk} N = 1}^{20} \) covers the \( \eta \neq \lambda \) and \( \xi_1 \neq 0 \) part of \( D_{[\frac{1}{2}, \frac{3}{2}]} \) by replacing \( (\lambda - \eta) \xi_2 e_2 + \xi_2 e_3 \).

For the second part, we know that only \( D_{\text{rk} N = 1}^{17} \) and \( D_{\text{rk} N = 1}^{20} \) contain reducible semi-stable representations by a result of \([\text{Par}]\). Since \( D_{\text{rk} N = 1}^{17} \) (resp., \( D_{\text{rk} N = 1}^{20} \) for \( \frac{1}{2} \leq v_p(\lambda) \leq 1 \)) has a submodule if and only if either \( v_p(\lambda) = \frac{1}{2} \) or \( v_p(\lambda) = 1 \) (resp., \( v_p(\lambda) = 1 \)), the statement is now clear. \( \square \)

Note that there are no isomorphisms between the modules \( D_{[0, \frac{1}{2}]} \) and between the modules \( D_{[\frac{1}{2}, 1]} \) for different values of the parameters \( \lambda, \eta, \xi_1, \xi_2 \). (See the first part of the proof of the proposition below for the reason.) But there are isomorphisms between \( D_{[0, \frac{1}{2}]} \) and \( D_{[\frac{1}{2}, 1]} \), and this happens between the irreducible parts of \( D_{[0, \frac{1}{2}]} \) and \( D_{[\frac{1}{2}, 1]} \) only when \( v_p(\lambda) = \frac{1}{2} \).
Proposition 3.5. $D_{[0,\frac{1}{2}]}(\lambda, \eta, \mathcal{L}_1, \mathcal{L}_2)$ are isomorphic to $D_{[\frac{1}{2},1]}(\lambda', \eta', \mathcal{L}_1', \mathcal{L}_2')$ if and only if

- $\lambda = \lambda'$ and $\eta = \eta'$ (and so $v_p(\lambda) = \frac{1}{2}$ and $v_p(\eta) = 1$);
- $(\lambda - \eta) \mathcal{L}_2 = (\eta - p\lambda) \mathcal{L}_1'$ and $(\eta - p\lambda)(\mathcal{L}_1 - \mathcal{L}_2') = \mathcal{L}_2$;
- $\mathcal{L}_2 \neq 0 \neq \mathcal{L}_1'$.

Proof. We start the proof noting that there are no isomorphisms between $D_{\text{rk}N=1}^4, D_{\text{rk}N=1}^0, D_{\text{rk}N=1}^{12}, D_{\text{rk}N=1}^{17}, D_{\text{rk}N=1}^{18}$, and $D_{\text{rk}N=1}^{20}$ by a result in [Par]. Hence, the isomorphism between $D_{[0,\frac{1}{2}]}$ and $D_{[\frac{1}{2},1]}$ occurs only between the parts of $D_{[0,\frac{1}{2}]}$ and $D_{[\frac{1}{2},1]}$ on which $D_{\text{rk}N=1}^{20}$ is sitting, since the $v_p(\lambda) = \frac{1}{2}$ part of $D_{\text{rk}N=1}^{20}$ is embedded both into $D_{[0,\frac{1}{2}]}$ and into $D_{[\frac{1}{2},1]}$. Hence, the isomorphism only occurs when $v_p(\lambda) = \frac{1}{2} = v_p(\lambda')$ and $\mathcal{L}_2 \neq 0 \neq \mathcal{L}_1'$.

During the proof, we use $e_i'$ for the basis of $D_{[\frac{1}{2},1]}$. Let $T$ be an isomorphism from $D_{[0,\frac{1}{2}]}(\lambda, \eta, \mathcal{L}_1, \mathcal{L}_2)$ to $D_{[\frac{1}{2},1]}(\lambda', \eta', \mathcal{L}_1', \mathcal{L}_2')$. Then $T$ preserves the Jordan form of the Frobenius maps and, in particular, their eigenvalues. Hence, $\lambda = \lambda'$ and $\eta = \eta'$. The commutativity with the monodromy operator $N$ forces that $T$ be of the form $T(e_1) = ae_1' + be_2' + ce_3', T(e_2) = de_2' + e'e_3'$, and $T(e_3) = ae_3'$ for some $a, b, c, d, e \in E$. Then the commutativity with the Frobenius maps implies that there exist $x$ and $y$ in $E$ such that $a = x, b = (\eta - \lambda)y, c = y, d = (\eta - p\lambda)(\eta - \lambda)y, e = (\eta - p\lambda)y$. Since $T$ preserves the filtration, we have $(\eta - p\lambda)y + \mathcal{L}_2 x = 0$, and $x\mathcal{L}_1' = (\eta - \lambda)y, y + x\mathcal{L}_2 = x\mathcal{L}_2'$, which forces $(\lambda - \eta)\mathcal{L}_2 = (\eta - p\lambda)\mathcal{L}_1'$ and $(\eta - p\lambda)(\mathcal{L}_1 - \mathcal{L}_2') = \mathcal{L}_2$.

It is easy to check that the converse holds. The association

$$
\begin{align*}
e_1 \mapsto e_1' + \mathcal{L}_1' e_2' - (\mathcal{L}_1 - \mathcal{L}_2') e_3', \\
e_2 \mapsto (\lambda - \eta)\mathcal{L}_2 e_2' - \mathcal{L}_2 e_3', \\
e_3 \mapsto e_3
\end{align*}
$$

(3.1)

gives rise to an isomorphism from $D_{[0,\frac{1}{2}]}(\lambda, \eta, \mathcal{L}_1, \mathcal{L}_2)$ to $D_{[\frac{1}{2},1]}(\lambda, \eta, \mathcal{L}_1', \mathcal{L}_2')$. \(\square\)

Corollary 3.6. $D_{[0,\frac{1}{2}]}$ and $D_{[\frac{1}{2},1]}$ contain all of the 3-dimensional irreducible semi-stable non-crystalline representations of $G_{\mathbb{Q}_p}$ with Hodge–Tate weights $(0,1,2)$.

Proof. By a result of [Par], the 7 families in (1.1) contain all the irreducible semi-stable non-crystalline representations of $G_{\mathbb{Q}_p}$ with Hodge–Tate weights $(0,1,2)$. By Propositions 3.2 and 3.3 the two families $D_{[0,\frac{1}{2}]}$ and $D_{[\frac{1}{2},1]}$ parameterize all of the 7 families above. \(\square\)

We end this section by noting that there are also a few families of admissible filtered $(\phi, N)$-modules containing only reducible semi-stable non-crystalline representations of $G_{\mathbb{Q}_p}$ with Hodge–Tate weights $(0,1,2)$. See [Par] for details.

4. Sequences

In this section, we introduce certain sequences defined over $E$ and study their various properties and show their convergence. The limits of these sequences will appear as coefficients of our strongly divisible modules.
4.1. The 1st sequence. We let \(A, B, C, D \in E\) and define two sequences \(G_m\) and \(H_m\) for \(m \geq 0\) recursively as follows: \(G_0 = H_0 = 1\) and

\[
G_{m+1} = A(AH_m + BG_m)^2;
\]

\[
H_{m+1} = G_{m+1} + [C(AH_m + BG_m) + DG_m]G_m.
\]

To guarantee the convergence of the sequence \(G_m/H_m\) and other properties, we need to restrict the regions on which \(A, B, C, D\) are defined:

- **Hyp(1):** \(v_p(C) - v_p(A(A + B)) > 0\) and \(v_p(D) - v_p(A(A + B)^2) > 0\);
- **Hyp(2):** \(v_p(BC) - v_p(A(A + B)^2) > 0\) and \(v_p(BD) - v_p(A(A + B)^3) > 0\).

By **Hyp**, we always mean all two of the conditions above.

We let \(X := \min\{v_p\left(\frac{C}{A(A+B)}\right), v_p\left(\frac{D}{A(A+B)}\right)\}\) for brevity. Note that \(X > 0\) if we assume **Hyp(1)** and that **Hyp(2)** is equivalent to \(v_p\left(\frac{B}{A+B}\right) + X > 0\).

**Lemma 4.1.** Keep the assumptions **Hyp**. Then, for \(m \geq 0\),

1. \(v_p(G_m - H_m) - v_p(G_m) \geq X > 0\);
2. \(v_p(G_m) = v_p(H_m)\) and \(v_p(AH_m + BG_m) = v_p(A + B) + v_p(H_m)\);
3. \(v_p(G_mH_m - H_mG_m + 1) - v_p(H_mH_m + 1) \geq X + m[v_p\left(\frac{A}{A+B}\right) + X]\).

**Proof.** (1) for \(m\) implies \(v_p(G_m) = v_p(H_m)\). Since \(AH_m + BG_m = (A + B)H_m + B(G_m - H_m)\) and \(v_p((A + B)H_m) < X + v_p(B) + v_p(G_m) \leq v_p(B(G_m - H_m))\) by **Hyp(2)** and by part (1), \(v_p(AH_m + BG_m) = v_p(A + B) + v_p(H_m)\). Hence, (1) for \(m\) implies (2) for \(m\).

We prove (1) by induction. For \(m = 0\), it is trivial. Assume that (1) is true for \(m\). Then \(v_p(G_m) = v_p(H_m)\) and \(v_p(AH_m + BG_m) = v_p((A + B)H_m)\) for \(m\). Hence, we have \(v_p(G_{m+1}) = v_p(A) + 2v_p(A + B) + 2v_p(H_m)\) and

\[
v_p(G_{m+1} - H_{m+1}) - v_p(G_{m+1}) = v_p([C(AH_m + BG_m) + DG_m]G_m) - v_p(G_{m+1}) \\
\geq \min\{v_p(C(A + B)) + 2v_p(G_m), v_p(D) + 2v_p(G_m)\} - v_p(G_{m+1}) \\
= \min\{v_p(C/[A(A+B)]), v_p(D/[A(A+B)^2])\} = X > 0.
\]

Hence, (1) holds by induction.

For (3), we induct on \(m\) as well. If \(m = 0\), then \(G_0H_1 - H_0G_1 = H_1 - G_1 = C(A + B) + D\). So it works for \(m = 0\).

We claim the following identity: for \(m \geq 1\),

\[
G_mH_{m+1} - H_mG_{m+1} = -A^2(W_1 + W_2)(G_{m-1}H_m - H_{m-1}G_m),
\]

where

\[
\begin{align*}
W_1 &= C(AH_{m-1} + BG_{m-1})(AH_m + BG_m); \\
W_2 &= D[[AH_{m-1} + BG_{m-1}]G_m + G_{m-1}(AH_m + BG_m)].
\end{align*}
\]

Indeed, \(G_mH_{m+1} - H_mG_{m+1} = G_m(H_{m+1} - G_{m+1}) + (G_m - H_m)G_{m+1} = [C(AH_m + BG_m) + DG_m]G_m - [C(AH_{m-1} + BG_{m-1}) + DG_{m-1}]G_{m-1}G_{m+1} = CW_1' + DW_2',\) where

\[
\begin{align*}
W_1' &= (AH_m + BG_m)G_m^2 - (AH_{m-1} + BG_{m-1})G_{m-1}G_{m+1}; \\
W_2' &= G_m^3 - G_{m-1}^2G_m.
\end{align*}
\]
Then
\[ W_1' = (AH_m + BG_m)A(AH_{m-1} + BG_{m-1})G_m \]
\[ - (AH_{m-1} + BG_{m-1})A(AH_m + BG_m)G_{m-1} \]
\[ = A^2(AH_m + BG_m)(AH_{m-1}G_m - G_{m-1}H_m) \]
and
\[ W_2' = G_m^2A(AH_m + BG_m)^2 - G_{m-1}^2A(AH_m + BG_m)^2 \]
\[ = A^2[(AH_m + BG_m)G_m + G_{m-1}(AH_m + BG_m)](H_{m-1}G_m - G_{m-1}H_m). \]

By letting \( W_1'(G_m - H_m) - H_mG_m = -\frac{G_m}{H_m}W_1' \) and \( W_2'(G_m - H_m) - H_mG_m = -\frac{G_m}{H_m}W_2' \), we complete the proof of the identity.

From the identity, it is now easy to deduce part (3). By part (2),
\[
\begin{cases}
    v_p(W_1) = v_p(C) + 2v_p(A + B) + v_p(H_m - H_m) \\
    v_p(W_2) \geq v_p(D) + v_p(A + B) + v_p(H_m - H_m)
\end{cases}
\]

Thus, we have
\[ v_p(G_mH_{m+1} - H_mG_{m+1}) - v_p(H_mH_{m+1}) \]
\[ \geq 2v_p(A) + \min\{v_p(W_1), v_p(W_2)\} + v_p(G_{m-1}H_m - H_{m-1}G_m) - v_p(H_mH_{m+1}) \]
\[ \geq \min \{ v_p(C/(A + B)^2), v_p(D/(A + B)^3) \} \]
\[ + v_p(G_{m-1}H_m - H_{m-1}G_m) - v_p(H_mH_m) \]
\[ = [v_p(A/(A + B)) + X] + v_p(G_{m-1}H_m - H_{m-1}G_m) - v_p(H_mH_m). \]

Hence, (3) holds by induction. \( \square \)

It is immediate that the conditions Hyp imply that \( v_p(A/(A + B)) + X > 0 \). Hence, part (3) of the lemma says that \( v_p(G_mH_{m+1} - H_mG_{m+1}) - v_p(H_mH_{m+1}) \) approaches \( \infty \) as \( m \) goes to \( \infty \). That is, the sequence \( G_m/H_m \) is Cauchy. We let
\[ \Delta = \Delta(A, B, C, D) := \lim_{m \to \infty} \frac{G_m}{H_m}. \]

Note that \( \Delta \) depends on the values of the parameters \( A, B, C, D \in E \).

The following lemma will play a crucial role in the following sections.

**Lemma 4.2.** Keep the assumptions Hyp.

1. \( v_p(1 - \Delta) \geq X > 0 \), in particular, \( \Delta \in 1 + m_E \);
2. \( \frac{A + B\Delta}{A + B} \in 1 + m_E \);
3. \( \Delta \) satisfies the equation
\[ A(A + B\Delta)^2(1 - \Delta) - [C(A + B\Delta) + D\Delta]\Delta^2 = 0. \]

**Proof.** Case (1) is immediate from case (1) in Lemma 4.1. For case (2), we have
\[ \frac{A + B\Delta}{A + B} = \frac{A + B - B(1 - \Delta)}{A + B} = 1 - \frac{B(1 - \Delta)}{A + B}. \]

By case (1) \( v_p\left( \frac{B(1 - \Delta)}{A + B} \right) \geq v_p\left( \frac{B}{A + B} \right) + X > 0 \). The latter inequality is due to Hyp(2).
Case (3) is also easy to check. By definition of the sequences, we have
\[ \frac{G_{m+1}}{H_{m+1}} = \frac{A(AH_m + BG_m)^2}{A(A + B G_m)^2 + [C(AH_m + BG_m) + DG_m]G_m} = \frac{A(A + B G_m)^2}{A(A + B G_m)^2 + [C(A + B G_m) + DG_m]G_m}. \]
By taking limits on both sides, we get
\[ \Delta = \frac{A(A + B \Delta)^2}{A(A + B \Delta)^2 + [C(A + B \Delta) + D \Delta] \Delta}, \]
which immediately gives rise to the equation in part (3). □

4.2. The 2nd sequence. We let A, B, C, D ∈ E and define two sequences G′_m and H′_m for m ≥ 0 recursively as follows: G′_0 = H′_0 = 1 and
\[ G′_{m+1} = (AH_m + BG_m)^2; \]
\[ H′_{m+1} = G′_{m+1} + [C(AH_m + BG_m) + DG_m]H_m. \]
To guarantee the convergence of the sequence G′_m/H′_m and other properties, we need to restrict the regions on which A, B, C, D are defined:
- Hyp′(1): v_p(C) - v_p(A + B) > 0 and v_p(D) - 2v_p(A + B) > 0;
- Hyp′(2): v_p(BC) - 2v_p(A + B) > 0 and v_p(BD) - 3v_p(A + B) > 0.
By Hyp′, we always mean all two of the conditions above.
We let X′ := \min \{ v_p(C/(A + B)), v_p(D/(A + B)^2) \} for brevity. Note that X′ > 0 if we assume Hyp′(1) and that Hyp′(2) is equivalent to v_p(B/(A + B)) + X′ > 0.

Lemma 4.3. Keep the assumptions Hyp′. Then, for m ≥ 0,
1. v_p(G′_m/H′_m) - v_p(G′_m) ≥ X′ > 0;
2. v_p(G′_m) = v_p(H′_m) and v_p(AH_m + BG_m) = v_p(A + B) + v_p(H_m);
3. v_p(G′_m H′_{m+1} - H′_m G′_{m+1}) - v_p(H′_m H_m) ≥ X′ + m \min \{ X′, v_p(B/(A + B)) + X′ \}.

Proof. As in Lemma 4.1, (2) for m is immediate from (1) for m.
We prove (1) by induction. For m = 0, it is trivial. Assume that (1) is true for m. Then v_p(G′_m) = v_p(H′_m) and v_p(AH_m + BG_m) = v_p((A + B)H_m) for m. Hence, we have v_p(G′_{m+1}) = 2v_p(A + B) + 2v_p(H_m) and
\[ v_p(G′_{m+1} - H′_{m+1}) - v_p(G′_{m+1}) = v_p([C(AH_m + BG_m) + DG_m]H_m) - v_p(G′_{m+1}) \]
\[ ≥ \min \{ v_p(C/(A + B)) + 2v_p(G′_m), v_p(D) + 2v_p(G′_m) \} - v_p(G′_{m+1}) \]
\[ = \min \{ v_p(C/(A + B)), v_p(D/(A + B)^2) \} = X′ > 0. \]
Hence, (1) holds by induction.
For (3), we induct on m as well. If m = 0, then G′_0 H′_1 - H′_0 G′_1 = H′_1 - G′_1 = C(A + B) + D. So it works for m = 0.
We claim the following identity: for m ≥ 1,
\[ G′_m H′_{m+1} - H′_m G′_{m+1} = (W_1 + W_2 + W_3)(G′_{m-1} H′_m - H′_{m-1} G′_m), \]
where
\[
\begin{align*}
W_1 &= BC(AH_m' + BG_m')(AH_m' + BG_m'); \\
W_2 &= -D(AH_m' + BG_m')(AH_m' + BG_m'); \\
W_3 &= BD[(AH_m' + BG_m')G_m' + G_m'(AH_m' + BG_m')].
\end{align*}
\]
Indeed, \(G_m'H_m' - H_m'G_m' = G_m'(H_m' - G_m') + (G_m' - H_m')G_m' = [C(AH_m' + BG_m') + DG_m']G_m'H_m' - [C(AH_m' + BG_m') + DG_m']H_m'G_m' = CW_1' + DW_2', \) where
\[
\begin{align*}
W_1' &= (AH_m' + BG_m')(AH_m' + BG_m')^2H_m' \\
&= (AH_m' + BG_m')(AH_m' + BG_m')^2H_m' - (AH_m' + BG_m')(AH_m' + BG_m')^2H_m' - (AH_m' + BG_m')(AH_m' + BG_m')^2H_m' - (AH_m' + BG_m')(AH_m' + BG_m')^2H_m' \\
&= B(AH_m' + BG_m')(AH_m' + BG_m')(G_m'H_m' - H_m'G_m').
\end{align*}
\]
and
\[
\begin{align*}
W_2' &= G_m'H_m'(AH_m' + BG_m')^2 - G_m'H_m'(AH_m' + BG_m') \\
&= G_m'H_m'(AH_m' + BG_m')^2 - G_m'H_m'(AH_m' + BG_m') + G_m'H_m'(AH_m' + BG_m')^2 \\
&= A(AH_m' + BG_m')H_m'(H_m'G_m' - G_m'H_m') \\
&+ B(AH_m' + BG_m')G_m'H_m' - H_m'G_m' \\
&= -A(AH_m' + BG_m')(AH_m' + BG_m')(G_m'H_m' - H_m'G_m') \\
&+ B((AH_m' + BG_m')G_m' + G_m'(AH_m' + BG_m'))(G_m'H_m' - H_m'G_m').
\end{align*}
\]
This completes the proof of the identity.

From the identity, it is now easy to deduce part (3). By part (2),
\[
\begin{align*}
v_p(W_1) &= v_p(BC) + 2v_p(A + B) + v_p(H_m' + H_m') \\
v_p(W_2) &= v_p(D) + 2v_p(A + B) + v_p(H_m' + H_m') \\
v_p(W_3) &\ge v_p(BD) + v_p(A + B) + v_p(H_m'H_m').
\end{align*}
\]
Thus, we have
\[
v_p(G_m'H_m' + H_m'G_m') - v_p(H_m'H_m') \\
\ge \min\{v_p(W_1), v_p(W_2), v_p(W_3)\} + v_p(G_m'H_m' - H_m'G_m') - v_p(H_m'H_m') \\
\ge \min\{v_p(BC/(A + B)^2), v_p(D/(A + B)^2), v_p(BD/(A + B)^3)\} \\
+ v_p(G_m'H_m' - H_m'G_m') - v_p(H_m'H_m') \\
\ge \min\{X', v_p(B/(A + B)) + X'\} \\
+ v_p(G_m'H_m' - H_m'G_m') - v_p(H_m'H_m').
\]
Hence, (3) holds by induction.

Part (3) of the lemma says that \(v_p(G_m'H_m' + H_m'G_m') - v_p(H_m'H_m')\) approaches \(\infty\) as \(m\) goes to \(\infty\). That is, the sequence \(G_m'/H_m'\) is Cauchy. Let
\[
\Delta' = \Delta'(A, B, C, D) := \lim_{m \to \infty} \frac{C_m'}{H_m'}.
\]
Note that \(\Delta'\) depends on the values of the parameters \(A, B, C, D \in E\).
The following lemma as well as Lemma 4.2 will play a crucial role in the following sections.

Lemma 4.4. Keep the assumptions Hyp’.

(1) \( v_p(1 - \Delta') \geq X' > 0 \), in particular, \( \Delta' \in 1 + \mathfrak{m}_E \);

(2) \( \frac{A+B\Delta'}{A+B} \in 1 + \mathfrak{m}_E \);

(3) \( \Delta' \) satisfies the equation

\[ (A + B\Delta')^2 (1 - \Delta') - [C(A + B\Delta') + D\Delta']\Delta' = 0. \]

Proof. It is identical to the proof of Lemma 4.2 \( \square \)

5. Reduction modulo \( p \) of \( D_{[0, \frac{1}{2}]} \)

In this section, we construct strongly divisible modules for the modules \( D_{[0, \frac{1}{2}]} \) in Example 3.4 and compute the Breuil modules corresponding to the mod \( p \) reductions of these strongly divisible modules. We let \( \mathcal{D}_{[0, \frac{1}{2}]} := S \otimes_{\mathbb{Z}_p} D_{[0, \frac{1}{2}]} \). In this section, we write \( D \) and \( \mathcal{D} \) for \( D_{[0, \frac{1}{2}]} \) and \( \mathcal{D}_{[0, \frac{1}{2}]} \) respectively for brevity.

Recall that we assume \( p > 3 \) in this paper so that, in particular, \( \phi(\gamma) \equiv 0 \mod p^4 \). Since we are concerned only with absolutely irreducible mod \( p \) reductions, we also assume \( 0 < v_p(\lambda) \leq \frac{1}{2} \) (cf. Proposition 3.2).

It is easy to check that

\[ \Fil^1 \mathcal{D} = S_E(e_1 + \mathcal{L}_1 e_3, e_2 + \mathcal{L}_2 e_3) + \Fil^1 S_E \cdot \mathcal{D}; \]

\[ \Fil^2 \mathcal{D} = S_E(e_1 + \mathcal{L}_1 e_3 + \frac{u-p}{p} e_3) + \Fil^1 S_E(e_2 + \mathcal{L}_2 e_3) + \Fil^2 S_E \cdot \mathcal{D}. \]

(We omit their proofs.) So every element in \( \Fil^2 \mathcal{D} \) is of the form

\[ C_0(e_1 + \mathcal{L}_1 e_3 + \frac{u-p}{p} e_3) + C_1(u - p)(e_1 + \mathcal{L}_1 e_3) + C_2(u - p)(e_2 + \mathcal{L}_2 e_3) + Ae_1 + Be_2 + Ce_3, \]

where \( C_0, C_1, C_2 \) are in \( E \) and \( A, B, C \) are in \( \Fil^2 S_E \). We let

\[ \mathcal{X}_0(C_0, C_1, C_2) := C_0 \left( e_1 + \mathcal{L}_1 e_3 + \frac{u-p}{p} e_3 \right) + \left( u - p \right) \left( C_1(e_1 + \mathcal{L}_1 e_3) + C_2(e_2 + \mathcal{L}_2 e_3) \right). \]

We divide the area in which the parameters of \( D \) are defined into 3 pieces as follows: for \( \lambda, \eta \in \mathcal{O}_E \) with \( 0 < v_p(\lambda) \leq \frac{1}{2} \) and \( 2v_p(\lambda) + v_p(\eta) = 2 \) and for \( \mathcal{L}_1, \mathcal{L}_2 \in E \),

\begin{align*}
\textbf{H(0,1)}: \ & v_p(\mathcal{L}_2 + p\lambda) \geq 2 - v_p(\lambda) \text{ and } v_p(\mathcal{L}_1 - 1) \geq 1 - v_p(\lambda); \\
\textbf{H(0,2)}: \ & v_p(\mathcal{L}_2 + p\lambda) \geq 1 + v_p(\mathcal{L}_1 - 1) \text{ and } v_p(\mathcal{L}_1 - 1) < 1 - v_p(\lambda); \\
\textbf{H(0,3)}: \ & v_p(\mathcal{L}_2 + p\lambda) < 2 - v_p(\lambda) \text{ and} \\
& \begin{cases} \ v_p(\mathcal{L}_2 + p\lambda) \leq 1 + v_p(\mathcal{L}_1 - 1) \quad \text{if } 0 < v_p(\lambda) < \frac{1}{2}; \\
\ v_p(\mathcal{L}_2 + p\lambda) < 1 + v_p(\mathcal{L}_1 - 1) \quad \text{if } v_p(\lambda) = \frac{1}{2}. \end{cases}
\end{align*}

Note that these three regions cover the whole \( (v_p(\mathcal{L}_1 - 1), v_p(\mathcal{L}_2 + p\lambda)) \)-plane and that if \( v_p(\mathcal{L}_1 - 1) < 1 - v_p(\lambda) \) and \( 0 < v_p(\lambda) < \frac{1}{2} \), then the conditions \( \textbf{H(0,2)} \) and \( \textbf{H(0,3)} \) intersect on \( v_p(\mathcal{L}_2 + p\lambda) = 1 + v_p(\mathcal{L}_1 - 1) \). We construct strongly divisible modules for each case in the following three subsections.
5.1. **On the region** $H(0, 1)$. In this subsection, we construct strongly divisible modules in $D_{[0, \frac{1}{2}]}$ under the assumption $H(0, 1)$ and compute the Breuil modules corresponding to the mod $p$ reductions of these strongly divisible modules.

**Proposition 5.1.** Keep the assumption $H(0, 1)$. Then $M_{[0, \frac{1}{2}]} := s_{C\phi}(E_1, E_2, E_3)$ is a strongly divisible module in $D_{[0, \frac{1}{2}]}$ where

$$
E_1 = pe_1 + \frac{1}{p}e_2 + (\gamma + \xi_1 - 1)e_3;
E_2 = \frac{1}{p\lambda}(\eta e_2 + \lambda \xi_2 e_3) - \lambda(\gamma - 1)e_3;
E_3 = \frac{1}{p}e_3.
$$

**Proof.** During the proof, we write $M$ for $M_{[0, \frac{1}{2}]}$ for brevity. It is routine to check that

$$
\phi(E_1) = p\lambda E_1 + pE_2 - \lambda^2(\gamma + \xi_1 - 1)E_3
\quad - \frac{\lambda[\xi_2 - p\lambda(\gamma - 1)]}{p}E_3
\quad + \frac{\lambda^2(\phi(\gamma) + \xi_1 - 1)}{p}E_3;
\phi(E_2) = \eta E_2
\quad - \frac{\lambda \eta[\xi_2 - p\lambda(\gamma - 1)]}{p^2}E_3
\quad + \frac{\lambda^2[\xi_2 - p\lambda(\phi(\gamma) - 1)]}{p^2}E_3;
\phi(E_3) = \lambda E_3,
$$

and

$$
N(E_1) = \lambda E_3 - \lambda[\gamma + (u - p)^{p - 1}]E_3;
N(E_2) = \lambda^2[\gamma + (u - p)^{p - 1}]E_3;
N(E_3) = 0.
$$

From these computations of $\phi(E_i)$ and $N(E_i)$, it is easy to check that for all $i \in \{1, 2, 3\}$,

$$
\phi(E_i) \equiv 0 \equiv N(E_i)
$$

modulo $mE^\infty M$ under the assumption $H(0, 1)$. Hence, $M$ is stable under $\phi$ and $N$.

Rewriting $X_0(C_0, C_1, C_2)$ in terms of $E_1, E_2, E_3$,

$$
X_0(C_0, C_1, C_2) \in \mathfrak{g}_0(C_0, C_1, C_2) + \text{Fil}^p S_E \cdot D,
$$

where

$$
\mathfrak{g}_0(C_0, C_1, C_2) := C_0 \left( \frac{1}{p} E_1 - \frac{1}{\eta} E_2 + \frac{\lambda(\xi_2 + p\lambda)}{p^2 \eta} E_3 - \frac{\lambda(\xi_1 - 1)}{p^2} E_3 + \frac{\lambda \xi_1}{p} E_3 \right)
\quad + (u - p) \left( \frac{C_1}{p} E_1 - \frac{C_1 - p\lambda \xi_2}{\eta} E_2 + \frac{V}{W} E_3 \right).
$$

Here, we let $W = p^2 \eta$ and

$$
V = \lambda \eta(C_0 + p \xi_1 C_1 + p \xi_2 C_2) + \lambda(\xi_2 + p\lambda)C_1 - \lambda \eta(\xi_1 - 1)C_1 - p \lambda^2(\xi_2 + p\lambda)C_2.
$$

One can readily check that $\mathfrak{g}_0(C_0, C_1, C_2)$ can be rewritten as follows:

$$
\mathfrak{g}_0(C_0, C_1, C_2) = \frac{\lambda C_0}{p^2} \hat{F}_1 + (u - p) \left( \frac{C_1}{p} \hat{F}_2 + \frac{C_1 - p \lambda C_2}{\eta} \hat{F}_3 \right).
$$
where
\[
\begin{align*}
\hat{F}_1 &= \frac{p}{\lambda} E_1 - \frac{p^2}{\lambda \eta} E_2 + \frac{\Sigma_2 + p \lambda}{\eta} E_3 - (\Sigma_1 - 1) E_3 + p \Sigma_1 E_3 + (u - p) E_3; \\
\hat{F}_2 &= E_1 - \frac{\lambda(\Sigma_1 - 1)}{p} E_3 + \lambda(\Sigma_1 - 1) E_3 + \frac{\Sigma_2 + p \lambda}{p} E_3; \\
\hat{F}_3 &= -E_2 + \frac{\lambda(\Sigma_2 + p \lambda)}{p^2} E_3 - \frac{\eta \Sigma_2}{p^2} E_3.
\end{align*}
\]

It is again easy to check that
\[
\begin{align*}
\hat{F}_1 &\equiv u E_3, \quad \hat{F}_2 \equiv E_1 - \frac{\lambda(\Sigma_1 - 1)}{p} E_3, \quad \hat{F}_3 \equiv -E_2 + \frac{\lambda(\Sigma_2 + p \lambda)}{p^2} E_3.
\end{align*}
\]

modulo \( m_E M \). Hence, \( \mathcal{Y}_0(C_0, C_1, C_2) \in \text{Fil}^2 M \) if and only if
\[
\begin{align*}
\phi(C_0) &\geq 2 - \phi(\lambda), \quad \phi(C_1) \geq 1, \quad \phi(C_1 - p \lambda C_2) \geq \phi(\eta).
\end{align*}
\]

For brevity, we often write \( \mathcal{Y}_0 \) for \( \mathcal{Y}_0(C_0, C_1, C_2) \). For any \( m \in \text{Fil}^2 M \), we have \( m \in \text{Fil}^2 M \) if and only if \( m \in \mathcal{Y}_0(C_0, C_1, C_2) + \text{Fil}^2 \mathcal{S} M \) for some \( C_0, C_1, C_2 \in E \) with \( \mathcal{Y}_0(C_0, C_1, C_2) \in \mathcal{M} \). Therefore, it is enough to check that \( \phi(\mathcal{Y}_0) \in \text{p}^2 M \) whenever \( \mathcal{Y}_0 \in \text{Fil}^2 M \).

It is also routine to check, by using our computation of \( \phi(E_i) \), that
\[
\begin{align*}
\phi(\hat{F}_1) &= p^2 E_1 - \lambda[p(\gamma - 1) - (u^p - p)] E_3 + \lambda \phi(\gamma) E_3 + \frac{p \lambda^2 \phi(\gamma)}{\eta} E_3; \\
\phi(\hat{F}_2) &= p \lambda E_1 + p E_2 + \frac{\lambda^2 \phi(\gamma)}{p} E_3; \\
\phi(\hat{F}_3) &= -\eta E_2 - \frac{\lambda^2 \eta(\gamma - 1)}{p} E_3 + \frac{\lambda^3 \phi(\gamma)}{p} E_3.
\end{align*}
\]

and so we immediately get
\[
\frac{1}{p^2} \phi(\mathcal{Y}_0) \equiv \frac{\lambda C_0}{p^2} E_1 + \frac{C_1}{p} \gamma E_2 - \frac{C_1 - p \lambda C_2}{\eta} \gamma E_3 \left( \frac{\eta}{p} E_2 + \frac{\lambda^2 \eta}{p^2} (\gamma - 1) E_3 \right)
\]

modulo \( m_{E F} M \) if the inequalities in (5.3) hold. Hence, \( \phi(\text{Fil}^2 M) \subset \text{p}^2 M \). \( \square \)

Corollary 5.2. The mod \( p \) reductions of the strongly divisible modules in Proposition 5.1 correspond to the Breuil modules \( \mathcal{M}_{(0, \frac{1}{2})} \) described as follows: there exist a basis \( e := (E_1, E_2, E_3) \) for \( \mathcal{M}_{(0, \frac{1}{2})} \) and a system of generators \( f := (f_1, f_2, f_3) \) for \( \text{Fil}^2 M \) such that

- \( \text{Mat}_{e, f}(\text{Fil}^2 M) = \begin{pmatrix} 0 & u & 0 \\ 0 & 0 & u \\ u & -\frac{\lambda(\Sigma_1 - 1)}{p} u & -\frac{\lambda(\Sigma_2 + p \lambda)}{p^2} u \end{pmatrix} \) and

- \( \text{Mat}_{e, f}(\varphi_2) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & -\frac{\eta}{p} \\ 0 & 0 & -\frac{\lambda^2 \eta}{p^2} \end{pmatrix} \);

- \( N \) is induced by \( N(E_1) = N(E_2) = N(E_3) = 0. \)
Proof. We keep the notation as in the proof of Proposition 5.1 and we let \( f_i = \hat{F}_i \mod (\pi_E, \Fil^p S)M \) and \( f_i = (u - p)\hat{F}_i \mod (\pi_E, \Fil^p S)M \) for \( i = 2, 3 \). By (5.2), we may let \( f_1 = uE_3, f_2 = uE_1 - \frac{\lambda(\mathfrak{L}_1 - 1)}{p}uE_3, f_3 = uE_2 - \frac{\lambda(\mathfrak{L}_2 + p\lambda)}{p^2}uE_3 \) in \( \mathcal{M}_{[0, \frac{1}{2}]} = \mathcal{M}/(\pi_E, \Fil^p S)M \) (cf. (1.2)), which immediately gives rise to \( \Mat_{E_1}(\Fil^2 \mathcal{M}) \). It is also immediate to get \( N \) and \( \Mat_{E_1}(\phi_2) \) from (5.1) and (5.4) respectively. \( \square \)

5.2. On the region \( H(0, 2) \). In this subsection, we construct strongly divisible modules in \( \mathfrak{D}_{[0, \frac{1}{2}]} \) under the assumption \( \textbf{H}(0, 2) \) and compute the Breuil modules corresponding to the mod \( p \) reductions of these strongly divisible modules.

We specialize the results in Section 4.1 to

\[
A = \mathfrak{L}_1 - 1, \quad B = -\eta \frac{\lambda}{\chi}, \quad C = -\frac{[(\mathfrak{L}_2 + p\lambda) - \eta(\mathfrak{L}_1 - 1)]}{\lambda}, \quad D = -\frac{pm}{\lambda}.
\]

It is easy to check that these \( A, B, C, D \) with the assumption \( \textbf{H}(0, 2) \) satisfy the conditions \( \textbf{Hyp} \) in Section 4.1. We write \( \Delta_{\text{red}} \) for the limit \( \Delta \) in this case.

Since the results in this subsection heavily rely on Lemma 4.2 we recall the statement specialized to these \( A, B, C, D \) with the assumption \( \textbf{H}(0, 2) \):

1. \( v_p(1 - \Delta_{\text{red}}) \geq \min \{ 3v_p(\frac{\lambda}{\chi}) - v_p(\mathfrak{L}_1 - 1) \}, v_p\left( \frac{1}{\chi}[(\mathfrak{L}_2 + p\lambda) - \eta(\mathfrak{L}_1 - 1)] \right) - 2v_p(\mathfrak{L}_1 - 1) \} > 0; \)
2. \( \frac{\lambda(\mathfrak{L}_1 - 1) - \eta\Delta_{\text{red}}}{\lambda(\mathfrak{L}_1 - 1) - \eta} \in 1 + m_E \) and \( \frac{\lambda(\mathfrak{L}_1 - 1) - \eta\Delta_{\text{red}}}{\lambda(\mathfrak{L}_1 - 1)} \in 1 + m_E; \)
3. \( \Delta_{\text{red}} \) satisfies the equation

\[
(\mathfrak{L}_1 - 1)[\lambda(\mathfrak{L}_1 - 1) - \eta\Delta_{\text{red}}^2] \sqrt{2}(1 - \Delta_{\text{red}}) + \left( [(\mathfrak{L}_2 + p\lambda) - \eta(\mathfrak{L}_1 - 1)][\lambda(\mathfrak{L}_1 - 1) - \eta\Delta_{\text{red}}] + p\lambda(\mathfrak{L}_2 + p\lambda)\Delta_{\text{red}}^2 \right) = 0.
\]

In this subsection, by Lemma 4.2 we always mean this specialized version of the lemma.

**Proposition 5.3.** Keep the assumption \( \textbf{H}(0, 2) \). Then \( \mathcal{M}_{[0, \frac{1}{2}]} := S_{\mathcal{O}_E}(E_1, E_2, E_3) \) is a strongly divisible module in \( \mathfrak{D}_{[0, \frac{1}{2}]} \) where

\[
E_1 = pe_1 + \frac{1}{\chi}e_2 + (\gamma + \mathfrak{L}_1 - 1)e_3
+ \frac{\eta p\Delta_{\text{red}}\mathfrak{L}_1 \gamma - 1}{\lambda[\lambda(\mathfrak{L}_1 - 1) - \eta\Delta_{\text{red}}]} \left( \lambda(\mathfrak{L}_1 - 1) - \eta\Delta_{\text{red}}(\eta e_2 + \lambda\mathfrak{L}_2 e_3) - \lambda^2(\gamma - 1)e_3 \right); \\
E_2 = \frac{\lambda(\mathfrak{L}_1 - 1) - \eta\Delta_{\text{red}}}{p\lambda(\mathfrak{L}_1 - 1)}(\eta e_2 + \lambda\mathfrak{L}_2 e_3) - \lambda^2(\gamma - 1)e_3; \\
E_3 = [\lambda(\mathfrak{L}_1 - 1) - \eta\Delta_{\text{red}}]e_3.
\]

Note that \( S_{\mathcal{O}_E}(E_1, E_2, E_3) = S_{\mathcal{O}_E}(E_1, E_2, \lambda(\mathfrak{L}_1 - 1)e_3) \) by part (2) of Lemma 4.2.
Proof. During the proof, we write $\Delta$ for $\Delta[2]$ and $\mathfrak{M}$ for $\mathfrak{M}_{[0, \frac{1}{2}]}$ for brevity. It is routine to check that

$$\phi(E_1) = p\lambda E_1 + \frac{p}{\lambda} E_2 - \frac{p^2 \Delta (\gamma - 1)}{\lambda(\xi_1 - 1) - \eta \Delta} E_2$$
$$+ \frac{\lambda(\phi(\gamma) + \xi_1 - 1 - p\xi_1)}{\lambda(\xi_1 - 1) - \eta \Delta} E_3 - \frac{\xi_2}{\lambda(\xi_1 - 1)} E_3$$
$$- \frac{(\xi_2[\lambda(\xi_1 - 1) - \eta \Delta] - p\lambda^2(\xi_1 - 1)(\phi(\gamma) - 1))\Delta}{(\xi_1 - 1)[\lambda(\xi_1 - 1) - \eta \Delta]^2} E_3$$
$$+ \frac{p\Delta \phi(\gamma)}{\lambda(\xi_1 - 1) - \eta \Delta} \phi(E_2);$$

$$\phi(E_2) = \eta E_2 + \frac{(\lambda - \eta)(\xi_2[\lambda(\xi_1 - 1) - \eta \Delta] + p\lambda^2(\xi_1 - 1))}{p(\xi_1 - 1)[\lambda(\xi_1 - 1) - \eta \Delta]} E_3$$
$$- \frac{\lambda^2(\lambda \phi(\gamma) - \eta \gamma)}{\lambda(\xi_1 - 1) - \eta \Delta} E_3;$$

$$\phi(E_3) = \lambda E_3,$$

and

$$N(E_1) = \frac{p}{\lambda(\xi_1 - 1) - \eta \Delta}$$
$$\times \left[ E_3 - \left[ \gamma + (u - p)^{p-1} \right] \left( \frac{p\Delta}{\lambda} E_2 + E_3 - \frac{p\lambda \Delta (\gamma - 1)}{\lambda(\xi_1 - 1) - \eta \Delta} E_3 \right) \right];$$

$$N(E_2) = \frac{p\lambda^2[\gamma + (u - p)^{p-1}]}{\lambda(\xi_1 - 1) - \eta \Delta} E_3;$$

$$N(E_3) = 0.$$

From these computations of $\phi(E_i)$ and $N(E_i)$, it is easy to check that

$$(5.5) \quad \phi(E_1) \equiv E_3 \text{ and } \phi(E_2) \equiv \phi(E_3) \equiv N(E_1) \equiv N(E_2) \equiv N(E_3) \equiv 0$$

modulo $\mathfrak{m}_E \mathfrak{M}$, under the assumption $H(0, 2)$, using parts (1) and (2) of Lemma 4.2. Hence, $\mathfrak{M}$ is stable under $\phi$ and $N$.

Rewriting $\mathfrak{X}_0(C_0, C_1, C_2)$ in terms of $E_1, E_2, E_3$,

$$\mathfrak{X}_0(C_0, C_1, C_2) \in \mathfrak{Y}_0(C_0, C_1, C_2) + \text{Fil}^p S_E \cdot \mathfrak{D},$$

where

$$\mathfrak{Y}_0(C_0, C_1, C_2)$$

$$:= C_0 \left( \frac{1}{p} E_1 - \frac{1}{\lambda \eta} E_2 + \frac{(\xi_2 + p\lambda) - \eta(\xi_1 - 1)}{p\eta[\lambda(\xi_1 - 1) - \eta \Delta]} E_3 \right.$$

$$\left. + \frac{\lambda \Delta}{[\lambda(\xi_1 - 1) - \eta \Delta]^2} E_3 + \frac{\xi_2}{\lambda(\xi_1 - 1) - \eta \Delta} E_3 \right)$$
$$+ (u - p) \left( \frac{C_1}{p} E_1 - \frac{[\lambda(\xi_1 - 1) - \eta \Delta]C_1 - p\lambda^2(\xi_1 - 1)C_2}{\lambda \eta[\lambda(\xi_1 - 1) - \eta \Delta]} E_2 + \frac{V}{W} E_3 \right).$$
Here, we let $W = p\eta|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|^2$ and

$$V = \eta|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|(C_0 + p\mathfrak{L}_1C_1 + p\mathfrak{L}_2C_2) + (\mathfrak{L}_2 + p\lambda)|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|C_1 + p\lambda\eta\Delta C_1$$

$-\eta(\mathfrak{L}_1 - 1)|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|C_1 - p\lambda(\mathfrak{L}_2 + p\lambda)|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|C_2 - p^2\lambda^2\eta\Delta C_2$.

One can readily check that

$$\Delta[\lambda(\mathfrak{L}_1 - 1) - \eta\Delta] \cdot V = \eta|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|^2(\Delta C_0 - p\lambda(\mathfrak{L}_1 - 1)C_2)$$

$$+ [(\mathfrak{L}_2 + p\lambda) - \eta(\mathfrak{L}_1 - 1)][\lambda(\mathfrak{L}_1 - 1) - \eta\Delta] \Delta([\lambda(\mathfrak{L}_1 - 1) - \eta\Delta]C_1 - p\lambda^2(\mathfrak{L}_1 - 1)C_2)$$

$$+ p\lambda\eta\Delta^2([\lambda(\mathfrak{L}_1 - 1) - \eta\Delta]C_1 - p\lambda^2(\mathfrak{L}_1 - 1)C_2) + X + Y,$$

where

$$X = p\lambda\eta[(\mathfrak{L}_1 - 1)|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|^2(1 - \Delta)$$

$$+ ([(\mathfrak{L}_2 + p\lambda) - \eta(\mathfrak{L}_1 - 1)][\lambda(\mathfrak{L}_1 - 1) - \eta\Delta] + p\lambda\eta\Delta)\Delta^2]C_2$$

and

$$Y = \eta\Delta[\lambda(\mathfrak{L}_1 - 1) - \eta\Delta]^2(p\mathfrak{L}_1C_1 + p\mathfrak{L}_2C_2).$$

It is clear that $X = 0$ by part (3) of Lemma 4.2.

We often write $\mathfrak{L}_0$ for $\mathfrak{L}_0(C_0, C_1, C_2)$ to lighten the notation. Rewriting $\Delta[\lambda(\mathfrak{L}_1 - 1) - \eta\Delta]W$ and $C_0$ as linear combinations of $C_0/\lambda\eta$, $\lambda(\mathfrak{L}_1 - 1)|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|C_1 - p\lambda^2(\mathfrak{L}_1 - 1)C_2$, and $\Delta C_0 - p\lambda(\mathfrak{L}_1 - 1)C_2$, one can rewrite $\mathfrak{L}_0(C_0, C_1, C_2)$ as follows:

$$\mathfrak{L}_0 = \frac{C_0}{\lambda\eta} \hat{F}_1 + (u - p)\left(\frac{\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|C_1 - p\lambda^2(\mathfrak{L}_1 - 1)C_2}{\lambda\eta|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|} \hat{F}_2$$

$$+ \frac{\Delta C_0 - p\lambda(\mathfrak{L}_1 - 1)C_2}{p\lambda|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|} \hat{F}_3\right)$$

where

$$\hat{F}_2 = \frac{\lambda\eta}{p}E_1 - E_2 + \frac{\lambda(\mathfrak{L}_2 + p\lambda) - \eta(\mathfrak{L}_1 - 1)}{p|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|}E_3$$

$$+ \frac{\lambda^2\eta\Delta}{|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|^2}E_3 + \frac{\lambda\eta\mathfrak{L}_1}{\lambda(\mathfrak{L}_1 - 1) - \eta\Delta}E_3;$$

$$\hat{F}_3 = -\lambda\Delta E_1 + E_3 - \frac{p\lambda\Delta\mathfrak{L}_1}{\lambda(\mathfrak{L}_1 - 1) - \eta\Delta}E_3 - \frac{\Delta\mathfrak{L}_2}{\lambda(\mathfrak{L}_1 - 1)}E_3;$$

$$\hat{F}_1 = \hat{F}_2 + \frac{\lambda\eta(u - p)}{p|\lambda(\mathfrak{L}_1 - 1) - \eta\Delta|}(E_3 - \hat{F}_3).$$

It is easy to check that

$$(5.6)$$

$$\begin{cases}
\hat{F}_3 \equiv E_3;\\
\hat{F}_1 \equiv \hat{F}_2 \equiv -E_2 + \frac{(\mathfrak{L}_2 + p\lambda) - \eta(\mathfrak{L}_1 - 1)}{p(\mathfrak{L}_1 - 1)}E_3
\end{cases}$$

modulo $m_E \mathfrak{M}$ under the assumption $H(0, 2)$. Hence, $\mathfrak{L}_0(C_0, C_1, C_2) \in \text{Fil}^2\mathfrak{M}$ if and only if

$$(5.7)$$

$$\begin{cases}
v_p(C_0) \geq 2 - v_p(\lambda),\\
v_p(\Delta C_0 - p\lambda(\mathfrak{L}_1 - 1)C_2) \geq v_p(p\lambda(\mathfrak{L}_1 - 1)),\\
v_p(p\lambda^2(\mathfrak{L}_1 - 1)C_2 - [\lambda(\mathfrak{L}_1 - 1) - \eta\Delta]C_1) \geq 2 + v_p(\mathfrak{L}_1 - 1).
\end{cases}$$
For any \( m \in \text{Fil}^2 \mathfrak{M} \), we have \( m \in \text{Fil}^2 \mathfrak{M} \) if and only if \( m \in \mathfrak{M}_0(\mathfrak{C}_0, \mathfrak{C}_1, \mathfrak{C}_2) + \text{Fil}^2 S \mathfrak{M} \) for some \( \mathfrak{C}_0, \mathfrak{C}_1, \mathfrak{C}_2 \in E \) with \( \mathfrak{M}_0(\mathfrak{C}_0, \mathfrak{C}_1, \mathfrak{C}_2) \in \mathfrak{M} \). Therefore, it is enough to check that \( \phi(\mathfrak{M}_0) \in p^2 \mathfrak{M} \) whenever \( \mathfrak{M}_0 \in \text{Fil}^2 \mathfrak{M} \).

It is also routine to check, by using our computation of \( \phi(E_i) \), that

\[
\phi(F_2) = \lambda^2 \eta E_1 - \frac{p \lambda \Delta (\gamma - 1)}{\lambda(\Sigma_1 - 1) - \eta \Delta} E_2 - \frac{\lambda^2 \eta (\gamma - 1)}{\lambda(\Sigma_1 - 1) - \eta \Delta} E_3 + \frac{\lambda^2 \eta \phi(\gamma)}{p(\lambda(\Sigma_1 - 1) - \eta \Delta)} E_3
\]

\[+ \frac{\lambda \eta \Delta \phi(\gamma)}{p(\lambda(\Sigma_1 - 1) - \eta \Delta)^2} E_3 + \frac{\lambda \eta \Delta \phi(\gamma)}{\lambda(\Sigma_1 - 1) - \eta \Delta} E_3 + \frac{\eta \Delta \phi(\gamma)}{\lambda(\Sigma_1 - 1) - \eta \Delta} E_2; \]

\[
\phi(F_3) = -p \lambda^2 \Delta E_1 - p \Delta E_2 + \frac{p^2 \lambda^2 \Delta (\gamma - 1)}{\lambda(\Sigma_1 - 1) - \eta \Delta} E_2 - \frac{\lambda^2 \Delta (\phi(\gamma) + \Sigma_1 - 1)}{\lambda(\Sigma_1 - 1) - \eta \Delta} E_3 + \lambda E_3
\]

\[+ \frac{\lambda(\Sigma_2[\lambda(\Sigma_1 - 1) - \eta \Delta] - p \lambda^2(\Sigma_1 - 1)(\phi(\gamma) - 1)) \Delta^2}{(\Sigma_1 - 1)[\lambda(\Sigma_1 - 1) - \eta \Delta]^2} E_3
\]

\[\quad - \frac{p \Delta^2 \phi(\gamma)}{\lambda(\Sigma_1 - 1) - \eta \Delta} E_2, \]

and we have

\[
\phi(F_1) = \phi(F_2) + \frac{\lambda \eta (w^p - p)}{p(\lambda(\Sigma_1 - 1) - \eta \Delta)} \left( \lambda E_3 - \phi(F_3) \right).
\]

We claim that \( \phi(F_2) \equiv 0 \pmod{p \mathfrak{M}_E \mathfrak{M}} \), \( \phi(F_3) \equiv -pE_2 \pmod{p \mathfrak{M}_E \mathfrak{M}} \), and \( \phi(F_1) \equiv \lambda^2 \eta E_1 \pmod{p^2 \mathfrak{M}_E \mathfrak{M}} \). It is easy to check that \( \phi(F_2) \equiv 0 \pmod{p \mathfrak{M}_E \mathfrak{M}} \). It is also easy to check that \( \phi(F_3) \equiv -p \Delta E_2 - \frac{\lambda^2 \Delta(\Sigma_1 - 1)}{\lambda(\Sigma_1 - 1) - \eta \Delta} E_3 + \lambda E_3 + \frac{\lambda \Sigma_2[\lambda(\Sigma_1 - 1) - \eta \Delta] + p \lambda^2(\Sigma_1 - 1) \Delta^2}{(\Sigma_1 - 1)[\lambda(\Sigma_1 - 1) - \eta \Delta]^2} E_3 \pmod{p \mathfrak{M}_E \mathfrak{M}} \). Then, by the equation in part (3) of Lemma \[1.2\] \( \phi(F_3) \equiv -pE_2 \pmod{p \mathfrak{M}_E \mathfrak{M}} \). By the same argument as for \( \phi(F_2) \), one can compute \( \phi(F_1) \equiv \lambda^2 \eta E_1 - \frac{\lambda \eta \Delta}{\lambda(\Sigma_1 - 1) - \eta \Delta} \left[ p(\gamma - 1) - (w^p - p) \right] E_2 - \frac{\lambda \eta}{p(\lambda(\Sigma_1 - 1) - \eta \Delta)} \left[ p(\gamma - 1) - (w^p - p) \right] E_3 \pmod{p \mathfrak{M}_E \mathfrak{M}} \). Since \( p(\gamma - 1) \equiv (w^p - p) \pmod{p \mathfrak{M}_E \mathfrak{M}} \), we have \( \phi(F_1) \equiv \lambda^2 \eta E_1 \pmod{p^2 \mathfrak{M}_E \mathfrak{M}} \).

Therefore, we conclude that

\[(5.8) \quad \frac{1}{p^2} \phi(\mathfrak{M}_0) \equiv \frac{\lambda \Sigma_0}{p^2} E_1 - \frac{\Delta \Sigma_0 - p \lambda(\Sigma_1 - 1) \Sigma_2}{p \lambda[\lambda(\Sigma_1 - 1) - \eta \Delta]} (\gamma - 1) E_2 \]

modulo \( \mathfrak{M}_E \mathfrak{M} \) if the inequalities in \((5.7)\) hold, and so \( \phi(\text{Fil}^2 \mathfrak{M}) \subset p^2 \mathfrak{M} \). \( \square \)

**Corollary 5.4.** The mod \( p \) reductions of the strongly divisible modules in Proposition 5.3 correspond to the Breuil modules \( \mathcal{M}_{[0, \frac{1}{2}]} \) described as follows: there exist a basis \( \varepsilon := (E_1, E_2, E_3) \) for \( \mathcal{M}_{[0, \frac{1}{2}]} \) and a system of generators \( f := (f_1, f_2, f_3) \) for \( \text{Fil}^2 \mathfrak{M} \) such that

- \( \text{Mat}_{\mathfrak{M}}(\text{Fil}^2 \mathfrak{M}) = \begin{pmatrix} u^2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & -\frac{\lambda \eta}{p^2} & u \end{pmatrix} \) and
- \( \text{Mat}_{\mathfrak{M}}(\phi_2) = \begin{pmatrix} 0 & -\frac{\lambda \eta}{p^2} & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \);
- \( \text{N is induced by } \text{N}(E_1) = \text{N}(E_2) = \text{N}(E_3) = 0 \).
Proof. We keep the notation as in the proof of Proposition 5.3 and we let \( f_1 = (u-p)^2 E_1 \mod (\pi_E, \Fil^0 S) \mathfrak{M}, f_2 = F_1 \mod (\pi_E, \Fil^0 S) \mathfrak{M}, \) and \( f_3 = (u-p) F_3 \mod (\pi_E, \Fil^0 S) \mathfrak{M}. \) By 5.6, we may let \( f_1 = u^2 E_1, f_2 = E_2 - \frac{(\ell_2 + p \lambda) - \eta (\ell_1 - 1)}{p(\ell_1 - 1)} E_3, \) and \( f_3 = u \gamma_3 \in \mathcal{M}_{[0, \frac{1}{2}]} = \mathfrak{M}/(\pi_E, \Fil^0 S) \mathfrak{M} \) (cf. (1.2)), which immediately gives rise to \( \text{Mat}_{\mathcal{L}}(\Fil^0 S). \) It is also immediate to get \( N \) from (5.5). One can also readily compute \( \text{Mat}_{\mathcal{L}}(\phi_2) \) by using the results in (5.5) and (5.8). □

5.3. On the region \( H(0, 3). \) In this subsection, we construct strongly divisible modules in \( \mathcal{D}_{[0, \frac{1}{2}]} \) under the assumption \( H(0, 3) \) and compute the Breuil modules corresponding to the mod \( p \) reductions of these strongly divisible modules.

We specialize the results in Section 4.2 to
\[
A = \mathfrak{L}_2, \quad B = p \lambda, \quad C = -\eta(\mathfrak{L}_1 - 1), \quad D = -p \eta^2.
\]
It is easy to check that these \( A, B, C, D \) with the assumption \( H(0, 3) \) satisfy the conditions \( \text{Hyp}' \) in Section 4.2. We write \( \Delta_{\mathfrak{M}} \) for the limit \( \Delta' \) in this case.

Since the results in this subsection heavily rely on Lemma 4.4, we recall the statement specialized to these \( A, B, C, D \) with the assumption \( H(0, 3) \):
\[
\begin{align*}
(1) & \quad \nu \geq \min \{ v_p(\eta(\mathfrak{L}_1 - 1)) - v_p(\mathfrak{L}_2 + p \lambda), v_p(\eta p^2) - 2 v_p(\mathfrak{L}_2 + p \lambda) \} > 0; \\
(2) & \quad \frac{\mathfrak{L}_2 + p \lambda \Delta_{\mathfrak{M}}}{\mathfrak{L}_2 + p \lambda} \in 1 + \mathfrak{M}; \\
(3) & \quad \Delta_{\mathfrak{M}} \text{satisfies the equation} \\
& \quad (\mathfrak{L}_2 + p \lambda \Delta_{\mathfrak{M}})^2 (1 - \mathfrak{L}_1 - 1) + \frac{(\mathfrak{L}_2 + p \lambda \Delta_{\mathfrak{M}})^2 + p \eta \Delta_{\mathfrak{M}}}{\mathfrak{L}_2 + p \lambda} \Delta_{\mathfrak{M}} = 0.
\end{align*}
\]
In this subsection, by Lemma 4.4 we always mean this specialized version of the lemma.

**Proposition 5.5.** Keep the assumption \( H(0, 3) \). Then \( \mathfrak{M}_{[0, \frac{1}{2}]} := \mathcal{O}_E(1, 2, 3) \) is a strongly divisible module in \( \mathcal{D}_{[0, \frac{1}{2}]} \) where
\[
\begin{align*}
E_1 &= p \mathfrak{L}_1 + \frac{1}{2} \mathfrak{L}_2 + (\gamma + \mathfrak{L}_1 - 1) \mathfrak{L}_3 + \frac{\eta(\gamma - 1)}{\lambda(\mathfrak{L}_2 + p \lambda \Delta_{\mathfrak{M}})} (\mathfrak{L}_2 + \lambda \mathfrak{L}_3); \\
E_2 &= \frac{1}{\lambda p} (\mathfrak{L}_2 + \mathfrak{L}_3)^2 - \lambda \mathfrak{L}_2 \mathfrak{L}_3 e_3; \\
E_3 &= \frac{\lambda(\mathfrak{L}_2 + p \lambda \Delta_{\mathfrak{M}})}{p} \mathfrak{L}_3 e_3.
\end{align*}
\]

Note that \( \mathcal{O}_E(1, 2, 3) = \mathcal{O}_E(1, 2, \frac{\lambda(\mathfrak{L}_2 + p \lambda \Delta_{\mathfrak{M}})}{p} \mathfrak{L}_3) \) by part (2) of Lemma 4.4.

**Proof.** During the proof, we write \( \Delta \) for \( \Delta_{\mathfrak{M}} \) and \( \mathfrak{M} \) for \( \mathfrak{M}_{[0, \frac{1}{2}]} \) for brevity. It is routine to check that
\[
\begin{align*}
\phi(E_1) &= p \lambda E_1 + p E_2 - \frac{p(\mathfrak{L}_2 - p \lambda \Delta(\gamma - 1))}{\lambda(\mathfrak{L}_2 + p \lambda \Delta)} E_3 \\
& \quad + \frac{p(\phi(\gamma) + \mathfrak{L}_1 - 1 - p(\gamma + \mathfrak{L}_1 - 1))}{\mathfrak{L}_2 + p \lambda \Delta} E_3 \\
& \quad - \frac{p^2 \eta(\gamma - 1)}{\mathfrak{L}_2 + p \lambda \Delta} \left( E_2 + \frac{p \Delta(\gamma - 1)}{\mathfrak{L}_2 + p \lambda \Delta} E_3 \right) \\
& \quad + \frac{p \eta \phi(\gamma - 1)}{\lambda(\mathfrak{L}_2 + p \lambda \Delta)} \left( \phi(E_2) + \frac{p \lambda \Delta(\phi(\gamma - 1))}{\mathfrak{L}_2 + p \lambda \Delta} E_3 \right); \\
\phi(E_2) &= \eta E_2 + E_3 - \frac{p(\mathfrak{L}_2 - p \lambda \Delta(\gamma - 1))}{\lambda(\mathfrak{L}_2 + p \lambda \Delta)} E_3 = \frac{p \lambda \phi(\gamma)}{\mathfrak{L}_2 + p \lambda \Delta} E_3; \\
\phi(E_3) &= \lambda E_3,
\end{align*}
\]
and
\[
N(E_1) = \frac{p^2}{\lambda(\mathfrak{L}_2 + p\lambda\Delta)} \left[ E_3 - [\gamma + (u - p)^{p-1}] \left( \eta E_2 + E_3 + \frac{p\eta \Delta(\gamma - 1)}{\mathfrak{L}_2 + p\lambda\Delta} E_3 \right) \right];
\]
\[
N(E_2) = \frac{p^2 \Delta [\gamma + (u - p)^{p-1}]}{\mathfrak{L}_2 + p\lambda\Delta} E_3;
\]
\[
N(E_3) = 0.
\]

From these computations of \(\phi(E_i)\) and \(N(E_i)\), it is easy to check that (5.9)
\[
\phi(E_1) \equiv \frac{p(\mathfrak{L}_1 - 1)}{\mathfrak{L}_2 + p\lambda} E_3, \quad \phi(E_2) \equiv E_3, \quad \text{and} \quad \phi(E_3) \equiv N(E_1) \equiv N(E_2) \equiv N(E_3) \equiv 0
\]
modulo \(m_F\), under the assumption \(\mathbf{H}(0, 3)\), using parts (1) and (2) of Lemma 4.4. Hence, \(m_F\) is stable under \(\phi\) and \(N\).

Rewriting \(X_0(C_0, C_1, C_2)\) in terms of \(E_1, E_2, E_3\),
\[
X_0(C_0, C_1, C_2) \in \mathfrak{X}_0(C_0, C_1, C_2) + \text{Fil}^p S_F \cdot \mathfrak{D},
\]
where
\[
\mathfrak{X}_0(C_0, C_1, C_2)
\]
\[
:= C_0 \left( \frac{1}{p} E_1 - \frac{1}{\eta} E_2 + \frac{\eta}{\lambda(\mathfrak{L}_2 + p\lambda\Delta)} E_2 + \frac{1}{\lambda\eta} E_3 \right.
\]
\[
- \frac{(\mathfrak{L}_1 - 1) - p\mathfrak{L}_1}{\lambda(\mathfrak{L}_2 + p\lambda\Delta)} E_3 - \frac{p\eta \Delta}{\lambda(\mathfrak{L}_2 + p\lambda\Delta)^2} E_3
\]
\[
+ (u - p) \left( \frac{C_1}{p} E_1 - \frac{\lambda(\mathfrak{L}_2 + p\lambda\Delta)(C_1 - p\lambda C_2) - \eta^2 C_1}{\lambda\eta(\mathfrak{L}_2 + p\lambda\Delta)} E_2 + \frac{V}{W} E_3 \right).
\]

Here, we let \(W = \lambda\eta(\mathfrak{L}_2 + p\lambda\Delta)^2\) and
\[
V = \eta(\mathfrak{L}_2 + p\lambda\Delta)(C_0 + p\mathfrak{L}_1 C_1 + p\mathfrak{L}_2 C_2) + (\mathfrak{L}_2 + p\lambda\Delta)^2 C_1
\]
\[
- \eta(\mathfrak{L}_1 - 1)(\mathfrak{L}_2 + p\lambda\Delta) C_1 - p\eta^2 \Delta C_1 - p\lambda(\mathfrak{L}_2 + p\lambda\Delta)^2 C_2.
\]

One can readily check that
\[
\Delta \cdot V = (\mathfrak{L}_2 + p\lambda\Delta)[\eta \Delta C_0 + (\mathfrak{L}_2 + p\lambda\Delta)(C_1 - p\lambda C_2)] + X + Y
\]
where
\[
X = [((\mathfrak{L}_2 + p\lambda\Delta)^2(\Delta - 1) - \eta((\mathfrak{L}_1 - 1)(\mathfrak{L}_2 + p\lambda\Delta) + p\eta\Delta)] C_1
\]
and
\[
Y = p\eta \Delta(\mathfrak{L}_2 + p\lambda\Delta)(\mathfrak{L}_1 C_1 + \mathfrak{L}_2 C_2).
\]

It is clear that \(X = 0\) by part (3) of Lemma 4.4.

We often write \(\mathfrak{X}_0\) for \(\mathfrak{X}_0(C_0, C_1, C_2)\) to lighten the notation. Rewriting \(C_2\) as a linear combination of \(\frac{C_0}{\lambda\eta}, \frac{C_1}{p}\), and \(\frac{\eta \Delta C_0 + (\mathfrak{L}_2 + p\lambda\Delta)(C_1 - p\lambda C_2)}{\lambda\eta \Delta(\mathfrak{L}_2 + p\lambda\Delta)}\), one can rewrite \(\mathfrak{X}_0(C_0, C_1, C_2)\) as follows:
\[
\mathfrak{X}_0 = \frac{C_0}{\lambda\eta} \hat{F}_1 + (u - p) \left( \frac{C_1}{p} \hat{F}_2 + \frac{\eta \Delta C_0 + (\mathfrak{L}_2 + p\lambda\Delta)(C_1 - p\lambda C_2)}{\lambda\eta \Delta(\mathfrak{L}_2 + p\lambda\Delta)} \hat{F}_3 \right).
\]
where
\[
\hat{F}_1 = \frac{\lambda \eta}{p} E_1 - \lambda E_2 + \frac{\eta^2}{\Sigma_2 + p\lambda \Delta} E_2 + E_3 - \frac{\eta[(\Sigma_1 - 1) - p\Sigma_1]}{\Sigma_2 + p\lambda \Delta} E_3 - \frac{p \eta^2 \Delta}{(\Sigma_2 + p\lambda \Delta)^2} E_3
\]
\[
+ \frac{\eta(u - p)}{\Sigma_2 + p\lambda \Delta} \left( \lambda E_2 + \frac{\eta \Sigma_2}{\lambda(\Sigma_2 + p\lambda \Delta)} E_3 \right);
\]
\[
\hat{F}_2 = E_1 + \frac{pm}{\lambda(\Sigma_2 + p\lambda \Delta)} E_2 + \frac{p(1 - \Delta)}{\eta \Delta} E_2 + \frac{p^2 \Sigma_1}{\lambda(\Sigma_2 + p\lambda \Delta)} E_3 + \frac{p \Sigma_2}{\lambda^2 \Delta(\Sigma_2 + p\lambda \Delta)} E_3;
\]
\[
\hat{F}_3 = -\lambda E_2 + E_3 - \frac{\eta \Sigma_2}{\lambda(\Sigma_2 + p\lambda \Delta)} E_3.
\]
It is easy to check that
\[
\begin{align*}
\hat{F}_1 & \equiv E_3; \\
\hat{F}_2 & \equiv E_1 + \frac{p(1 - \Delta)}{\eta} E_2 + \frac{p}{\lambda^2} E_3 \equiv E_1 - \frac{p(\Sigma_1 - 1)}{\Sigma_2 + p\lambda} E_2 + \frac{p}{\lambda^2} E_3; \\
\hat{F}_3 & \equiv E_3
\end{align*}
\]
modulo $mE\mathfrak{M}$ under the assumption $H(0, 3)$. (Note that the second congruence for $\hat{F}_2$ is due to the equation in part (3) of Lemma [4,4].) Hence, $\mathfrak{V}_0(C_0, C_1, C_2) \in \text{Fil}^2 \mathfrak{M}$ if and only if
\[
\begin{align*}
v_p(C_0) & \geq v_p(\lambda \eta) = 2 - v_p(\lambda), \\
v_p(C_1) & \geq 1, \\
v_p(\eta \Delta C_0 + (\Sigma_2 + p\lambda \Delta)(C_1 - p\lambda \Delta C_2)) & \geq v_p(\lambda \eta(\Sigma_2 + p\lambda \Delta)).
\end{align*}
\]
For any $m \in \text{Fil}^2 \mathfrak{D}$, we have $m \in \text{Fil}^2 \mathfrak{M}$ if and only if $m \in \mathfrak{V}_0(C_0, C_1, C_2) + \text{Fil}^2 S\mathfrak{M}$ for some $C_0, C_1, C_2 \in E$ with $\mathfrak{V}_0(C_0, C_1, C_2) \in \mathfrak{M}$. Therefore, it is enough to check that $\phi(\mathfrak{V}_0) \in \text{Fil}^2 \mathfrak{M}$ whenever $\mathfrak{V}_0 \in \text{Fil}^2 \mathfrak{M}$.

It is also routine to check, by using our computation of $\phi(E_i)$, that
\[
\phi(\hat{F}_1) = \lambda^2 \eta E_1 - \frac{\lambda \eta[p(\gamma - 1) - (u^p - p)]}{\Sigma_2 + p\lambda \Delta} E_3 - \lambda \eta^2 E_3 - \frac{p \eta \Delta \phi(\gamma)}{(\Sigma_2 + p\lambda \Delta)^2} E_3 - \frac{p \eta \Delta (u^p - p) \phi(\gamma)}{(\Sigma_2 + p\lambda \Delta)^2} E_3
\]
\[
+ \frac{\eta^2 \phi(\gamma)}{\Sigma_2 + p\lambda \Delta} \left( \phi(E_2) + \frac{p \Delta \phi(\gamma) - \phi(E_3)}{\Sigma_2 + p\lambda \Delta} \right);
\]
\[
\phi(\hat{F}_2) = p\lambda E_1 + \frac{p}{\Delta} E_2 - \frac{p^2 \eta(\gamma - 1)}{\Sigma_2 + p\lambda \Delta} E_3 + \frac{p \Delta (\gamma - 1)}{\Sigma_2 + p\lambda \Delta} E_4 + \frac{p \phi(\gamma) + \Sigma_1 - 1}{\Sigma_2 + p\lambda \Delta} E_3
\]
\[
+ \frac{p(1 - \Delta)}{\eta \Delta} E_3 + \frac{p \eta \phi(\gamma)}{\Sigma_2 + p\lambda \Delta} \left( \phi(E_2) + \frac{p \Delta \phi(\gamma) - \phi(E_3)}{\Sigma_2 + p\lambda \Delta} \right)
\]
\[
- \frac{p^2 \eta \phi(\gamma) - \phi(E_3)}{(\Sigma_2 + p\lambda \Delta)^2} E_3 - \frac{p^2 \lambda (1 - \Delta) \phi(\gamma)}{\eta(\Sigma_2 + p\lambda \Delta)} E_3;
\]
\[
\phi(\hat{F}_3) = -\lambda \eta E_2 - \frac{p \lambda \eta \Delta (\gamma - 1)}{\Sigma_2 + p\lambda \Delta} E_3 + \frac{p \lambda^2 \Delta \phi(\gamma)}{\Sigma_2 + p\lambda \Delta} E_3.
\]
We claim that $\phi(\hat{F}_3) \equiv 0$ modulo $pm_E M$, $\phi(\hat{F}_2) \equiv pE_2$ modulo $pm_E M$, and $\phi(\hat{F}_1) \equiv \lambda^2 \eta E_1$ modulo $p^2m_E M$. It is obvious that $\phi(\hat{F}_3) \equiv 0$ modulo $pm_E M$, and it is also easy to check that $\phi(\hat{F}_2) \equiv \frac{p}{E} E_2 + \frac{p(\gamma - 1) - (u^p - p)}{E_2 + p \lambda \Delta} E_3 + \frac{p^2 \eta \Delta}{E_2 + p \lambda \Delta} E_3$ modulo $pm_E M$. Then, by the equation in part (3) of Lemma 4.4, $\phi(\hat{F}_2) \equiv pE_2$ modulo $pm_E M$. Similarly, one can readily check that

$$\phi(\hat{F}_1) \equiv \lambda^2 \eta E_1 - \frac{\lambda \eta^2 [p(\gamma - 1) - (u^p - p)]}{E_2 + p \lambda \Delta} (E_2 + \frac{p \Delta (\gamma - 1)}{E_2 + p \lambda \Delta} E_3)$$

modulo $p^2m_E M$. Since $p(\gamma - 1) \equiv (u^p - p)$ modulo $p^2 S$, we have $\phi(\hat{F}_1) \equiv \lambda^2 \eta E_1$ modulo $p^2m_E M$.

Therefore, we conclude that

$$\phi(\hat{F}_1) \equiv \frac{\lambda C_0}{p^2} E_1 + \frac{C_1}{p} (\gamma - 1) E_2$$

modulo $m_E M$ if the inequalities in (5.11) hold, and so $\phi(\text{Fil}^2 M) \subset p^2 M$.

Corollary 5.6. The mod $p$ reductions of the strongly divisible modules in Proposition 5.5 correspond to the Breuil modules $\mathcal{M}_{[0, \frac{1}{2}]}$ described as follows: there exist a basis $\underline{e} := (E_1, E_2, E_3)$ for $\mathcal{M}_{[0, \frac{1}{2}]}$ and a system of generators $\underline{f} := (f_1, f_2, f_3)$ for $\text{Fil}^2 M$ such that

- $\text{Mat}_{\underline{f}}(\text{Fil}^2 M) = \left( \begin{array}{ccc} u & 0 & 0 \\ 0 & \frac{u(p(\gamma - 1) - (u^p - p))}{E_2 + p \lambda \Delta} & u^2 \\ 0 & 0 & 1 \end{array} \right)$ and

- $\text{Mat}_{\underline{f}}(\phi_2) = \left( \begin{array}{ccc} 0 & 0 & \frac{\lambda^2 \eta}{p^2} \\ -1 & 0 & 0 \\ 0 & 1 & 0 \end{array} \right)$;

- $N$ is induced by $N(E_1) = N(E_2) = N(E_3) = 0$.

Proof. We keep the notation as in the proof of Proposition 5.5 and we let $f'_1 = (u - p)F_2$ mod $(\pi_E, \text{Fil}^p S)M$, $f_2 = (u - p)E_2$ mod $(\pi_E, \text{Fil}^p S)M$, and $f_3 = \hat{F}_1$ mod $(\pi_E, \text{Fil}^p S)M$. By (5.10), one can readily check that $f_2 \equiv u^2 E_2$, $f_3 \equiv E_3$, and $f'_1 \equiv uE_1 - \frac{p \lambda \Delta}{E_2 + p \lambda} u E_2 + \frac{p \lambda \Delta}{E_2 + p \lambda} E_3$ in $\mathcal{M}_{[0, \frac{1}{2}]} = \mathcal{M} / (\pi_E, \text{Fil}^p S)M$ (cf. (1.2)). Let $f_1 = uE_1 - \frac{p \lambda \Delta}{E_2 + p \lambda} u E_2$. Then $f'_1 = f_1 + \frac{p \lambda \Delta}{E_2 + p \lambda} u f_3$. Hence, the matrix $\text{Mat}_{\underline{f}}(\text{Fil}^2 M)$ is immediate from these $f_i$. It is also immediate to get $N$ from (5.9). $\phi_2(f_1) = \phi(f'_1 - \frac{p \lambda \Delta}{E_2 + p \lambda} u f_3) = -E_2 + 0 = -E_2$, and so it is now easy to compute $\text{Mat}_{\underline{f}}(\phi_2)$ by using the results in (5.9) and (5.12).

6. Reduction modulo $p$ of $D_{[\frac{1}{2}, 1]}$

In this section, we construct strongly divisible modules for the modules $D_{[\frac{1}{2}, 1]}$ in Example 3.3 and compute the Breuil modules corresponding to the mod $p$ reductions of these strongly divisible modules. We let $\mathfrak{D}_{[\frac{1}{2}, 1]} := S \otimes_{\mathbf{Z}_p} D_{[\frac{1}{2}, 1]}$. In this section, we write $D$ and $\mathfrak{D}$ for $D_{[\frac{1}{2}, 1]}$ and $\mathfrak{D}_{[\frac{1}{2}, 1]}$ respectively for brevity.
Recall that we assume \( p > 3 \) in this paper so that, in particular, \( \phi(\gamma) \equiv 0 \) modulo \( p^4S \). Since we are concerned only with absolutely irreducible mod \( p \) reductions, we may assume \( \frac{1}{2} \leq v_p(\lambda) < 1 \) (cf. Proposition 6.1).

It is easy to check that

\[
\text{Fil}^1 \mathcal{D} = S_E(e_1 + \mathcal{L}_1 e_2 + \mathcal{L}_2 e_3, e_2) + \text{Fil}^1 S_E \cdot \mathcal{D};
\]

\[
\text{Fil}^2 \mathcal{D} = S_E(e_1 + \mathcal{L}_1 e_2 + \mathcal{L}_2 e_3 + \frac{u-p}{p} e_3) + \text{Fil}^1 S_E(e_2) + \text{Fil}^2 S_E \cdot \mathcal{D}.
\]

(We omit their proofs.) So every element in \( \text{Fil}^2 \mathcal{D} \) is of the form

\[
C_0(e_1 + \mathcal{L}_1 e_2 + \mathcal{L}_2 e_3 + \frac{u-p}{p} e_3) + C_1(u-p)(e_1 + \mathcal{L}_1 e_2 + \mathcal{L}_2 e_3) + C_2(u-p)e_2 + A e_1 + B e_2 + C e_3,
\]

where \( C_0, C_1, C_2 \) are in \( E \) and \( A, B, C \) are in \( \text{Fil}^2 S_E \). We let

\[
\mathcal{X}_1(C_0, C_1, C_2) := C_0(e_1 + \mathcal{L}_1 e_2 + \mathcal{L}_2 e_3 + \frac{u-p}{p} e_3) + (u-p)(C_1(e_1 + \mathcal{L}_1 e_2 + \mathcal{L}_2 e_3) + C_2 e_2).
\]

We divide the area in which the parameters of \( D \) are defined into 3 pieces as follows: for \( \lambda, \eta \in \mathcal{O}_E \) with \( \frac{1}{2} \leq v_p(\lambda) < 1 \) and \( 2v_p(\lambda) + v_p(\eta) = 2 \) and for \( \mathcal{L}_1, \mathcal{L}_2 \in E,

\textbf{H(1,1)}: \ v_p(\mathcal{L}_1 - \eta) \geq 1 \) and \( v_p(1 - \mathcal{L}_2) \geq v_p(\lambda); \)

\textbf{H(1,2)}: \ v_p(\mathcal{L}_1 - \eta) \geq 1 - v_p(\lambda) + v_p(1 - \mathcal{L}_2) \) and \( v_p(1 - \mathcal{L}_2) < v_p(\lambda); \)

\textbf{H(1,3)}: \ v_p(\mathcal{L}_1 - \eta) < 1 \) and

\[
\begin{cases}
    v_p(\mathcal{L}_1 - \eta) \leq 1 - v_p(\lambda) + v_p(1 - \mathcal{L}_2) & \text{if } \frac{1}{2} < v_p(\lambda) < 1, \\
    v_p(\mathcal{L}_1 - \eta) < 1 - v_p(\lambda) + v_p(1 - \mathcal{L}_2) & \text{if } v_p(\lambda) = \frac{1}{2}.
\end{cases}
\]

Note that these three regions cover the whole \( (v_p(1 - \mathcal{L}_2), v_p(\mathcal{L}_1 - \eta)) \)-plane and that if \( v_p(1 - \mathcal{L}_2) < v_p(\lambda) \) and \( \frac{1}{2} < v_p(\lambda) < 1 \), then the conditions \textbf{H(1,2)} and \textbf{H(1,3)} intersect on \( v_p(\mathcal{L}_1 - \eta) = 1 - v_p(\lambda) + v_p(1 - \mathcal{L}_2) \). We construct strongly divisible modules for each case in the following three subsections.

6.1. **On the region \textbf{H(1,1)}.** In this subsection, we construct strongly divisible modules in \( \mathcal{D}_{[\frac{1}{2},1]} \) under the assumption \textbf{H(1,1)} and compute the Breuil modules corresponding to the mod \( p \) reductions of these strongly divisible modules.

**Proposition 6.1.** Keep the assumption \textbf{H(1,1)}. Then \( \mathcal{M}_{[\frac{1}{2},1]} := \mathcal{S}_E(E_1, E_2, E_3) \) is a strongly divisible module in \( \mathcal{D}_{[\frac{1}{2},1]} \) where

\[
E_1 = p e_1 + \frac{\lambda}{\eta}(\eta e_2 + e_3) + (\gamma + \mathcal{L}_2 - 1)e_3 + \frac{\eta(\gamma - 1)}{\lambda}(\eta e_2 + e_3);
\]

\[
E_2 = \frac{\eta}{\lambda}(\eta e_2 + e_3);
\]

\[
E_3 = \lambda e_3.
\]

**Proof.** During the proof, we write \( \mathcal{M} \) for \( \mathcal{M}_{[\frac{1}{2},1]} \) for brevity. It is routine to check that

\[
\phi(E_1) = p\lambda E_1 - \lambda[\mathcal{L}_1 + \eta(\gamma - 1)]E_2 + \frac{\eta[\mathcal{L}_1 + \eta(\phi(\gamma) - 1)]}{p}E_2 - p(\gamma + \mathcal{L}_2 - 1)E_3
\]

\[
+ (\phi(\gamma) + \mathcal{L}_2 - 1)E_3 + \mathcal{L}_1 + \eta(\phi(\gamma) - 1)E_3;
\]

\[
\phi(E_2) = \eta E_2 + \frac{p}{\lambda}E_3;
\]

\[
\phi(E_3) = \lambda E_3,
\]
and
\[ N(E_1) = \frac{p}{\lambda}E_3 - \eta[\gamma + (u - p)^p - 1]E_2 - \frac{p}{\lambda}[\gamma + (u - p)^p - 1]E_3; \]
\[ N(E_2) = N(E_3) = 0. \]

From these computations of \( \phi(E_i) \) and \( N(E_i) \), it is easy to see that for all \( i \in \{1, 2, 3\} \),
\[ \phi(E_i) \equiv 0 \equiv N(E_i) \]
modulo \( m(E) \mathfrak{M} \) under the assumption \( H(1, 1) \). Hence, \( \mathfrak{M} \) is stable under \( \phi \) and \( N \).

Rewriting \( \mathfrak{X}_0(C_0, C_1, C_2) \) in terms of \( E_1, E_2, E_3 \),
\[ \mathfrak{X}_0(C_0, C_1, C_2) \in \mathfrak{Y}_0(C_0, C_1, C_2) + \text{Fil}^p S_E \cdot \mathfrak{D}, \]
where
\[ \mathfrak{Y}_0(C_0, C_1, C_2) := C_0 \left( \frac{1}{p}E_1 - \frac{\mathfrak{L}_1 - \eta}{p^2}E_2 + \frac{\lambda \mathfrak{L}_1}{\eta}E_2 + \frac{1 - \mathfrak{L}_2}{p\lambda}E_3 - \frac{(\mathfrak{L}_1 - \eta)}{\lambda\eta}E_3 - \frac{(1 - \mathfrak{L}_2)}{\lambda}E_3 \right) \\
+ (u - p) \left( \frac{C_1}{p}E_1 + \frac{p\lambda \mathfrak{L}_1 C_1 + p\lambda C_2 - \eta(\mathfrak{L}_1 - \eta)C_1}{p^2\eta}E_2 + \frac{\eta}{W}E_3 \right). \]

Here, we let \( W = p\lambda \eta \) and
\[ V = \eta(C_0 + p\mathfrak{L}_2 C_1) + \eta(1 - \mathfrak{L}_2)C_1 - p(\mathfrak{L}_1 C_1 + C_2). \]

One can readily check that \( \mathfrak{Y}_0(C_0, C_1, C_2) \) can be rewritten as follows:
\[ \mathfrak{Y}_0(C_0, C_1, C_2) = \frac{\eta C_0 - pC_2}{p\lambda\eta} \hat{F}_1 + \frac{\lambda C_2}{\eta} \hat{F}_2 + \frac{C_1}{p}(u - p) \hat{F}_3 \]
where
\[ \hat{F}_1 = \lambda E_1 - \frac{\lambda(\mathfrak{L}_1 - \eta)}{p}E_2 + \frac{\lambda^2 \mathfrak{L}_1}{\eta}E_2 + (1 - \mathfrak{L}_2)E_3 - \frac{p(\mathfrak{L}_1 - \eta)}{\eta}E_3 \\
- p(1 - \mathfrak{L}_2)E_3 + (u - p)E_3; \]
\[ \hat{F}_2 = \frac{p}{\lambda}E_1 - \frac{\mathfrak{L}_1 - \eta}{\lambda}E_2 + \frac{p\mathfrak{L}_1}{\eta}E_2 + \frac{p(1 - \mathfrak{L}_2)}{\lambda^2}E_3 - \frac{p^2(\mathfrak{L}_1 - \eta)}{\lambda^2\eta}E_3 \\
- \frac{p^2(1 - \mathfrak{L}_2)}{\lambda^2}E_3 + (u - p)E_2; \]
\[ \hat{F}_3 = E_1 - \frac{\mathfrak{L}_1 - \eta}{p}E_2 + \frac{\lambda \mathfrak{L}_1}{\eta}E_2 + \frac{1 - \mathfrak{L}_2}{\lambda}E_3 - \frac{p(\mathfrak{L}_1 - \eta)}{\lambda\eta}E_3 - \frac{p(1 - \mathfrak{L}_2)}{\lambda}E_3. \]

It is again easy to check that
\[ \hat{F}_1 \equiv uE_3, \hat{F}_2 \equiv uE_2, \hat{F}_3 \equiv E_1 - \frac{\mathfrak{L}_1 - \eta}{p}E_2 + \frac{1 - \mathfrak{L}_2}{\lambda}E_3 \]
modulo \( m(E) \mathfrak{M} \). Hence, \( \mathfrak{Y}_0(C_0, C_1, C_2) \in \text{Fil}^p \mathfrak{M} \) if and only if
\[ \nu_p (\eta C_0 - pC_2) \geq 1 + \nu_p (\lambda\eta), \nu_p (C_1) \geq 1, \nu_p (C_2) \geq 1 + \nu_p (\eta) - \nu_p (\lambda). \]

For brevity, we often write \( \mathfrak{Y}_0 \) for \( \mathfrak{Y}_0(C_0, C_1, C_2) \). For any \( m \in \text{Fil}^2 \mathfrak{D} \), we have \( m \in \text{Fil}^2 \mathfrak{M} \) if and only if \( m \in \mathfrak{Y}_0(C_0, C_1, C_2) + \text{Fil}^2 S_E \mathfrak{M} \) for some \( C_0, C_1, C_2 \in E \) with \( \mathfrak{Y}_0(C_0, C_1, C_2) \in \mathfrak{M} \). Therefore, it is enough to check that \( \phi(\mathfrak{Y}_0) \in p^2 \mathfrak{M} \) whenever \( \mathfrak{Y}_0 \in \text{Fil}^2 \mathfrak{M} \).
It is also routine to check, from our computation of \( \phi(E_i) \), that
\[
\phi(\hat{F}_i) = p\lambda^2 E_1 - \lambda^2 \eta(\gamma - 1)E_2 + \frac{\lambda \eta^2 \phi(\gamma)}{p} E_2
+ (\lambda + \eta)\phi(\gamma)E_3 + \lambda [(u^p - p) - p(\gamma - 1)]E_3;
\]
\[
\phi(\hat{F}_2) = p^2 E_1 + \frac{\eta^2 \phi(\gamma)}{\lambda} E_2 + \frac{p(\lambda + \eta)\phi(\gamma)}{\lambda^2} E_3 + [(u^p - p) - p(\gamma - 1)](\eta E_2 + \frac{p}{\lambda} E_3);
\]
\[
\phi(\hat{F}_3) = p\lambda E_1 - \lambda \eta (\gamma - 1)E_2 + \frac{\eta^2 \phi(\gamma)}{p} E_2 - p(\gamma - 1)E_3 + \frac{(\lambda + \eta)\phi(\gamma)}{\lambda} E_3,
\]
and so we immediately get
\[
(6.4) \quad \frac{1}{p^2} \phi(2) \equiv \frac{\eta C_0 - pC_2}{p\lambda \eta} \left( \frac{\lambda^2}{p} E_1 - \frac{\lambda \eta}{p^2} (\gamma - 1)E_2 \right) + \frac{\lambda C_2}{p\eta} E_1 - \frac{C_1}{p} (\gamma - 1)^2 E_3
\]
modulo \( \mathfrak{m}_E \mathfrak{M} \) if the inequalities in (6.2) hold. Hence, \( \phi(\text{Fil}^2 \mathcal{M}) \subset p^2 \mathfrak{M} \).

\[\square\]

**Corollary 6.2.** The mod \( p \) reductions of the strongly divisible modules in Proposition 6.1 correspond to the Breuil modules \( \mathcal{M}_{1/2,1} \) described as follows: there exist a basis \( \vec{e} := (E_1, E_2, E_3) \) for \( \mathcal{M}_{1/2,1} \) and a system of generators \( \vec{f} := (f_1, f_2, f_3) \) for \( \text{Fil}^2 \mathcal{M} \) such that

- \( \text{Mat}_{\vec{e}, \vec{f}}(\text{Fil}^2 \mathcal{M}) = \begin{pmatrix} 0 & 0 & u \\ 0 & u & -\frac{2}{p} \left( \frac{\gamma - 1}{p} \right) u \\ u & 0 & -1 \end{pmatrix} \) and
- \( \text{Mat}_{\vec{e}, \vec{f}}(\phi_2) = \begin{pmatrix} \frac{\lambda^2}{p} & 0 & 0 \\ \frac{\lambda \eta}{p^2} & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix} \).

- \( N \) is induced by \( N(E_1) = N(E_2) = N(E_3) = 0 \).

**Proof.** We keep the notation as in the proof of Proposition 6.1 and we let \( f_i = \hat{F}_i \) mod \( (\pi_E, \text{Fil}^p S) \mathfrak{M} \) for \( i = 1, 2 \) and \( f_3 = (u - p)F_3 \) mod \( (\pi_E, \text{Fil}^p S) \mathfrak{M} \). By (6.2), we may let \( f_1 = uE_3, f_2 = uE_2, f_3 = uE_1 - \frac{2}{p} uE_2 + \frac{1 - \gamma}{\lambda^2} uE_3 \) in \( \mathcal{M}_{1/2,1} = \mathfrak{M}/(\pi_E, \text{Fil}^p S) \mathfrak{M} \) (cf. (1.2)), which immediately gives rise to \( \text{Mat}_{\vec{e}, \vec{f}}(\text{Fil}^2 \mathcal{M}) \). It is also immediate to get \( N \) and \( \text{Mat}_{\vec{e}, \vec{f}}(\phi_2) \) from (6.1) and (6.4) respectively. \( \square \)

6.2. **On the region \( H(1, 2) \).** In this subsection, we construct strongly divisible modules in \( \mathcal{D}_{1/2,1} \) under the assumption \( H(1, 2) \) and compute the Breuil modules corresponding to the mod \( p \) reductions of these strongly divisible modules.

We specialize the results in Section 4.1 to
\[
A = 1 - 2, \quad B = \frac{p\lambda}{\eta}, \quad C = \frac{p}{\eta}[(\xi_1 - \eta) - \lambda(1 - \xi_2)], \quad D = \frac{p^2 \lambda}{\eta}.
\]
It is easy to check that these \( A, B, C, D \) with the assumption \( H(1, 2) \) satisfy the conditions \textbf{Hyp} in Section 4.1. We write \( \Delta_{1/2} \) for the limit \( \Delta \) in this case.

Since the results in this subsection heavily rely on Lemma 4.2, we recall the statement specialized to these \( A, B, C, D \) with the assumption \( H(1, 2) \):

\begin{enumerate}
\item \( v_p (1 - \Delta_{1/2}) \geq \min \left\{ 3 [v_p (\lambda) - v_p (1 - \xi_2)], v_p \left( \frac{p}{\eta} [(\xi_1 - \eta) - \lambda(1 - \xi_2)] \right) - 2v_p (1 - \xi_2) \right\} > 0; \)
\end{enumerate}
During the proof, we write $\Delta$ for $\Delta|^\varphi$.

(3) $\Delta$ satisfies the equation

\[
(1 - \mathcal{L}_2)[\eta (1 - \mathcal{L}_2) + p\lambda \Delta]\end{equation}^2 (1 - \Delta) = - p\left(\left(\mathcal{L}_1 - \eta - \lambda (1 - \mathcal{L}_2)\right)[\eta (1 - \mathcal{L}_2) + p\lambda \Delta]\right)^2 + p\lambda \eta \Delta \Delta^2 = 0.
\]

In this subsection, by Lemma 4.2 we always mean this specialized version of the lemma.

**Proposition 6.3.** Keep the assumption $\mathbf{H}(1, 2)$. Then $\mathcal{M}_\frac{1}{2}, 1 := \mathcal{S}_{\mathcal{O}_E}(E_1, E_2, E_3)$ is a strongly divisible module in $\mathcal{D}_{\frac{1}{2}, 1}$ where

\[
E_1 = p\mathcal{E}_1 + \frac{\mathcal{E}_1}{\varphi}(\eta \mathcal{E}_2 + e_3) + (\gamma + \mathcal{L}_2 - 1)e_3 + \frac{\eta^2 (1 - \mathcal{L}_2)(\gamma - 1)}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} (\eta \mathcal{E}_2 + e_3);
\]

\[
E_2 = \frac{\eta (1 - \mathcal{L}_2)}{p\lambda \Delta} (\eta \mathcal{E}_2 + e_3) - \lambda \Delta (\gamma - 1)e_3;
\]

\[
E_3 = \frac{\lambda \eta (1 - \mathcal{L}_2) + p\lambda \Delta}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} e_3.
\]

Note that $\mathcal{S}_{\mathcal{O}_E}(E_1, E_2, E_3) = \mathcal{S}_{\mathcal{O}_E}(E_1, E_2, \frac{(1 - \mathcal{L}_2)}{\gamma} e_3)$ by part (2) of Lemma 1.

**Proof.** During the proof, we write $\Delta$ for $\Delta|^\varphi$ and $\mathcal{M}$ for $\mathcal{M}_\frac{1}{2}, 1$ for brevity. It is routine to check that

\[
\phi(E_1) = p\lambda E_1 - \frac{p^2 (\mathcal{L}_1 [\eta (1 - \mathcal{L}_2) + p\lambda \Delta] + \eta^2 (1 - \mathcal{L}_2)(\gamma - 1))}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta}
\times \left(E_2 + \frac{p\Delta (\gamma - 1)}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} E_3\right) + \frac{p (\mathcal{L}_1 [\eta (1 - \mathcal{L}_2) + p\lambda \Delta] + \eta^2 (1 - \mathcal{L}_2)(\phi (\gamma) - 1))}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta}
\times \left(\phi(E_2) + \frac{p\lambda \Delta (\phi (\gamma) - 1)}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} E_3\right)
\times \frac{p (\phi (\gamma) + \mathcal{L}_2 - 1) - p^2 (\gamma + \mathcal{L}_2 - 1)}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} E_3;
\]

\[
\phi(E_2) = \eta E_2 + E_3 + \frac{p\eta \Delta (\gamma - 1)}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} E_3 - \frac{p\lambda \Delta \phi(\gamma)}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} E_3;
\]

\[
\phi(E_3) = \lambda E_3,
\]

and

\[
N(E_1) = \frac{p^2}{\lambda \eta (1 - \mathcal{L}_2) + p\lambda \Delta} \left(E_3 - [\gamma + (u - p)^{p-1}]ight)
\times \left(\eta E_2 + E_3 + \frac{p\eta \Delta (\gamma - 1)}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} E_3\right);
\]

\[
N(E_2) = \frac{p^2 \Delta [\gamma + (u - p)^{p-1}]}{\eta (1 - \mathcal{L}_2) + p\lambda \Delta} E_3;
\]

\[
N(E_3) = 0.
\]

From these computations of $\phi(E_i)$ and $N(E_i)$, it is easy to check that

\[
\phi(E_1) \equiv \frac{p((\mathcal{L}_1 - \eta - \lambda (1 - \mathcal{L}_2])}{\lambda \eta (1 - \mathcal{L}_2)} E_3, \quad \phi(E_2) \equiv E_3,
\]

\[
\phi(E_3) \equiv N(E_1) \equiv N(E_2) \equiv N(E_3) \equiv 0.
\]
Hence, \( \mathcal{M} \) and \( \mathcal{M} \) modulo \( 5456 \), using parts (1) and (2) of Lemma \ref{Lemma:4.2}. Hence, \( \mathcal{M} \) is stable under \( \phi \) and \( N \).

Rewriting \( X_1(C_0, C_1, C_2) \) in terms of \( E_1, E_2, E_3 \),

\[
X_1(C_0, C_1, C_2) \in \mathcal{Y}_1(C_0, C_1, C_2) + \text{Fil}^0 S_E \cdot \mathfrak{D},
\]

where

\[
\mathcal{Y}_1(C_0, C_1, C_2)
\]

\[
:= C_0 \left( \frac{1}{p} E_1 - \frac{\mathcal{L}_1[\eta(1 - \mathcal{L}_2) + p\lambda\Delta] - \eta^2(1 - \mathcal{L}_2)}{\eta(1 - \mathcal{L}_2)} E_2 \right.
\]

\[
+ \frac{p\mathcal{L}_1}{\eta^2(1 - \mathcal{L}_2)} E_2 + \frac{p\Delta(\mathcal{L}_1[\eta(1 - \mathcal{L}_2) + p\lambda\Delta] - \eta^2(1 - \mathcal{L}_2))}{\eta^2(1 - \mathcal{L}_2)} E_3
\]

\[
- \frac{p\mathcal{L}_1}{\eta(1 - \mathcal{L}_2)\eta^2(1 - \mathcal{L}_2)} E_3 + \frac{1 - \mathcal{L}_2 + p\mathcal{L}_2}{\lambda[\eta(1 - \mathcal{L}_2) + p\lambda\Delta]} E_3
\]

\[
+(u-p) \left( \frac{C_i}{p} E_1 + \frac{p(\mathcal{L}_1 C_1 + C_2)}{\eta^2(1 - \mathcal{L}_2)} E_2 \right.
\]

\[
- \frac{(\mathcal{L}_1[\eta(1 - \mathcal{L}_2) + p\lambda\Delta] - \eta^2(1 - \mathcal{L}_2)) C_1}{\eta(1 - \mathcal{L}_2) + p\lambda\Delta} E_2 + \frac{V}{W} E_3 \right).
\]

Here, we let \( W = \lambda\eta^2(1 - \mathcal{L}_2)[\eta(1 - \mathcal{L}_2) + p\lambda\Delta]^2 \) and

\[
V = \eta^2(1 - \mathcal{L}_2)[\eta(1 - \mathcal{L}_2) + p\lambda\Delta](C_0 + p\mathcal{L}_2 C_1) + \eta^2(1 - \mathcal{L}_2)^2[\eta(1 - \mathcal{L}_2) + p\lambda\Delta] C_1
\]

\[
+ p\eta((\mathcal{L}_1 - \eta)[\eta(1 - \mathcal{L}_2) + p\lambda\Delta] + p\lambda\eta) \Delta C_1 - p[\eta(1 - \mathcal{L}_2) + p\lambda\Delta]^2(\mathcal{L}_1 C_1 + C_2).
\]

One can readily check that

\[
\Delta \cdot V = [\eta(1 - \mathcal{L}_2) + p\lambda\Delta](\eta^2(1 - \mathcal{L}_2) \Delta C_0
\]

\[
+ [\eta(1 - \mathcal{L}_2) + p\lambda\Delta][\eta(1 - \mathcal{L}_2) C_1 - p\Delta C_2]) + X + Y
\]

where

\[
X = -\eta((1 - \mathcal{L}_2)[\eta(1 - \mathcal{L}_2) + p\lambda\Delta]^2(1 - \Delta)
\]

\[
- p((\mathcal{L}_1 - \eta) - \lambda(1 - \mathcal{L}_2)][\eta(1 - \mathcal{L}_2) + p\lambda\Delta] + p\lambda\eta) \Delta^2) C_1
\]

and

\[
Y = p\eta^2\Delta \mathcal{L}_2(1 - \mathcal{L}_2)[\eta(1 - \mathcal{L}_2) + p\lambda\Delta] C_1 - p\Delta \mathcal{L}_1[\eta(1 - \mathcal{L}_2) + p\lambda\Delta]^2 C_1.
\]

It is clear that \( X = 0 \) by part (3) of Lemma \ref{Lemma:4.2}. 

We often write $\mathcal{Y}_1$ for $\mathcal{Y}_1(C_0, C_1, C_2)$ to lighten the notation. Rewriting $C_2$ as a linear combination of $\frac{C_0}{\lambda \eta} + \frac{C_1}{p}$, and $\frac{\eta^2(1 - \xi_2)\Delta C_0 + [\eta(1 - \xi_2) + p\lambda \Delta][\eta(1 - \xi_2)C_1 - p\Delta C_2]}{\lambda \eta^2 \Delta(1 - \xi_2)[\eta(1 - \xi_2) + p\lambda \Delta]}$, one can rewrite $\mathcal{Y}_1(C_0, C_1, C_2)$ as follows:

$$\mathcal{Y}_1 = \frac{C_0}{\lambda \eta} \hat{F}_1 + \frac{C_1}{p} \hat{F}_2 + \frac{\eta^2(1 - \xi_2)\Delta C_0 + [\eta(1 - \xi_2) + p\lambda \Delta][\eta(1 - \xi_2)C_1 - p\Delta C_2]}{\lambda \eta^2 \Delta(1 - \xi_2)[\eta(1 - \xi_2) + p\lambda \Delta]} \hat{F}_3$$

where

$$\hat{F}_2 = E_1 - \frac{p\xi_1[\eta(1 - \xi_2) + p\lambda \Delta] - \eta^2(1 - \xi_2)}{\lambda \eta(1 - \xi_2)[\eta(1 - \xi_2) + p\lambda \Delta]} E_2 + \frac{p E_2}{\eta \Delta}$$

$$+ \frac{p^2 \xi_1}{\lambda \eta^2(1 - \xi_2)} (\lambda E_2 - E_3) + \frac{p^2 \xi_2}{\lambda \eta(1 - \xi_2) + p\lambda \Delta} E_3;$$

$$\hat{F}_1 = \frac{\lambda \eta}{p} \left( \hat{F}_2 - \frac{p}{\eta \Delta} E_2 \right) + \frac{p \Delta(\xi_1[\eta(1 - \xi_2) + p\lambda \Delta] - \eta^2(1 - \xi_2))}{(1 - \xi_2)[\eta(1 - \xi_2) + p\lambda \Delta]^2} E_3$$

$$+ \frac{\eta(1 - \xi_2)}{\eta(1 - \xi_2) + p\lambda \Delta} E_3 + \frac{\lambda \eta(u - p)}{\eta(1 - \xi_2) + p\lambda \Delta} E_2;$$

$$\hat{F}_3 = -\lambda E_2 + E_3.$$

It is easy to check that

$$\left\{ \begin{array}{l} \hat{F}_1 \equiv E_3; \\ \hat{F}_2 \equiv E_1 - \frac{p[\xi_1 - \eta - \lambda(1 - \xi_2)]}{\lambda \eta(1 - \xi_2)} E_2 - \frac{p^2 \xi_1 - \eta}{\lambda \eta^2(1 - \xi_2)} E_3; \\ \hat{F}_3 \equiv E_3 \end{array} \right.$$  \hspace{1cm} (6.6)

modulo $m_\mathcal{M}$. Hence, $\mathcal{Y}_1(C_0, C_1, C_2) \in \text{Fil}^2 \mathcal{M}$ if and only if

$$\left\{ \begin{array}{l} v_p(C_0) \geq v_p(\lambda \eta) = 2 - v_p(\lambda), \\ v_p(C_1) \geq 1, \\ v_p(\eta^2(1 - \xi_2)\Delta C_0 + [\eta(1 - \xi_2) + p\lambda \Delta][\eta(1 - \xi_2)C_1 - p\Delta C_2]) \\ \quad \geq v_p(\lambda \eta^3(1 - \xi_2)^2). \end{array} \right.$$  \hspace{1cm} (6.7)

For any $m \in \text{Fil}^2 \mathcal{D}$, we have $m \in \text{Fil}^2 \mathcal{M}$ if and only if $m \in \mathcal{Y}_1(C_0, C_1, C_2) + \text{Fil}^2 \mathcal{S} \mathcal{M}$ for some $C_0, C_1, C_2 \in E$ with $\mathcal{Y}_1(C_0, C_1, C_2) \in \mathcal{M}$. Therefore, it is enough to check that $\phi(\mathcal{Y}_1) \in \text{Fil}^2 \mathcal{M}$ whenever $\mathcal{Y}_1 \in \text{Fil}^2 \mathcal{M}$. 
It is also routine to check, by using our computation of \( \phi(E_i) \), that
\[
\phi(\hat{F}_2) = p\lambda E_1 - \frac{p^2 \eta(\gamma - 1)}{\eta(1 - \Sigma_2)} E_2 + \frac{p\Delta(\gamma - 1)}{\eta(1 - \Sigma_2)} E_3 + \frac{p\eta \phi(\gamma)}{\eta \Phi(\gamma)} E_3 + \frac{p^2 \Delta (\eta(1 - \Sigma_2) + p\lambda \Delta) + \eta^2 (1 - \Sigma_2)(\phi(\gamma) - 1)(\phi(\gamma) - 1)}{\eta(1 - \Sigma_2)} E_3
\]
\[
+ \frac{p\phi(\gamma) + \Sigma_2 - 1}{\eta(1 - \Sigma_2)} E_3 - \frac{p^2 \Delta \Sigma_2 \phi(\gamma)}{\eta(1 - \Sigma_2)} E_3 + \frac{p}{\eta \Delta} \left( E_2 + \frac{p\Delta(\gamma - 1)}{\eta(1 - \Sigma_2)} E_3 \right)
\]
\[
\phi(\hat{F}_1) = \lambda^2 \eta E_1 - \frac{\lambda \eta^2 (p\gamma - 1 - (u^p - p))}{\eta(1 - \Sigma_2)} E_2 + \frac{p\Delta(\gamma - 1)}{\eta(1 - \Sigma_2)} E_3
\]
\[
+ \frac{\lambda \eta \phi(\gamma)}{\eta(1 - \Sigma_2)} E_3 + \frac{p\phi(\gamma)}{\eta(1 - \Sigma_2)} E_3 - \frac{p\lambda^2 \Delta \Sigma_2 \phi(\gamma)}{\eta(1 - \Sigma_2)} E_3 + \frac{p^2 \Delta \Sigma_2 \phi(\gamma)}{\eta(1 - \Sigma_2)} E_3 - \frac{p\eta \Delta (u^p - p) \phi(\gamma)}{\eta(1 - \Sigma_2)} E_3
\]
\[
\phi(\hat{F}_3) = -\lambda \eta E_2 - \frac{p\lambda \eta \Delta (\gamma - 1)}{\eta(1 - \Sigma_2)} E_3 + \frac{p\lambda^2 \Delta \phi(\gamma)}{\eta(1 - \Sigma_2)} E_3.
\]
We claim that \( \phi(\hat{F}_3) \equiv 0 \) modulo \( pm_E \mathfrak{M} \), \( \phi(\hat{F}_2) \equiv pE_2 \) modulo \( pm_E \mathfrak{M} \), and \( \phi(\hat{F}_1) \equiv \lambda^2 \eta E_1 \) modulo \( p^2 \mathfrak{m}_E \mathfrak{M} \). It is immediate that \( \phi(F_3) \equiv 0 \) modulo \( pm_E \mathfrak{M} \), and it is also easy to check that \( \phi(\hat{F}_2) \equiv \frac{E_2}{\eta(1 - \Sigma_2) + p\lambda \Delta} E_3 + \frac{p\Sigma_2 - 1}{\eta(1 - \Sigma_2) + p\lambda \Delta} E_3 \) modulo \( pm_E \mathfrak{M} \). Then, by part (3) of Lemma 1.3, \( \phi(\hat{F}_2) \equiv pE_2 \) modulo \( pm_E \mathfrak{M} \). Similarly, it is also easy to check that \( \phi(\hat{F}_1) \equiv \lambda^2 \eta E_1 - \frac{\eta^2 (p\gamma - 1 - (u^p - p))}{\eta(1 - \Sigma_2) + p\lambda \Delta} E_2 + \frac{p\Delta(\gamma - 1)}{\eta(1 - \Sigma_2) + p\lambda \Delta} E_3 \) modulo \( p^2 \mathfrak{m}_E \mathfrak{M} \). Since \( p(\gamma - 1) \equiv (u^p - p) \) modulo \( p^2 \), we have \( \phi(\hat{F}_1) \equiv \lambda^2 \eta E_1 \) modulo \( p^2 \mathfrak{m}_E \mathfrak{M} \).
Therefore, we conclude that
\[
\frac{1}{p^2} \phi(\hat{Q})_1 \equiv \frac{\lambda C_0}{p^2} E_1 + (\gamma - 1) \frac{C_1}{p} E_2
\]
modulo \( \mathfrak{m}_E \mathfrak{M} \) if the inequalities in (6.4) hold, and so \( \phi(\text{Fil}^2 \mathfrak{M}) \subset p^2 \mathfrak{M} \).

\[
\text{Corollary 6.4. The mod } p \text{ reductions of the strongly divisible modules in Proposition 6.3 correspond to the Breuil modules } \mathcal{M}_{1,1} \text{ described as follows: there exist a basis } \mathfrak{g} := (E_1, E_2, E_3) \text{ for } \mathcal{M}_{1,1} \text{ and a system of generators } f := (f_1, f_2, f_3) \text{ for}
\]

\( \text{Fil}^2\mathcal{M} \) such that

- \( \text{Mat}_{\lambda}(\text{Fil}^2\mathcal{M}) = \begin{pmatrix} u & 0 & 0 \\ -\frac{\varphi(\eta)}{\lambda \eta(1-\xi_2)} u & u^2 & 0 \\ 0 & 0 & 1 \end{pmatrix} \) and

- \( N \) is induced by \( N(E_1) = N(E_2) = N(E_3) = 0 \).

**Proof.** We keep the notation as in the proof of Proposition 6.3 and we let \( f_1' = (u-p)\hat{F}_2 \mod (\pi_E, \text{Fil}^pS)\mathfrak{M} \), \( f_2 = (u-p)^2E_2 \mod (\pi_E, \text{Fil}^pS)\mathfrak{M} \), and \( f_3 = \hat{F}_1 \mod (\pi_E, \text{Fil}^pS)\mathfrak{M} \). By (6.5), one readily checks that

\[
\begin{align*}
\varphi(E_1 - \eta u E_3, f_2) &= u^2 E_2, \\
\varphi(E_1 - \eta u E_3, f_3) &= E_3 = \varphi(E_1, \varphi(E_2, f_1)) = \varphi(E_1, \varphi(E_2, f_1)).
\end{align*}
\]

Then \( f_1' = uE_1 - \frac{\varphi(\eta) - \lambda(1-\xi_2)}{\lambda \eta(1-\xi_2)} uE_2 - \frac{\varphi(\eta)}{\lambda \eta(1-\xi_2)} uE_3, f_2 = u^2 E_2 \), and \( f_3 = E_3 \) in \( \mathfrak{M}[\frac{1}{\mathfrak{m}}] = \mathfrak{M}/(\pi_E, \text{Fil}^pS)\mathfrak{M} \) (cf. (1.2)). Let \( f_1 = uE_1 - \frac{\varphi(\eta)}{\lambda \eta(1-\xi_2)} uE_3 \), \( f_2 = u^2 E_2 \). The matrix \( \text{Mat}_{\lambda}(\text{Fil}^2\mathcal{M}) \) is immediate from these \( f_1 \). It is also immediate to get \( N \) from (6.5).

Note that \( \varphi(\eta f_3) = 0 \), and so \( \varphi(\eta f_1) = \varphi(\eta f_1' + \frac{\varphi(\eta)}{\lambda \eta(1-\xi_2)} u f_3) = -E_2 + 0 = -E_2 \). It is now easy to check \( \text{Mat}_{\lambda}(\varphi(\eta f_1)) \) by using the results in (6.3) and (6.8). \( \square \)

**6.3. On the region \( H(1, 3) \).** In this subsection, we construct strongly divisible modules in \( \mathfrak{D}[\frac{1}{\mathfrak{m}}] \) under the assumption \( H(1, 3) \) and compute the Breuil modules corresponding to the \( \text{mod } p \) reductions of these strongly divisible modules.

We specialize the results in Section 4.2 to

\[
A = \mathfrak{L}_1, \quad B = -\eta, \quad C = -\lambda(1-\mathfrak{L}_2), \quad D = -p\lambda^2.
\]

It is easy to check that these \( A, B, C, D \) with the assumption \( H(1, 3) \) satisfy the conditions \( \text{Hyp}^\prime \) in Section 4.2. We write \( \Delta_{\lambda, \eta} \) for the limit \( \Delta' \) in this case.

Since the results in this subsection heavily rely on Lemma 4.4, we recall the statement specialized to these \( A, B, C, D \) with the assumption \( H(1, 3) \):

- \( \nu_\lambda(1-\Delta_{\lambda, \eta}) \geq \min \{ \nu_\lambda(1-\mathfrak{L}_2) \}, \nu_\lambda(\mathfrak{L}_1 - \eta), \nu_\lambda(p\lambda^2 - 2\nu_\lambda(\mathfrak{L}_1 - \eta)) \} > 0; \)
- \( \Delta_{\lambda, \eta}^1 - \Delta_{\lambda, \eta}^2 \in 1 + \mathfrak{m}_E; \)
- \( \Delta_{\lambda, \eta} \) satisfies the equation

\[
(\mathfrak{L}_1 - \eta \Delta_{\lambda, \eta})^2 (1 - \Delta_{\lambda, \eta}) + \lambda(1 - \mathfrak{L}_2)(\mathfrak{L}_1 - \eta \Delta_{\lambda, \eta}) + p\lambda \Delta_{\lambda, \eta} \Delta_{\lambda, \eta} = 0.
\]

In this subsection, by Lemma 4.4 we always mean this specialized version of the lemma.

**Proposition 6.5.** Keep the assumption \( H(1, 3) \). Then \( E[\frac{1}{\mathfrak{m}}] := \mathcal{S}_{\mathcal{O}_E}(E_1, E_2, E_3) \) is a strongly divisible module in \( \mathfrak{D}[\frac{1}{\mathfrak{m}}] \) where

\[
\begin{align*}
E_1 &= p\mathfrak{L}_1 \lambda (\eta e_2 + e_3) + (\gamma + \mathfrak{L}_2 - 1)e_3 \\
&\quad + \frac{p\Delta_{\lambda, \eta}(\gamma - 1)}{\lambda(\mathfrak{L}_1 - \eta \Delta_{\lambda, \eta})} (\eta(\mathfrak{L}_1 - \eta \Delta_{\lambda, \eta}) (\eta e_2 + e_3) - \lambda^2(\gamma - 1)e_3) \\
E_2 &= \frac{\eta(\mathfrak{L}_1 - \eta \Delta_{\lambda, \eta})}{p} (\eta e_2 + e_3) - \lambda^2(\gamma - 1)e_3; \\
E_3 &= (\mathfrak{L}_1 - \eta \Delta_{\lambda, \eta}) e_3.
\end{align*}
\]
Note that $S_{C}(E_1, E_2, E_3) = S_{C} (E_1, \frac{\eta E_1 - n_1}{p} (\eta e_2 + e_3), (\Omega_1 - \eta) e_3)$ in this case since $v_p(\lambda^2) \geq 1 > v_p(\Omega_1 - \eta \Delta_{\text{min}}) = v_p(\Omega_1 - \eta)$ by part (2) of Lemma 4.1

Proof. During the proof, we write $\Delta$ for $\Delta_{\text{min}}$ and $\mathfrak{M}$ for $\mathfrak{M}_{\frac{1}{2}, 1}$ for brevity. It is routine to check that

$$
\phi(E_1) = p\lambda E_1 + \frac{p}{\lambda} E_2 - \frac{p^2 [\Omega_1 + \eta \Delta (\gamma - 1)]}{\eta (\Omega_1 - \eta \Delta)} E_3 + E_3 - \frac{p^2 \lambda^2 \Omega_1 (\gamma - 1)}{\eta (\Omega_1 - \eta \Delta)^2} E_3 + \frac{\lambda (\phi(\gamma) + \Omega_2 - 1 - p \Omega_2)}{\Omega_1 - \eta \Delta} E_3 + \frac{p^2 \Delta (\phi(\gamma) - 1)}{(\Omega_1 - \eta \Delta)^2} E_3 + \frac{p \lambda \phi(\gamma)}{\lambda (\Omega_1 - \eta \Delta)} \phi(E_2); \\
\phi(E_2) = \eta E_2 + \frac{\lambda \eta}{p} E_3 + \frac{\lambda^2 (\lambda - \eta)}{\Omega_1 - \eta \Delta} E_3 + \frac{\lambda^2 (\eta \gamma - \lambda \phi(\gamma))}{\Omega_1 - \eta \Delta} E_3; \\
\phi(E_3) = \lambda E_3,
$$

and

$$
\begin{align*}
N(E_1) &= \frac{p}{\Omega_1 - \eta \Delta} \left[ E_3 - [\gamma + (u - p)^{p-1}] \left( \frac{p \Delta}{\lambda} E_2 + E_3 - \frac{p \lambda \Delta (\gamma - 1)}{\Omega_1 - \eta \Delta} E_3 \right) \right]; \\
N(E_2) &= \frac{p \lambda^2 \gamma + (u - p)^{p-1}}{\Omega_1 - \eta \Delta} E_3; \\
N(E_3) &= 0.
\end{align*}
$$

From these computations of $\phi(E_i)$ and $N(E_i)$, it is easy to check that (6.9) $\phi(E_1) \equiv E_3$ and $\phi(E_2) \equiv \phi(E_3) \equiv N(E_1) \equiv N(E_2) \equiv N(E_3) \equiv 0$ modulo $\mathfrak{m}_E \mathfrak{M}$, under the assumption $H(1, 3)$, using parts (1) and (2) of Lemma 4.1. Hence, $\mathfrak{M}$ is stable under $\phi$ and $N$.

We often write $\mathfrak{P}_1$ for $\mathfrak{P}_1(C_0, C_1, C_2)$ to lighten the notation. Rewriting $\mathfrak{X}_1(C_0, C_1, C_2)$ in terms of $E_1, E_2, E_3$,

$$
\mathfrak{X}_1(C_0, C_1, C_2) \subset \mathfrak{P}_1(C_0, C_1, C_2) + \text{Fil}^p S_E \cdot \mathfrak{D},
$$

where

$$
\mathfrak{P}_1 := C_0 \left( \frac{1}{p} E_1 - \frac{1}{\lambda \eta} E_2 + \frac{p \Omega_1}{\eta^2 (\Omega_1 - \eta \Delta)} E_2 + \frac{\lambda \Omega_1}{\eta (\Omega_1 - \eta \Delta)^2} E_3 + \frac{1 - \Omega_2}{p (\Omega_1 - \eta \Delta)} E_3 \right) \left( \frac{p \lambda^2 \Omega_1}{\eta^2 (\Omega_1 - \eta \Delta)^2} E_3 - \frac{\Omega_1 - \eta + \eta (1 - \Omega_2)}{\eta (\Omega_1 - \eta \Delta)} E_3 \right) \\
+ (u - p) \left( \frac{C_1}{p} E_1 + \frac{p \lambda \Omega_1 C_1 + C_2 - \eta (\Omega_1 - \eta \Delta) C_1}{\lambda \eta^2 (\Omega_1 - \eta \Delta)} E_2 + \frac{p^2 \Delta (\Omega_1 C_1 + C_2) - p \eta (\Omega_1 - \eta \Delta)(\Omega_1 C_1 + C_2)}{\lambda \eta^2 (\Omega_1 - \eta \Delta)} E_3 \right).
$$

Here, we let $W = p \eta^2 (\Omega_1 - \eta \Delta)^2$ and

$$
V = \eta^2 (\Omega_1 - \eta \Delta) (C_0 + p \Omega_2 C_1) + p \lambda \eta \Omega_1 C_1 + \eta^2 (1 - \Omega_2)(\Omega_1 - \eta \Delta) C_1 \left( 1 - p^2 \lambda^2 (\Omega_1 C_1 + C_2) - p \eta (\Omega_1 - \eta \Delta)(\Omega_1 C_1 + C_2) \right).
$$

One can readily check that

$$
\lambda \Delta \cdot V = \lambda \eta (\Omega_1 - \eta \Delta)(\eta \Delta C_0 - p C_2) \\
+ [\eta (\Omega_1 - \eta \Delta)(1 - \Delta) - p \lambda^2 \Delta][p \lambda C_2 - \eta (\Omega_1 - \eta \Delta) C_1] + X + Y
$$

where

$$
X = \eta^2 ((\Omega_1 - \eta \Delta)^2 (1 - \Delta) + \lambda [(1 - \Omega_2)(\Omega_1 - \eta \Delta) + p \lambda \Delta] \Delta) C_1
$$

and
\[ Y = \lambda \Delta [p \eta^2 \mathcal{L}_2 (\mathcal{L}_1 - \eta \Delta) - p^2 \lambda^2 \mathcal{L}_1 - p \eta \mathcal{L}_1 (\mathcal{L}_1 - \eta \Delta)] C_1. \]

It is clear that \( X = 0 \) by part (3) of Lemma 4.4.

Rewriting \( C_1 \) as a linear combination of \( \frac{C_0}{\lambda \eta}, \frac{\eta (\mathcal{L}_1 - \eta \Delta) C_1 - p \lambda C_2}{\eta^2 (\mathcal{L}_1 - \eta \Delta)}, \) and \( \frac{\eta \Delta C_0 - p C_2}{p \eta \Delta (\mathcal{L}_1 - \eta \Delta)}, \) one can rewrite \( \mathcal{Y}_1 (C_0, C_1, C_2) \) as follows:
\[
\begin{align*}
\mathcal{Y}_1 &= \frac{C_0}{\lambda \eta} \hat{F}_1 + (u - p) \left( \frac{\eta (\mathcal{L}_1 - \eta \Delta) C_1 - p \lambda C_2}{\eta^2 (\mathcal{L}_1 - \eta \Delta)} \hat{F}_2 + \frac{\eta \Delta C_0 - p C_2}{p \eta \Delta (\mathcal{L}_1 - \eta \Delta)} \hat{F}_3 \right)
\end{align*}
\]
where
\[
\hat{F}_3 = E_3 - \lambda \Delta \left( E_1 + \frac{p^2 \mathcal{L}_1}{\eta^2 (\mathcal{L}_1 - \eta \Delta)} E_2 + \frac{p \eta^2 \mathcal{L}_2 (\mathcal{L}_1 - \eta \Delta) - p^2 \lambda^2 \mathcal{L}_1 - p \eta \mathcal{L}_1 (\mathcal{L}_1 - \eta \Delta)}{\eta^2 (\mathcal{L}_1 - \eta \Delta)^2} E_3 \right);
\]
\[
\hat{F}_2 = -\frac{\eta}{p \Delta} \hat{F}_3 - E_2 + \frac{\eta}{p} E_3 + \frac{\lambda^2}{\mathcal{L}_1 - \eta \Delta} E_3;
\]
\[
\hat{F}_1 = \frac{\eta}{p \Delta} (E_3 - \hat{F}_3) - E_2 + \frac{\lambda^2 \mathcal{L}_1}{(\mathcal{L}_1 - \eta \Delta)^2} E_3 + \frac{\lambda \eta (1 - \mathcal{L}_2)}{p (\mathcal{L}_1 - \eta \Delta)} E_3 + \frac{\lambda \eta (u - p)}{p (\mathcal{L}_1 - \eta \Delta)} (E_3 - \hat{F}_3).
\]

It is easy to check that
\[
\begin{align*}
\hat{F}_1 &\equiv -E_2 + \frac{\lambda \eta (1 - \mathcal{L}_2)}{p (\mathcal{L}_1 - \eta \Delta)} E_3; \\
\hat{F}_2 &\equiv -E_2 - \frac{\eta (1 - \Delta)}{p} E_3 \equiv -E_2 + \frac{\lambda \eta (1 - \mathcal{L}_2)}{p (\mathcal{L}_1 - \eta \Delta)} E_3; \\
\hat{F}_3 &\equiv E_3
\end{align*}
\]
modulo \( m_E \mathfrak{M} \). (Note that the second congruence for \( \hat{F}_2 \) is due to part (3) of Lemma 4.4. In fact, one can readily show that \( \hat{F}_1 = \hat{F}_2 + \frac{\lambda \eta}{p (\mathcal{L}_1 - \eta \Delta)} (u - p) (E_3 - \hat{F}_3) \) by part (3) of Lemma 4.4 again.) Hence, \( \mathcal{Y}_1 (C_0, C_1, C_2) \in \text{Fil}^2 \mathfrak{M} \) if and only if
\[
\begin{align*}
v_p (C_0) &\geq v_p (\lambda \eta) = 2 - v_p (\lambda), \\
v_p (\eta (\mathcal{L}_1 - \eta \Delta) C_1 - p \lambda C_2) &\geq v_p (\lambda \eta^2 (\mathcal{L}_1 - \eta \Delta)), \\
v_p (p \eta \Delta C_0 - p C_2) &\geq v_p (p \eta (\mathcal{L}_1 - \eta \Delta)).
\end{align*}
\]

For any \( m \in \text{Fil}^2 \mathfrak{D} \), we have \( m \in \text{Fil}^2 \mathfrak{M} \) if and only if \( m \in \mathcal{Y}_1 (C_0, C_1, C_2) + \text{Fil}^2 \mathfrak{M} \) for some \( C_0, C_1, C_2 \in E \) with \( \mathcal{Y}_1 (C_0, C_1, C_2) \in \mathfrak{M} \). Therefore, it is enough to check that \( \phi (\mathcal{Y}_1) \in p^2 \mathfrak{M} \) whenever \( \mathcal{Y}_1 \in \text{Fil}^2 \mathfrak{M} \).
It is also routine to check, by using our computation of \( \phi(E_i) \), that

\[
\phi(\hat{F}_3) = -p\lambda^2 \Delta E_1 - p \Delta E_2 + \frac{p^2 \lambda \Delta^2 (\gamma - 1)}{\xi_1 - \eta \Delta} E_2 - \lambda \Delta E_3 - \frac{\lambda^2 \Delta (\phi(\gamma) + \Sigma_2 - 1)}{\xi_1 - \eta \Delta} E_3
\]

\[-\frac{p \lambda^2 \Delta^2 (\phi(\gamma) - 1)}{(\xi_1 - \eta \Delta)} E_3 - \frac{p^2 \lambda^2 \Delta (\phi(\gamma) + \lambda E_3 + \frac{p^2 \lambda^4 \Delta \Sigma_1 \phi(\gamma)}{\eta \xi_1 - \eta \Delta} E_3;}
\]

\[
\phi(\hat{F}_2) = \lambda^2 \eta E_1 - \frac{p \lambda \eta \Delta (\gamma - 1)}{\xi_1 - \eta \Delta} E_2 + \frac{\lambda^2 \eta (\phi(\gamma) + \Sigma_2 - 1)}{p(\xi_1 - \eta \Delta)} E_3 + \frac{\lambda^3 \eta \Delta (\phi(\gamma) - 1)}{(\xi_1 - \eta \Delta)^2} E_3
\]

\[+ \frac{\eta \Delta \phi(\gamma)}{\xi_1 - \eta \Delta} \phi(E_2) - \frac{\lambda \eta (1 - \Delta)}{p \Delta} E_3 - \frac{p \lambda^4 \Sigma_1 \phi(\gamma)}{\eta (\xi_1 - \eta \Delta)^2} E_3
\]

\[-\frac{\lambda \eta (\phi(\gamma) - 1)}{\xi_1 - \eta \Delta} E_3 + \frac{\lambda^3 \phi(\gamma)}{\xi_1 - \eta \Delta} E_3,
\]

and we have

\[
\phi(\hat{F}_1) = \phi(\hat{F}_2) + \frac{\lambda \eta (u^p - \gamma)}{p(\xi_1 - \eta \Delta)} \left( \lambda E_3 - \phi(\hat{F}_3) \right).
\]

We claim that \( \phi(\hat{F}_3) \equiv -p E_2 \) modulo \( p m_\mathbb{E} \mathcal{M} \), \( \phi(\hat{F}_2) \equiv 0 \) modulo \( p m_\mathbb{E} \mathcal{M} \), and \( \phi(\hat{F}_1) \equiv \lambda^2 \eta E_1 \) modulo \( p^2 m_\mathbb{E} \mathcal{M} \). It is easy to check that \( \phi(\hat{F}_3) \equiv -p E_2 + \lambda (1 - \Delta) E_3 - \frac{\lambda^2 \Delta (\Sigma_2 - 1)}{\xi_1 - \eta \Delta} E_3 + \frac{\lambda^4 \Delta^2}{(\xi_1 - \eta \Delta)^2} E_3 \) modulo \( p m_\mathbb{E} \mathcal{M} \) by using parts (1) and (2) of Lemma 4.4. Now it is immediate that \( \phi(\hat{F}_3) \equiv -p E_2 \) modulo \( p m_\mathbb{E} \mathcal{M} \) by part (3) of Lemma 4.4. By the same argument, one can check that \( \phi(\hat{F}_2) \equiv 0 \) modulo \( p m_\mathbb{E} \mathcal{M} \). For \( \phi(\hat{F}_1) \), one can readily check that \( \phi(\hat{F}_1) \equiv \lambda^2 \eta E_1 + \frac{\lambda \eta \Delta}{(\xi_1 - \eta \Delta)} [(u^p - p) - (\gamma - 1)] E_2 + \frac{\lambda \eta \Delta}{p(\xi_1 - \eta \Delta)} [(u^p - p) - (\gamma - 1)] E_3 + \frac{(\lambda^2 \eta \Delta (\Sigma_2 - 1)}{p(\xi_1 - \eta \Delta)^2} E_3 + \frac{\lambda^4 \Delta^2}{(\xi_1 - \eta \Delta)^2} E_3 \) modulo \( p^2 m_\mathbb{E} \mathcal{M} \). By part (3) of Lemma 4.4 again, \( \phi(\hat{F}_1) \equiv \lambda^2 \eta E_1 + \frac{\lambda \eta \Delta}{(\xi_1 - \eta \Delta)} [(u^p - p) - (\gamma - 1)] E_2 + \frac{\lambda \eta \Delta}{p(\xi_1 - \eta \Delta)} [(u^p - p) - (\gamma - 1)] E_3 \) modulo \( p^2 m_\mathbb{E} \mathcal{M} \), and then, by using \( p(\gamma - 1) \equiv (u^p - p) \) modulo \( p^2 \mathbb{S} \), we have \( \phi(\hat{F}_1) \equiv \lambda^2 \eta E_1 \) modulo \( p^2 m_\mathbb{E} \mathcal{M} \).

Therefore, we conclude that

\[
\frac{1}{p^2} \phi(\mathbb{Q}_2) = \frac{\lambda C_0}{p^2} E_1 - \frac{\eta \Delta C_0}{p \eta \Delta (\xi_1 - \eta \Delta)} E_2
\]

modulo \( m_\mathbb{E} \mathcal{M} \) if the inequalities in (6.11) hold, and so \( \phi(\text{Fil}^2 \mathcal{M}) \subset p^2 \mathbb{M} \).

\[\square\]

**Corollary 6.6.** The mod \( p \) reductions of the strongly divisible modules in Proposition 6.5 correspond to the Borel modules \( \mathcal{M}_{[2,1]} \) described as follows: there exist a basis \( \mathfrak{e} := (E_1, E_2, E_3) \) for \( \mathcal{M}_{[2,1]} \) and a system of generators \( f := (f_1, f_2, f_3) \) for \( \text{Fil}^2 \mathcal{M} \) such that

- \( \text{Mat}_{\mathbb{E}_\mathcal{L}}(\text{Fil}^2 \mathcal{M}) = \begin{pmatrix} u^2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & -\frac{\lambda \eta (1 - \Sigma_2)}{p(\xi_1 - \eta \Delta)} & u \end{pmatrix} \) and

- \( \text{Mat}_{\mathbb{E}_\mathcal{L}}(\phi_2) = \begin{pmatrix} 0 & -\frac{\lambda \eta}{p^2} & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} ; \)

- \( N \) is induced by \( N(E_1) = N(E_2) = N(E_3) = 0 \).


Proof. We keep the notation as in the proof of Proposition 6.5 and we let $f_1 = (u - p)^2 E_1 \bmod (\pi_E, \text{Fil}^p S)\mathcal{M}$, $f_2 = -F_1 \bmod (\pi_E, \text{Fil}^p S)\mathcal{M}$, and $f_3 = (u - p)F_3 \bmod (\pi_E, \text{Fil}^p S)\mathcal{M}$. By (6.10), we may let $f_1 = u^2 E_1$, $f_2 = E_2 - \frac{\lambda\eta(1 - pE)}{P(\lambda_1 - \eta)} E_3$, and $f_3 = uE_3$ in $\mathcal{M}_{[\frac{1}{2}, \frac{3}{2}]} = \mathcal{M}/(\pi_E, \text{Fil}^p S)\mathcal{M}$ (cf. (1.2)). The matrix $\text{Mat}_{\frac{1}{2}, \frac{3}{2}}(\pi^2, \mathcal{M})$ is immediate from these $f_i$. It is also immediate to get $N$ from (6.9). One can also readily compute $\text{Mat}_{\frac{1}{2}, \frac{3}{2}}(\phi_2)$ by using the results in (6.9) and (6.12). \qed

7. Main results

In this section, we state and prove the main results in this paper. We determine which of the representations has an absolutely irreducible mod $p$ reduction (cf. Theorems 7.1 and 7.2). We also find out which irreducible representations arise as mod $p$ reductions of semi-stable representations of $G_{\mathbb{Q}_p}$ in Hodge–Tate weights $(0, 1, 2)$ (cf. Theorem 7.3).

Recall that we denote by $\mathcal{M}_{[0, \frac{1}{2}]}$ (resp., by $\mathcal{M}_{[\frac{1}{2}, 1]}$) the Breuil modules corresponding to the mod $p$ reductions of strongly divisible modules $\mathcal{M}_{[0, \frac{1}{2}]}$ (resp., of strongly divisible modules $\mathcal{M}_{[\frac{1}{2}, 1]}$) constructed in Section 5 (resp., in Section 6).

**Theorem 7.1.** Let $p > 3$ be a prime number, and assume that $0 < v_p(\lambda) \leq \frac{1}{2}$ and $2v_p(\lambda) + v_p(\eta) = 2$. Then the reductions modulo $p$ of the semi-stable representations $V_{\text{st}}(D_{[0, \frac{1}{2}]}(G_{\mathbb{Q}_p})$ are absolutely irreducible if and only if either one of the following holds:

1. $v_p((\mathcal{L}_2 + p\lambda) - \eta(\mathcal{L}_1 - 1)) > v_p(p(\mathcal{L}_1 - 1))$ and $v_p(\mathcal{L}_1 - 1) < 1 - v_p(\lambda)$, in which case
   $$\mathcal{M}_{[0, \frac{1}{2}]} \simeq \mathcal{M}(s, 1, 1, -\frac{\lambda^2\eta}{p^2});$$

2. $v_p(\mathcal{L}_2 + p\lambda) < v_p(p(\mathcal{L}_1 - 1))$ and $v_p(\mathcal{L}_2 + p\lambda) < v_p(\lambda\eta)$, in which case
   $$\mathcal{M}_{[0, \frac{1}{2}]} \simeq \mathcal{M}(s^2, 1, -1, -\frac{\lambda^2\eta}{p^2}).$$

Proof. One can readily check that the Breuil modules in Corollary 5.2 can be expressed in the form of those in Proposition 2.7 by change of basis so that they are non-simple. If $v_p((\mathcal{L}_2 + p\lambda) - \eta(\mathcal{L}_1 - 1)) > v_p(p(\mathcal{L}_1 - 1))$, then $\frac{(\mathcal{L}_2 + p\lambda) - \eta(\mathcal{L}_1 - 1)}{p(\mathcal{L}_1 - 1)} = 0$ in $\mathbb{F}$. Hence, the Breuil modules in Corollary 5.2 are simple if and only if $v_p((\mathcal{L}_2 + p\lambda) - \eta(\mathcal{L}_1 - 1)) > v_p(p(\mathcal{L}_1 - 1))$ and $v_p(\mathcal{L}_1 - 1) < 1 - v_p(\lambda)$, by Propositions 2.5 and 2.10. Similarly, if $v_p(\mathcal{L}_2 + p\lambda) < v_p(p(\mathcal{L}_1 - 1))$, then $\frac{p(\mathcal{L}_1 - 1)}{\mathcal{L}_2 + p\lambda} = 0$ in $\mathbb{F}$. Hence, the Breuil modules in Corollary 5.6 are simple if and only if $v_p(\mathcal{L}_2 + p\lambda) < v_p(p(\mathcal{L}_1 - 1))$ and $v_p(\mathcal{L}_2 + p\lambda) < v_p(\lambda\eta)$. \qed

By Proposition 3.2, the reductions modulo $p$ of the representations corresponding to $D_{[0, \frac{1}{2}]}$ when $v_p(\lambda) = \frac{1}{2}$ and $\mathcal{L}_2 = 0$ are reducible. This is consistent with the results in Theorem 7.1.

**Theorem 7.2.** Let $p > 3$ be a prime number, and assume that $\frac{1}{2} \leq v_p(\lambda) < 1$ and $2v_p(\lambda) + v_p(\eta) = 2$. Then the reductions modulo $p$ of the semi-stable representations
Theorem 7.2 holds.

Theorem 7.2 in terms of the identification in Proposition 3.5 (as it should be due to Proposition 3.4).

Let \( \lambda, \eta \) be a prime number. If \( \bar{\rho} : G_{\mathbb{Q}_p} \to \text{GL}_3(\overline{\mathbb{F}}_p) \) is isomorphic to either

\[
M(\lambda) \otimes M(\eta, \mathcal{L}_1, \mathcal{L}_2)
\]

where \( \mathcal{L}_1, \mathcal{L}_2 \) are absolutely irreducible if and only if either one of the following holds:

1. \( v_p(\rho(\mathcal{L}_1 - \eta) - \lambda(1 - \mathcal{L}_2)) > v_p(\lambda(\mathcal{L}_1 - \eta)) \) and \( v_p(1 - \mathcal{L}_2) < v_p(\lambda) \), in which case

\[
M_{[\frac{1}{2}, 1]} \simeq M(s^2, 1, -1, \frac{\lambda^2 \eta}{p^2});
\]

2. \( v_p(\lambda(\mathcal{L}_1 - \eta)) < v_p(p(1 - \mathcal{L}_2)) \) and \( v_p(\mathcal{L}_1 - \eta) < 1 \), in which case

\[
M_{[\frac{1}{2}, 1]} \simeq M(s, 1, 1, -\frac{\lambda^2 \eta}{p^2}).
\]

Proof. Use the Breuil modules in Section 6. The same argument as in the proof of Theorem 7.1 works. \( \square \)

By Proposition 3.4, the reductions modulo \( p \) of the representations corresponding to \( D_{[\frac{1}{2}, 1]} \) when \( v_p(\lambda) = \frac{1}{2} \) and \( \mathcal{L}_1 = 0 \) are reducible. This is consistent with the results in Theorem 7.2.

Theorem 7.3. Let \( p > 3 \) be a prime number. If \( \bar{\rho} : G_{\mathbb{Q}_p} \to \text{GL}_3(\overline{\mathbb{F}}_p) \) is an irreducible mod \( p \) reduction of a semi-stable and non-crystalline representation with Hodge–Tate weights \((0, 1, 2)\) then \( \bar{\rho}|_{G_{\mathbb{Q}_p}} \) is isomorphic to either

\[
\omega_3^{2p+1} \oplus \omega_3^{2p^2} \oplus \omega_3^{2p^2} \quad \text{or} \quad \omega_3^{p+2} \oplus \omega_3^{p+2} \oplus \omega_3^{1+2p^2}
\]

where \( \omega_3 \) is the fundamental character of level 3.

Proof. Our computation of Breuil modules says that the Breuil modules in Example 2.1 are exactly the simple Breuil modules that occur as irreducible mod \( p \) reductions of the semi-stable non-crystalline representations of \( G_{\mathbb{Q}_p} \) with Hodge–Tate weights \((0, 1, 2)\) (cf. Theorems 7.1 and 7.2). So it is immediate from Proposition 3.4.

Remark 7.4. We also check that our results in Theorems 7.1 and 7.2 are consistent with the identification in Proposition 3.5. More precisely, we prove that if \( v_p(\lambda) = \frac{1}{2} \), then condition (1) (resp., (2)) in Theorem 7.1 is equivalent to (2) (resp., (1)) in Theorem 7.2 in terms of the identification in Proposition 3.5.

Indeed, we let \( D_{[0, \frac{1}{2}]} = D_{[\frac{1}{2}, 1]}(\lambda, \eta, \mathcal{L}_1, \mathcal{L}_2) \) and \( D_{[\frac{1}{2}, 1]}(\lambda, \eta, \mathcal{L}_1', \mathcal{L}_2') \) and assume that \( v_p(\lambda) = \frac{1}{2} \). Then, condition (1) in Theorem 7.1 holds if and only if

\[
v_p(\mathcal{L}_2 - \eta(\mathcal{L}_1 - 1)) > v_p(p(\mathcal{L}_1 - 1)) \quad \text{and} \quad v_p(\mathcal{L}_1 - 1) < v_p(\lambda),
\]

if and only if \( v_p(p(\mathcal{L}_2 - (\eta - \lambda)(\mathcal{L}_1 - 1))) > v_p(p(\lambda - \eta)(\mathcal{L}_1 - 1)) \) and \( v_p((\lambda - \eta)(\mathcal{L}_1 - 1)) < 1 \), if and only if \( v_p(p(\lambda(\mathcal{L}_1(\mathcal{L}_1 - 1))) > v_p(p(\lambda - \eta)(\mathcal{L}_1 - 1)) \) and \( v_p((\lambda - \eta)(\mathcal{L}_1 - 1)) < 1 \) (by the identification in Proposition 3.5), if and only if \( v_p(\lambda(\mathcal{L}_1(\mathcal{L}_1 - 1))) > v_p(\mathcal{L}_1' \mathcal{L}_2' - 1) < 1 \), if and only if condition (2) in Theorem 7.2 holds.

Similarly, condition (1) in Theorem 7.2 holds if and only if \( v_p(p(\lambda(\mathcal{L}_1 - 1))) > v_p(p(\lambda(\mathcal{L}_1 - 1))) \) and \( v_p(1 - \mathcal{L}_2) < v_p(\lambda) \), if and only if \( v_p(p(\mathcal{L}_1(\mathcal{L}_1 - 1))) > v_p(p(\lambda(\mathcal{L}_1(\mathcal{L}_1 - 1))) \) and \( v_p((\lambda - \eta)(\mathcal{L}_1 - 1)) < 1 \), if and only if \( v_p(p(\lambda(\mathcal{L}_1(\mathcal{L}_1 - 1))) > v_p(p(\lambda(\mathcal{L}_1(\mathcal{L}_1 - 1))) \) and \( v_p((\lambda - \eta)(\mathcal{L}_1 - 1)) < 1 \) (by the identification in Proposition 3.5), if and only if condition (2) in Theorem 7.2 holds.
Moreover, if \( v_p(\lambda) = \frac{1}{2} \), then the images of the strongly divisible modules in Subsection 5.2 (resp., in Subsection 5.3) under the isomorphism (3.1) are homothetic to the strongly divisible modules in Subsection 6.3 (resp., in Subsection 6.2), provided that condition (1) (resp., condition (2)) in Theorem 7.1 and condition (2) (resp., condition (1)) in Theorem 7.2 hold, in terms of the identification in Proposition 3.5, since a \( p \)-adic representation whose mod \( p \) reduction is absolutely irreducible has a unique Galois stable lattice up to homothety.
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