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#### Abstract

We investigate the question of how well points on a nondegenerate $k$-dimensional submanifold $M \subseteq \mathbb{R}^{d}$ can be approximated by rationals also lying on $M$, establishing an upper bound on the "intrinsic Dirichlet exponent" for $M$. We show that relative to this exponent, the set of badly intrinsically approximable points is of full dimension and the set of very well intrinsically approximable points is of zero measure. Our bound on the intrinsic Dirichlet exponent is phrased in terms of an explicit function of $k$ and $d$ which does not seem to have appeared in the literature previously. It is shown to be optimal for several particular cases. The requirement that the rationals lie on $M$ distinguishes this question from the more common context of (ambient) Diophantine approximation on manifolds, and necessitates the development of new techniques. Our main tool is an analogue of the simplex lemma for rationals lying on $M$ which provides new insights on the local distribution of rational points on nondegenerate manifolds.


## 1. Introduction and motivation

In its classical form, the field of Diophantine approximation addresses questions regarding how well points $\mathbf{x} \in \mathbb{R}^{d}$ can be approximated by rational points, where the quality $\|\mathbf{x}-\mathbf{r}\|$ of a rational approximation $\mathbf{r} \in \mathbb{Q}^{d}$ is compared with the size of the denominator of $\mathbf{r}$. The most fundamental theorem in the field is Dirichlet's theorem, dating back to 1842 , which establishes a rate of approximation which holds for every point 1 The full significance of this result was realized two years later when Liouville established that certain real numbers, namely quadratic irrationals, do not admit a better rate of approximation. Liouville's result was later generalized to higher dimensions by Perron [27]; together, these results show that Dirichlet's theorem is optimal in every dimension, in a sense to be made rigorous below.

Questions related to Diophantine approximation can be asked in a much broader context. Consider a closed subset $M$ of a complete metric space ( $X$, dist), a countable subset $\mathcal{Q} \subseteq X$ and a height function $H: \mathcal{Q} \rightarrow(0, \infty)$. Modifying the terminology recently introduced in [13, we will refer to such a collection as a Diophantine triple, and denote it by $(M, \mathcal{Q}, H)$. Given such a triple, we can then look for a function $\psi:(0, \infty) \rightarrow(0, \infty)$ such that for every $\mathbf{x} \in M$, there exists a constant $C_{\mathbf{x}}$

[^0]and a sequence $\mathbf{r}_{n} \in \mathcal{Q}(n \in \mathbb{N})$ satisfying
$$
\mathbf{r}_{n} \rightarrow \mathbf{x} \quad \text { and } \quad \operatorname{dist}\left(\mathbf{x}, \mathbf{r}_{n}\right) \leq C_{\mathbf{x}} \psi\left(H\left(\mathbf{r}_{n}\right)\right) \text { for all } n
$$

We will call such a function $\psi$ a Dirichlet function for approximation of points in $M$ by $\mathcal{Q}$. (Note that $M$ has to be contained in the closure of $\mathcal{Q}$ in order for a Dirichlet function to exist.) Using this terminology, and defining the height $H: \mathbb{Q}^{d} \rightarrow(0, \infty)$ as $H(\mathbf{p} / q):=q$, where $\mathbf{p} \in \mathbb{Z}^{d}$ and $q \in \mathbb{N}$ are chosen so that $\mathbf{p} / q$ is in reduced form, it follows from Dirichlet's theorem that

$$
\begin{equation*}
\psi_{1+1 / d} \text { is a Dirichlet function for the triple }\left(\mathbb{R}^{d}, \mathbb{Q}^{d}, H\right), \tag{1.1}
\end{equation*}
$$

where here and hereafter we write

$$
\begin{equation*}
\psi_{c}(t):=1 / t^{c} \tag{1.2}
\end{equation*}
$$

and use the max norm to define distance on $\mathbb{R}^{d}$. Once a Dirichlet function has been identified, a natural question is whether it is optimal in the following sense. Call a Dirichlet function $\psi$ optimal if there does not exist another Dirichlet function $\phi$ for which $\frac{\phi(t)}{\psi(t)} \rightarrow 0$ as $t \rightarrow \infty$, i.e., that we cannot find a faster decaying Dirichlet function. The optimality of a Dirichlet function $\psi$ is clearly implied by $\|^{2}$ the set $\mathrm{BA}(M, \mathcal{Q}, H, \psi)$ of $\psi$-badly approximable points being nonempty, where we define
$\operatorname{BA}(M, \mathcal{Q}, H, \psi):=\left\{\mathbf{x} \in M: \exists c_{\mathbf{x}}>0\right.$ such that $\left.\operatorname{dist}(\mathbf{x}, \mathbf{r}) \geq c_{\mathbf{x}} \psi(H(\mathbf{r})) \forall \mathbf{r} \in \mathcal{Q}\right\}$.
Thus the aforementioned result of Perron shows that $\psi_{1+1 / d}$ is an optimal Dirichlet function for the triple $\left(\mathbb{R}^{d}, \mathbb{Q}^{d}, H\right)$. Note that Perron's result was later strengthened by Schmidt, who showed that the set

$$
\begin{equation*}
\mathrm{BA}_{d}:=\mathrm{BA}\left(\mathbb{R}^{d}, \mathbb{Q}^{d}, H, \psi_{1+1 / d}\right) \tag{1.3}
\end{equation*}
$$

of badly approximable vectors is of full Hausdorff dimension, and, moreover, is a winning set. As a way to interpret these results, for a Diophantine triple $(M, \mathcal{Q}, H)$ let us define the Dirichlet exponent $\delta(M, \mathcal{Q}, H)$ to be the supremum of $c>0$ such that $\psi_{c}$ is a Dirichlet function for $(M, \mathcal{Q}, H)$. The theorems of Dirichlet and Perron then imply that the Dirichlet exponent of $\left(\mathbb{R}^{d}, \mathbb{Q}^{d}, H\right)$ is equal to $1+1 / d$.

Another class of examples of Diophantine triples is provided by the field of (ambient) Diophantine approximation on manifolds (see, for instance, [3, 4, 20]). Namely, let $M$ be a smooth submanifold of $\mathbb{R}^{d}$, and consider the triple $\left(M, \mathbb{Q}^{d}, H\right)$. Clearly, by (1.1), $\psi_{1+1 / d}$ is still a Dirichlet function. On the other hand, it is easy to choose a manifold $M$, for example a rational affine subspace of $\mathbb{R}^{d}$, such that every point of $M$ admits a much better rate of approximation than the rate given by $\psi_{1+1 / d}$. In order to rule out such behavior one is led to impose a nondegeneracy condition (see Definition [2.1). Indeed, recently, Beresnevich 4] proved that for any real-analytic nondegenerate submanifold $M$ of $\mathbb{R}^{d}$, the set

$$
\mathrm{BA}\left(M, \mathbb{Q}^{d}, H, \psi_{1+1 / d}\right)=M \cap \mathrm{BA}_{d}
$$

has full Hausdorff dimension, thereby showing the optimality of $\psi_{1+1 / d}$; earlier this was established by Badziahin and Velani [2] for smooth nondegenerate planar curves. Consequently, the ambient Dirichlet exponent

$$
\delta_{M}^{\mathrm{amb}}:=\delta\left(M, \mathbb{Q}^{d}, H\right)
$$

is equal to $1+1 / d$ whenever $M$ is nondegenerate.

[^1]The goal of this paper is to develop the theory of intrinsic approximation on manifolds; that is, we will set ( $X$, dist) to be $\mathbb{R}^{d}$ equipped with the max norm, $M$ as a smooth submanifold of dimension $k \leq d, \mathcal{Q}:=\mathbb{Q}^{d} \cap M$, and $H(\mathbf{p} / q)=q$ as before. So we are interested in the triple $\left(M, \mathbb{Q}^{d} \cap M, H\right)$. The field of intrinsic approximation has seen a lot of recent activity in many diverse contexts; see e.g. [6, 11, 15, 16, 23, 30. Most recently, in the companion paper [9] we have obtained definitive results for $M$ being a nonsingular rational quadric hypersurface of $\mathbb{R}^{d}$ containing a dense set of rational points. In particular, it is proved there 9, Theorem 5.1] that for such $M, \psi_{1}$ is a Dirichlet function for intrinsic approximation, and, moreover, it is optimal because [9, Theorem 4.5] when $\psi=\psi_{1}$, the set

$$
\mathrm{BA}_{M}(\psi):=\mathrm{BA}\left(M, \mathbb{Q}^{d} \cap M, H, \psi\right)
$$

has full Hausdorff dimension. Earlier this was established in [23] for the unit sphere $M=S^{d-1}$.

Now let $M$ be an arbitrary $k$-dimensional nondegenerate smooth submanifold of $\mathbb{R}^{d}$. Is it possible to establish similar results? Clearly for that one needs some information on the set of rational points inside $M$. As an extreme case, Dirichlet functions do not exist if $M \cap \mathbb{Q}^{d}=\emptyset$. However, the following example shows that even if $\mathbb{Q}^{d} \cap M$ is dense in $M$, the "quantitative denseness" which determines Diophantine properties might depend on $M$.
Example 1.1. Fix $n \geq 2$, let $\Phi_{n}: \mathbb{R} \rightarrow \mathbb{R}^{2}$ be the map $x \mapsto\left(x, x^{n}\right)$, and let $C_{n}:=$ $\Phi_{n}(\mathbb{R})$ denote the image curve in $\mathbb{R}^{2}$. Then it is easy to see that $\mathbb{Q}^{2} \cap C_{n}=\Phi_{n}(\mathbb{Q})$ and $H\left(\Phi_{n}(p / q)\right)=q^{n}$. Since $\psi_{1+1 / d}$ is an optimal Dirichlet function on $\mathbb{R}$, this implies that $\psi_{2 / n}$ is an optimal Dirichlet function for intrinsic approximation on $C_{n}$.

Note that as $n \rightarrow \infty$, the functions $\psi_{2 / n}$ decay more and more slowly $\sqrt[3]{3}$, yet none of them decays faster than $\psi_{1}$. So we can ask: does there exist a nondegenerate curve with an intrinsic Dirichlet function decaying faster than $\psi_{1}$ ? Our first theorem shows that the answer is no. More generally, it establishes an upper bound on the rate of decay of a Dirichlet function for intrinsic approximation on any $k$ dimensional nondegenerate submanifold $M \subseteq \mathbb{R}^{d}$. This is done by exhibiting for every $k \leq d$ an explicit constant $c=c(k, d)$ such that for any $M$ as above, the set $\mathrm{BA}_{M}\left(\psi_{c}\right)$ has full Hausdorff dimension.

The constant $c(k, d)$ is arrived at via combinatorial considerations and to the authors' knowledge has not appeared previously. In some sense, it represents the heart of the paper. Given the natural way it arises in a volume computation (cf. the proof of Claim 4.2), we suspect that it will play a significant role in intrinsic Diophantine approximation moving forward. Here is how it is defined.
Notation 1.2. Denote $[n, m]:=\binom{n+m}{m}=\binom{m+n}{n}$, and for $1 \leq k \leq d$, let $n_{k, d} \in \mathbb{N}$ be maximal such that

$$
\begin{equation*}
d=[k-1,1]+[k-1,2]+\ldots+\left[k-1, n_{k, d}\right]+m_{k, d} \tag{1.4}
\end{equation*}
$$

for some $m_{k, d} \geq 0$, and let $m_{k, d}$ be the unique integer satisfying (1.4). Let

$$
N_{k, d}:=1[k-1,1]+2[k-1,2]+\ldots+n_{k, d}\left[k-1, n_{k, d}\right]+\left(n_{k, d}+1\right) m_{k, d},
$$

and define $c(k, d):=(d+1) / N_{k, d}$.

[^2]We can now state our main theorem.
Theorem 1.3. Let $M \subseteq \mathbb{R}^{d}$ be a nondegenerate submanifold of dimension $k$. Then

$$
\operatorname{dim}\left(\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)\right)=k
$$

Consequently, no Dirichlet function for intrinsic approximation on $M$ decays faster than $\psi_{c(k, d)}$.

As a way to interpret this theorem, we can consider the intrinsic Dirichlet exponent of $M$, that is,

$$
\delta_{M}^{\mathrm{int}}:=\delta\left(M, \mathbb{Q}^{d} \cap M, H\right)
$$

The above theorem implies that $\delta_{M}^{\mathrm{int}} \leq c(k, d)$ if $M$ is a nondegenerate submanifold of $\mathbb{R}^{d}$ of dimension $k$.

The following remarks may help shed some light on the constant $c(k, d)$ :

- When $k=d$, one has $n_{k, d}=1$ and $m_{k, d}=0$; thus $N_{k, d}=d$ and $c(k, d)=$ $1+1 / d$. Therefore the $k=d$ case of Theorem 1.3 coincides with Schmidt's theorem, that is, with full Hausdorff dimension of $\mathrm{BA}_{d}$.
- When $k=d-1$, one has $n_{k, d}=1$ and $m_{k, d}=1$; thus $N_{k, d}=d+1$ and $c(k, d)=1$. In particular, this gives a different proof of [9, Theorem 4.5]. The latter theorem establishes full Hausdorff dimension of $\mathrm{BA}_{M}\left(\psi_{1}\right)$, and hence the optimality of Dirichlet function $\psi_{1}$, for any nonsingular rational quadric hypersurface $M$. Our result extends this to an arbitrary nondegenerate hypersurface $M$, in particular showing that whenever $\psi_{1}$ is a Dirichlet function for intrinsic approximation on $M$, it must be optimal.
- The reader can check that if $d$ is fixed, then $c(k, d)$ is strictly increasing with respect to $k$. This confirms the intuitive logic that higher-dimensional manifolds may have more intrinsic rationals and therefore points on these manifolds should be expected to be better approximable by intrinsic rationals, so their intrinsic Dirichlet exponent should be higher. This also implies that for $k<d$, we have $c(k, d) \leq 1$. Therefore for proper nondegenerate submanifolds $M \subseteq \mathbb{R}^{d}$, the bound on $\delta_{M}^{\text {int }}$ given by Theorem 1.3 is strictly stronger than the "trivial" bound

$$
\delta_{M}^{\mathrm{int}} \leq \delta_{M}^{\mathrm{amb}}=1+1 / d
$$

given by considering all rational points, not just intrinsic ones, and using the aforementioned result of Beresnevich on existence of badly approximable vectors on nondegenerate manifolds.

- It is also easy to compute that when $k=1$, one has $n_{k, d}=d$ and $m_{k, d}=0$; thus $N_{k, d}=d(d+1) / 2$ and $c(1, d)=2 / d$. For other values of $k, d$ the computation is more involved. Below is a table of values of $c(k, d)$ for $k, d \leq 6$, with rows corresponding to $k$ and columns to $d$ :

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | $2 / 3$ | $1 / 2$ | $2 / 5$ | $1 / 3$ |
| 2 |  | $3 / 2$ | 1 | $5 / 6$ | $3 / 4$ | $7 / 11$ |
| 3 |  |  | $4 / 3$ | 1 | $6 / 7$ | $7 / 9$ |
| 4 |  |  |  | $5 / 4$ | 1 | $7 / 8$ |
| 5 |  |  |  |  | $6 / 5$ | 1 |
| 6 |  |  |  |  |  | $7 / 6$ |

Note that for some values of $k, d$ we can construct a $k$-dimensional nondegenerate submanifold $M$ of $\mathbb{R}^{d}$ such that $\psi_{c(k, d)}$ is a Dirichlet function for intrinsic approximation on $M$; for those cases, Theorem 1.3 demonstrates the optimality of this Dirichlet function and shows the constant $c(k, d)$ to be best possible. This is formalized in the following definition.

Definition 1.4. We will call a nondegenerate submanifold $M \subseteq \mathbb{R}^{d}$ of dimension $k$ maximally approximable if $\psi_{c(k, d)}$ is a Dirichlet (and hence an optimal Dirichlet) function.

Example 1.1 shows that when $n>2$, the curve $C_{n}$ is not a maximally approximable submanifold of $\mathbb{R}^{2}$. So we know that $\psi_{c(k, d)}$ is not a Dirichlet function for some submanifolds. Nonetheless, our theorem immediately suggests the following question: for which $1 \leq k \leq d$ does there exist a $k$-dimensional maximally approximable submanifold of $\mathbb{R}^{d}$ ? We will collect examples and give some partial answers to this question in section 2

We will prove Theorem 1.3 by showing that $\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)$ is a winning set of a certain game. Recall that in order to prove the special case $M=\mathbb{R}^{d}$ of Theorem 1.3, Schmidt developed a powerful tool now known as Schmidt's game, a two-player game whose winning sets enjoy many remarkable properties, including having full dimension. In recent years, many variants of the game have been introduced, of particular note the absolute game of McMullen [25], and the hyperplane absolute game introduced in [5] (see section 3 below for more details). It is this last variant which we will utilize here. Note that a key ingredient in Schmidt's proof is the Simplex Lemma, whose original statement and proof go back to Davenport and Schmidt [29, p. 57]. A crucial step in our proof, and one which we believe to be of independent interest, is establishing an analogue of the Simplex Lemma for rationals constrained to lie on a fixed nondegenerate manifold of $\mathbb{R}^{d}$ (Lemma 4.1). We also develop new tools for utilizing the hyperplane absolute game, which enables us to show that $\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)$ is hyperplane absolute winning.

Now let $\lambda_{M}$ be a smooth volume measure on $M$. It is worthwhile to point out that the conclusion of Theorem [1.3, that is, full Hausdorff dimension of the set $\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)$, cannot in general be upgraded to positive measure. Indeed, it follows from Khintchine's theorem [29, Theorem III.3A] that the Lebesgue measure of the set $\mathrm{BA}_{d}$ is zero. Also, a similar result for $\mathrm{BA}_{M}\left(\psi_{1}\right)$ where $M$ is a nonsingular rational quadric hypersurface is a special case of [9, Theorem 6.2].

However, the situation is different if the exponent $c(k, d)$ gets replaced with a slightly bigger one. For an arbitrary Diophantine triple $(M, \mathcal{Q}, H)$ and $c>0$ let us introduce the set

$$
\begin{align*}
& \operatorname{VWA}\left(M, \mathcal{Q}, H, \psi_{c}\right):=M \backslash \bigcup_{\varepsilon>0} \operatorname{BA}\left(M, \mathcal{Q}, H, \psi_{c+\varepsilon}\right) \\
= & \left\{\mathbf{x} \in M: \begin{array}{c}
\exists \varepsilon>0 \text { and a sequence } \mathbf{r}_{n} \in \mathcal{Q} \text { such that } \mathbf{r}_{n} \rightarrow \mathbf{x} \\
\text { and } \operatorname{dist}\left(\mathbf{x}, \mathbf{r}_{n}\right) \leq \psi_{c+\varepsilon}\left(H\left(\mathbf{r}_{n}\right)\right) \text { for all } n
\end{array}\right\} \tag{1.5}
\end{align*}
$$

of $\psi_{c}$-very well approximable points. The fact that the set

$$
\mathrm{VWA}_{d}:=\mathrm{VWA}\left(\mathbb{R}^{d}, \mathbb{Q}^{d}, H, \psi_{1+1 / d}\right)
$$

of very well approximable vectors in $\mathbb{R}^{d}$ is Lebesgue null is an easy consequence of the Borel-Cantelli Lemma. A similar statement for ambient approximationnamely, that $\lambda_{M}\left(\mathrm{VWA}_{d}\right)=0$, where $M \subseteq \mathbb{R}^{d}$ is a nondegenerate submanifold-is much tricker. It has been conjectured by Sprindǔk in 1980 [31, Conjecture $H_{1}$ ] and demonstrated by Margulis and the second-named author in 1998 [20]. Later it was shown that $\mathrm{VWA}_{d}$ is $\mu$-null for other interesting measures $\mu$ on $\mathbb{R}^{d}$. In particular, it follows from [18, Theorem 1.1 and Proposition 7.3] that $\mu\left(\mathrm{VWA}_{d}\right)=0$ whenever $\mu$ is an absolutely friendly measure (see Definition 4.4) on a submanifold $M$ as above.

Our second main theorem gives an intrinsic approximation analogue of the above statement.

Theorem 1.5 (Restated as Theorem 4.5). Let $M \subseteq \mathbb{R}^{d}$ be a submanifold of dimension $k$. If $\lambda_{M}$-almost every point of $M$ is nondegenerate, then

$$
\begin{equation*}
\operatorname{VWA}_{M}\left(\psi_{c(k, d)}\right):=\operatorname{VWA}\left(M, \mathbb{Q}^{d} \cap M, H, \psi_{c(k, d)}\right) \tag{1.6}
\end{equation*}
$$

is a $\lambda_{M}$-nullset. More generally, let $\Psi: U \rightarrow M$ be a local parameterization of $M$, let $\mu$ be an absolutely friendly measure on $U$, and let $\nu=\Psi[\mu]$. If the $\nu$-almost every point of $M$ is nondegenerate, then $\mathrm{VWA}_{M}\left(\psi_{c(k, d)}\right)$ is a $\nu$-nullset.

Remark 1.6. Theorem 1.5immediately implies a result about extrinsic approximation, i.e., the approximation of points on a manifold $M$ by rational points in the complement of $M$, described by the Diophantine triple $\left(M, \mathbb{Q}^{d} \backslash M, H\right)$. Namely, since the exponent $c(k, d)$ is strictly less than the exponent $1+1 / d$ appearing in Dirichlet's theorem, Theorem 1.5 implies that for almost all $\mathrm{x} \in M$, only finitely many of the approximants from Dirichlet's theorem can lie inside $M$, so $\mathbf{x}$ is extrinsically $\psi_{1+1 / d}$-approximable. For further discussion of extrinsic approximation see [12], where a result is proven for every point in $M$ (not just almost every point) which cannot be deduced from a corresponding "intrinsic badly approximable" result.

Question 1.7. An interesting question is whether Theorem 1.5 can be strengthened by estimating the Hausdorff dimension of $\mathrm{VWA}_{M}\left(\psi_{c}\right)$ for a fixed $c>c(k, d)$. We do this for nonsingular quadric hypersurfaces in 9] (see [10] for a generalization), where the structure of quadric hypersurfaces is explicitly used.

Outline. In section 22 we discuss some ways of constructing maximally approximable manifolds. In section 3, we recall the definition of the hyperplane absolute game and introduce two variants, which turn out to be equivalent to the original game. In section 4, we prove the main lemma of this paper, an intrinsic analogue of the Simplex Lemma, and use it to prove our main Theorems 1.3 and 1.5

Convention 1. Throughout the paper, the symbols $\lesssim_{x}$, $\gtrsim_{x}$, and $\asymp \times$ will denote multiplicative asymptotics. For example, $A \lesssim_{\times, K} \overparen{B}$ means that there exists a constant $C>0$ (the implied constant), depending only on $K$, such that $A \leq C B$. In general, dependence of the implied constant on universal objects such as the manifold $M$ will be omitted from the notation.

Convention 2. The symbol $\triangleleft$ will be used to indicate the end of a nested proof.

## 2. A DISCUSSION OF MAXIMAL APPROXIMABILITY IN SPECIAL CASES

We start by giving a more detailed definition of a nondegenerate submanifold of $\mathbb{R}^{d}$.
Definition 2.1 (Cf. [20, p. 341]). Let $M \subseteq \mathbb{R}^{d}$ be a submanifold of dimension $k$. For each $\mathbf{x} \in M$ and $j \in \mathbb{N}$, let

$$
T_{\mathbf{x}}^{(j)}(M):=\bigcup_{i=1}^{j}\left\{\gamma^{(i)}(0) \upharpoonleft \gamma:(-\varepsilon, \varepsilon) \rightarrow M, \gamma(0)=\mathbf{x}\right\} \subseteq \mathbb{R}^{d}
$$

equivalently, if $\Phi: U \rightarrow M$ is a coordinate chart satisfying $\Phi(\mathbf{v})=\mathbf{x}$,

$$
\begin{equation*}
T_{\mathbf{x}}^{(j)}(M)=\operatorname{Span}\left(\left\{\partial^{\alpha} \Phi(\mathbf{v}): \alpha \in \mathbb{N}_{0}^{k}, 0<|\alpha| \leq j\right\}\right) \tag{2.1}
\end{equation*}
$$

Here $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$, and the power $\partial^{\alpha}$ is taken using multi-index notation: if $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right)$, then $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \cdots \partial_{k}^{\alpha_{k}}$. Also, $|\alpha|:=\alpha_{1}+\ldots+\alpha_{k}$. We will call $T_{\mathbf{x}}^{(j)}(M)$ the tangent space of order $j$ of $M$ at $\mathbf{x}$.

A point $\mathbf{x} \in M$ is said to be $D$-nondegenerate for $M$ if $T_{\mathbf{x}}^{(D)}(M)=\mathbb{R}^{d}$, and nondegenerate if it is nondegenerate for some $D \in \mathbb{N}$. Finally, $M$ is nondegenerate if some point of $M$ is nondegenerate for $M$.

## Observation 2.2.

(i) If $M$ is contained in an affine hyperplane of $\mathbb{R}^{d}$, then $M$ is degenerate at every point.
(ii) If $M$ is real-analytic and connected, and $M$ is not contained in an affine hyperplane, then every point of $M$ is nondegenerate.
(iii) For each $D \in \mathbb{N}$, the set of $D$-nondegenerate points of $M$ is relatively open in $M$.
Proof.
(i) If $M \subseteq \mathcal{L}+\mathbf{v}$ where $\mathcal{L}$ is a linear hyperplane and $\mathbf{v} \in \mathbb{R}^{d}$, then $T_{\mathbf{x}}^{(D)}(M) \subseteq \mathcal{L}$ for all $\mathbf{x} \in M$ and $D \in \mathbb{N}$.
(ii) If $M$ is real-analytic and degenerate at $\mathbf{x} \in M$, then $M \subseteq \mathbf{x}+\bigcup_{D \in \mathbb{N}} T_{\mathbf{x}}^{(D)}(M)$.
(iii) This follows from (2.1) together with the lower semicontinuity of the function sending a matrix to its rank.

Connected manifolds which are degenerate at every point but are not contained in a hyperplane exist but are very pathological; we refer to [32] for a detailed account, stated in somewhat different language.

The next example describes an important family of nondegenerate submanifolds of $\mathbb{R}^{d}$.

Example 2.3 (Veronese variety). Fix $k, n \in \mathbb{N}$, let $d=[k, n]-1$ (see Notation 1.2), and consider the Veronese embedding $\Psi_{k, n}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{d}$ defined by

$$
\Psi_{k, n}(\mathbf{t})=\left(\mathbf{t}^{\alpha}\right)_{\substack{\alpha \in \mathbb{N}_{0}^{k} \\ 0<|\alpha| \leq n}}
$$

where the power $\mathbf{t}^{\alpha}$ is taken using multi-index notation. Then it can be straightforwardly verified that the Veronese variety $V_{k, n}=\Psi_{k, n}\left(\mathbb{R}^{k}\right)$ is a nondegenerat $\square^{4}$ submanifold of $\mathbb{R}^{d}$.

[^3]The one-dimensional special case $(k=1, d=n)$ is usually called Veronese curve or rational normal curve. Letting $k=1$ and $n=2$ yields $V_{1,2}=C_{2}$ (cf. Example 1.1). Recall that the latter curve was our first example of a maximally approximable manifold (see Definition 1.4).

The following lemma shows that the map $\Psi_{k, n}$ is an "isomorphism" between the Diophantine triples $\left(\mathbb{R}^{k}, \mathbb{Q}^{k}, H^{n}\right)$ and $\left(V_{k, n}, V_{k, n} \cap \mathbb{Q}^{d}, H\right)$.

Lemma 2.4. The map $\Psi_{k, n}$ is a diffeomorphism between $\mathbb{R}^{k}$ and $V_{k, n}$; moreover,

$$
V_{k, n} \cap \mathbb{Q}^{[k, n]-1}=\Psi_{k, n}\left(\mathbb{Q}^{k}\right) \quad \text { and } \quad H\left(\Psi_{k, n}(\mathbf{r})\right)=H^{n}(\mathbf{r}) \forall \mathbf{r} \in \mathbb{Q}^{k} \cdot 5
$$

The proof is a straightforward computation which is left to the reader.
Corollary 2.5. For any $k, n \in \mathbb{N}, V_{k, n}$ is a maximally approximable submanifold of $\mathbb{R}^{d}$.

Proof. We begin by proving the following more general assertion.
Lemma 2.6. Fix $d, n \in \mathbb{N}$, and let $M$ be a maximally approximable submanifold of $\mathbb{R}^{d}$ of dimension $k$. Suppose that $\Psi_{d, n}(M)$ is a nondegenerate submanifold of $\mathbb{R}^{[d, n]-1} 6$ Then $\Psi_{d, n}(M)$ is maximally approximable if and only if

$$
\begin{equation*}
\frac{1}{n} \frac{d+1}{N_{k, d}}=\frac{[d, n]}{N_{k,[d, n]-1}} . \tag{2.2}
\end{equation*}
$$

Proof. Since $M$ is maximally approximable, $\psi_{c(k, d)}$ is an optimal Dirichlet function for the Diophantine triple $\left(M, M \cap \mathbb{Q}^{d}, H\right)$. Now fix $\Psi_{d, n}(\mathbf{x}) \in \Psi_{d, n}(M)$. Then there exists a sequence $M \cap \mathbb{Q}^{d} \ni \mathbf{r}_{m} \rightarrow \mathbf{x}$ with $\left\|\mathbf{r}_{m}-\mathbf{x}\right\| \lesssim \times \psi_{c(k, d)} \circ H\left(\mathbf{r}_{m}\right)$, so by Lemma 2.4. $\Psi_{d, n}(M) \cap \mathbb{Q}^{[d, n]-1} \ni \Psi_{d, n}\left(\mathbf{r}_{m}\right) \rightarrow \Psi_{d, n}(\mathbf{x})$ and $\left\|\Psi_{d, n}\left(\mathbf{r}_{m}\right)-\Psi_{d, n}(\mathbf{x})\right\| \lesssim \times$ $\psi_{c(k, d)} \circ H\left(\mathbf{r}_{m}\right)=\psi_{c(k, d) / n)} \circ H\left(\Psi_{d, n}\left(\mathbf{r}_{m}\right)\right)$. Since $\mathbf{x}$ was arbitrary, $\psi_{c(k, d) / n}$ is a Dirichlet function for the Diophantine triple

$$
\begin{equation*}
\left(\Psi_{d, n}(M), \Psi_{d, n}(M) \cap \mathbb{Q}^{[d, n]-1}, H\right) . \tag{2.3}
\end{equation*}
$$

A similar argument shows that $\psi_{c(k, d) / n}$ is optimal for (2.3). Consequently, for any $c>0$ the function $\psi_{c}$ is an optimal Dirichlet function for (2.3) if and only if $c=c(k, d) / n$. So

$$
\begin{align*}
& \Psi_{d, n}(M) \text { is maximally approximable } \\
& \Leftrightarrow \psi_{c(k,[d, n]-1)} \text { is an optimal Dirichlet function for (2.3) } \\
& \Leftrightarrow c(k,[d, n]-1)=c(k, d) / n \\
& \Leftrightarrow(2.2) \text { holds. }
\end{align*}
$$

[^4]Since $\mathbb{R}^{k}$ is a maximally approximable submanifold of itself, to complete the proof it suffices to show that (2.2) holds when $k=d$. Indeed 7

$$
\begin{aligned}
n_{k, k} & =1, & m_{k, k} & =0,
\end{aligned} \begin{array}{ll}
N_{k, k} & =k, \\
n_{k,[k, n]-1} & =n,
\end{array} m_{k,[k, n]-1}=0, \quad N_{k,[k, n]-1}=k[k+1, n-1]=\frac{k n}{k+1}[k, n],
$$

which implies the desired result.
It will be observed that Corollary 2.5 is simply the end result of transferring Dirichlet's theorem in $\mathbb{R}^{k}$ into $V_{k, n}$ via the map $\Psi_{k, n}$. Thus, intrinsic Diophantine approximation on $V_{k, n}$ is essentially the same as Diophantine approximation on $\mathbb{R}^{k}$, and does not introduce any new phenomena.

By contrast, new phenomena appear when we study intrinsic approximation on nonsingular quadric hypersurfaces, demonstrating that this theory cannot be reduced to Diophantine approximation on $\mathbb{R}^{k}$ in the same way. In 9 we establish a complete theory of intrinsic approximation on quadric hypersurfaces, in particular showing that $\psi_{1}$ is a Dirichlet function for every quadric hypersurface 9, Theorem 5.1], regardless of the dimension $k$. Since $c(k, k+1)=1$ for every $k$, this shows that quadric hypersurfaces are maximally approximable.

We end this section with a discussion of the following question: For what pairs $(k, d)(1 \leq k \leq d)$ can we prove that there exists a maximally approximable submanifold of $\mathbb{R}^{d}$ of dimension $k$ ? For convenience let
$\mathcal{M}=\{(k, d)$ : there exists a maximally approximable submanifold

$$
\text { of } \left.\mathbb{R}^{d} \text { of dimension } k\right\} .
$$

Trivially $(k, k) \in \mathcal{M}$ for all $k \in \mathbb{N}$. Moreover, since every nonsingular rational quadric hypersurface is maximally approximable, we have $(k, k+1) \in \mathcal{M}$ for all $k \in \mathbb{N}$. On the other hand, by Corollary [2.5, we have $(k,[k, n]-1) \in \mathcal{M}$ for all $k, n \in \mathbb{N}$. Taking the special case $k=1$, we have $(1, d) \in \mathcal{M}$ for all $d \in \mathbb{N}$. Thus in every dimension, there exist both a maximally approximable curve and a maximally approximable hypersurface.

It is theoretically possible to get more pairs in $\mathcal{M}$ by using Lemma 2.6. Namely, if $(k, d) \in \mathcal{M}$ and if (2.2) holds for some $n \in \mathbb{N}$, then $(k,[d, n]-1) \in \mathcal{M}$. However, we do not have any examples of pairs $(k, d)$ which we can prove to be in $\mathcal{M}$ this way but which were not proven to be in $\mathcal{M}$ in the above paragraph.

Although the list of pairs known to be in $\mathcal{M}$ is so far quite meager, the elegance of the calculation which produces the number $c(k, d)$ (cf. Lemma4.1 and its proof) leads the authors to believe that there could be many more examples. It is even conceivable that all dimension pairs are in $\mathcal{M}$.

The smallest pair $(k, d)$ for which we do not know the answer to this question is the pair $(2,4)$, which satisfies $c(2,4)=5 / 6$.

## 3. The hyperplane game and two variants

In [28, W. M. Schmidt introduced the game which is now known as Schmidt's game. A variant of this game was defined by C. T. McMullen [25], and in turn a variant of McMullen's game was defined in [5]. For the purposes of this paper, we

[^5]will be interested only in this last variant, called the hyperplane absolute game 8 and not in Schmidt's game or McMullen's game. However, we note that every hyperplane winning set is winning for Schmidt's game [5, Proposition 2.3(a)]. Some recent papers in which the hyperplane game has appeared are [1, 19, 26].

Given $\beta>0$ and $k \in \mathbb{N}$, the $\beta$-hyperplane game is played on $\mathbb{R}^{k}$ by two players, Alice and Bob, as follows:

1. Bob chooses an initial ball $B_{0}=B\left(\mathbf{x}_{0}, \rho_{0}\right) \subseteq \mathbb{R}^{k}$. (In this paper all balls are closed.)
2. After Bob's $n$th move $B_{n}$, Alice chooses an affine hyperplane $A_{n} \subseteq \mathbb{R}^{k}$. We say that Alice "deletes the neighborhood of $A_{n}$ ".
3. After Alice's $n$th move $A_{n}$, Bob chooses a ball $B_{n+1}=B\left(\mathbf{x}_{n+1}, \rho_{n+1}\right)$ satisfying

$$
B_{n+1} \subseteq B_{n} \backslash A_{n}^{\left(\beta \rho_{n}\right)} \text { and } \rho_{n+1} \geq \beta \rho_{n}
$$

Here and elsewhere $S^{(\varepsilon)}$ denotes the closed $\varepsilon$-thickening of a set $S$. If he is unable to choose such a ball, he loses ${ }^{9}$
A set $S \subseteq \mathbb{R}^{k}$ is said to be $\beta$-hyperplane winning if Alice has a strategy which guarantees that

$$
\bigcap_{n=1}^{\infty} B_{n} \cap S \neq \emptyset .
$$

Note that if $\beta<\beta^{\prime}$, then any $\beta$-hyperplane winning set is $\beta^{\prime}$-hyperplane winning. We say that $S$ is hyperplane winning if it is $\beta$-hyperplane winning for all $\beta>0$, or equivalently, if there exist arbitrarily small $\beta>0$ such that $S$ is $\beta$-hyperplane winning.

Remark 3.1. By modifying slightly the proof of [14, Proposition 4.4], one can show that if Bob's balls are required to satisfy $\rho_{n+1}=\beta \rho_{n}$ rather than $\rho_{n+1} \geq \beta \rho_{n}$, then the class of sets which are hyperplane winning remains unchanged. Thus we can assume that $\rho_{n} \rightarrow 0$, in which case the intersection $\bigcap_{1}^{\infty} B_{n}$ is a singleton.

We list here three important results regarding hyperplane winning sets, the proofs of which can be found in [5, Proposition 2.3(b,c), Lemma 4.1, and Proposition 4.7].

## Proposition 3.2.

(i) The countable intersection of hyperplane winning sets is hyperplane winning.
(ii) The image of a hyperplane winning set under a $\mathcal{C}^{1}$ diffeomorphism of $\mathbb{R}^{k}$ is hyperplane winning.
(iii) The intersection of any hyperplane winning set with any open set has full Hausdorff dimension.

[^6]In fact, in (iii) more is true: the intersection of a hyperplane winning set with a sufficiently nondegenerate fractal (a hyperplane diffuse set) is winning for Schmidt's game on that fractal [5, Propositions 4.7 and 4.9] and therefore has Hausdorff dimension equal to at least the lower pointwise dimension of any measure whose support is equal to that fractal [21, Proposition 5.1]. In particular, if the fractal is Ahlfors regular then the intersection has full dimension relative to the fractal.

In [22, §3], the notion of hyperplane winning was generalized from subsets of Euclidean space to subsets of arbitrary manifolds. Namely, a subset $S$ of a manifold $M$ is hyperplane winning relative to $M$ if whenever $\Psi: U \rightarrow M$ is a local parameterization of $M$ and $K \subseteq U$ is compact, the set $\Psi^{-1}(S) \cup\left(\mathbb{R}^{k} \backslash K\right)$ is hyperplane winning 10

We now state our main result concerning the abundance of badly intrinsically approximable points.

Theorem 3.3 (Restated as Theorem 4.3). Let $M \subseteq \mathbb{R}^{d}$ be a submanifold of dimension $k$, and let $c(k, d)$ be as in Notation 1.2. Suppose that for some $D \in \mathbb{N}$, every point of $M$ is $D$-nondegenerate. Then $\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)$ is hyperplane winning relative to $M$.

Using Theorem 3.3 we deduce as a corollary a theorem stated in the introduction:

Proof of Theorem 1.3 using Theorem 3.3. For each $D \in \mathbb{N}$, let $M_{D} \subseteq M$ be the set of $D$-nondegenerate points of $M$. Since $M$ is nondegenerate, there exists $D \in \mathbb{N}$ such that $M_{D} \neq \emptyset$; then $\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right) \cap M_{D}$ is hyperplane winning relative to $M_{D}$. By (iii) of Proposition 3.2, $\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right) \cap M_{D}$ has Hausdorff dimension $k$.

In order to prove Theorem 3.3, we will introduce two variants of the hyperplane game. The first allows Alice to delete neighborhoods of algebraic sets rather than just hyperplanes, and the second allows her to delete neighborhoods of levelsets of smooth functions. It will turn out that each of these variants is equivalent to the hyperplane game, meaning that any set which is winning for one of the games is winning for all three games.

Definition 3.4. Fix $\beta>0$ and $D \in \mathbb{N}$. The rules of the $(\beta, D)$ algebraic-set game are the same as the rules of the $\beta$-hyperplane game, except that $A_{n}$ is allowed to be the zero set of any nonzero polynomial of degree at most $D$. A set is algebraic-set winning if there exists $D \in \mathbb{N}$ so that it is $(\beta, D)$ algebraic-set winning for all $\beta>0$.

Given a ball $B \subseteq \mathbb{R}^{k}$ and a $\mathcal{C}^{D}$ function $f: B \rightarrow \mathbb{R}$, for each $\mathbf{x} \in B$ let

$$
\|f\|_{\mathcal{C}^{D}, \mathbf{x}}:=\max _{\substack{\alpha \in \mathbb{N}_{0}^{k} \\|\alpha| \leq D}}\left|f^{(\alpha)}(\mathbf{x})\right|,
$$

where the derivative is taken using multi-index notation. Let

$$
\|f\|_{\mathcal{C}^{D}, B}:=\sup _{\mathbf{x} \in B}\|f\|_{\mathcal{C}^{D}, \mathbf{x}}
$$

[^7]Definition 3.5. The rules of the $\left(\beta, D, C_{1}\right)$-levelset game are the same as the rules of the $\beta$-hyperplane game, except that $A_{n}$ is allowed to be the zero set of any nonzero $\mathcal{C}^{D+1}$ function $f: B_{n} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\|f\|_{\mathcal{C}^{D+1}, B_{n}} \leq C_{1}\|f\|_{\mathcal{C}^{D}, B_{n}} . \tag{3.1}
\end{equation*}
$$

A set is levelset winning if there exist $D \in \mathbb{N}$ and $C_{1}>0$ so that it is $\left(\beta, D, C_{1}\right)$ levelset winning for all $\beta>0$.

The condition (3.1) should be interpreted heuristically as meaning that " $f$ is close to being a polynomial of degree $D$ ".

Clearly, any hyperplane winning set is algebraic-set winning and any algebraicset winning set is levelset winning. The remainder of this section is devoted to the proof of the following theorem.
Theorem 3.6. Any levelset winning set is hyperplane winning.
We begin by introducing some notation.

## Notation 3.7.

- For $f: U \rightarrow \mathbb{R}, Z_{f}$ will denote the zero set of $f$, i.e. $Z_{f}=f^{-1}(0)$.
- For $D \in \mathbb{N}, \mathcal{P}_{D}$ will denote the set of all polynomials of degree at most $D$ whose largest coefficient has magnitude 1 . Note that $\mathcal{P}_{D}$ is a compact topological space; moreover, every nonzero polynomial of degree at most $D$ is a nonzero scalar multiple of an element of $\mathcal{P}_{D}$.
Lemma 3.8. Fix $k \in \mathbb{N}$ and $0<\beta \leq 1$, and let $f: \mathbb{R}^{k} \rightarrow \mathbb{R}$ be a nonzero polynomial. Suppose that Bob and Alice are playing the $\beta$-hyperplane game, and suppose that Bob's first move is $B_{0}=B(\mathbf{0}, 1)$. Then there exists $\gamma>0$ so that Alice has a strategy to guarantee that Bob's first ball of radius less than $\gamma$ (assuming that such a ball exists) is disjoint from $Z_{f}^{(\gamma)}$.

Proof. The proof is by induction on the degree of $f$. If $\operatorname{deg}(f)=0$, then $f$ is a nonzero constant and $Z_{f}=\emptyset$, so the lemma is trivially satisfied. Next, suppose that the lemma is true for all polynomials of degree strictly less than the degree of $f$. In particular, it is true for $\widetilde{f}:=\partial_{i} f$, where $i=1, \ldots, d$ is chosen so that $\widetilde{f}$ is nonzero. Let $\widetilde{\gamma}>0$ be the value given by the induction hypothesis. Since $L:=Z_{f} \backslash Z_{\widetilde{f}}$ is a smooth ( $k-1$ )-dimensional submanifold of $\mathbb{R}^{k}$, for all $\mathbf{x} \in L$ and for all sufficiently small $\rho>0, L \cap B(\mathbf{x}, \rho)$ is contained in $\mathcal{L}^{(\beta \rho / 4)}$ for some hyperplane $\mathcal{L} \subseteq \mathbb{R}^{k}$ (specifically, the tangent plane of $L$ at $\mathbf{x}$ ). Thus since $K:=Z_{f} \cap B(\mathbf{0}, 2) \backslash \operatorname{Int}\left(Z_{\widetilde{f}}^{\overline{\widetilde{\gamma}} / 2)}\right)$ is a compact subset of $L$, there exists $\delta>0$ with the following property:

$$
\begin{equation*}
\text { For every ball } B(\mathbf{x}, \rho) \subseteq \mathbb{R}^{k} \text { satisfying } 0<\rho \leq \delta, \tag{3.2}
\end{equation*}
$$

there exists a hyperplane $\mathcal{L} \subseteq \mathbb{R}^{k}$ such that $K \cap B(\mathbf{x}, 2 \rho) \subseteq \mathcal{L}^{(\beta \rho / 2)}$.
(If $K \cap B(\mathbf{x}, 2 \rho) \neq \emptyset$, then $\mathcal{L}$ may be chosen to be the tangent plane of $L$ at some point of $K \cap B(\mathbf{x}, 2 \rho)$.) Let $\gamma=\beta^{2} \min (\widetilde{\gamma}, \delta) / 2$.

Alice's strategy is now as follows: Use the strategy from the induction hypothesis to guarantee that Bob's first ball of radius less than $\widetilde{\gamma}$ is disjoint from $Z_{\tilde{f}}^{(\widetilde{\gamma})}$. If the radius of this ball is greater than $\delta$, make further moves arbitrarily until Bob chooses a ball of radius less than $\delta$. Either way, let $B=B(\mathbf{x}, \rho)$ denote Bob's first ball satisfying $\rho \leq \min (\widetilde{\gamma}, \delta)$, and note that $\rho \geq \beta \min (\widetilde{\gamma}, \delta)=2 \gamma / \beta$. In particular $\rho>\gamma$, so Bob has not yet chosen a ball of radius less than $\gamma$. Let $\mathcal{L}$ be a hyperplane
such that $K \cap B(\mathbf{x}, 2 \rho) \subseteq \mathcal{L}^{(\beta \rho / 2)}$, guaranteed to exist by (3.2). Alice's next move will be to delete the $\beta \rho$-neighborhood of the hyperplane $\mathcal{L}$. Following that, she will make arbitrary moves until Bob chooses a ball $\widetilde{B}$ of radius less than $\gamma$.

We claim that $\widetilde{B}$ is disjoint from $Z_{f}^{(\gamma)}$. Indeed, fix $\mathbf{y} \in \widetilde{B} \subseteq B \backslash \mathcal{L}^{(\beta \rho)}$. Then for $\mathbf{z} \in Z_{f}$, either
(1) $\mathbf{z} \in K \cap B(\mathbf{x}, 2 \rho) \subseteq \mathcal{L}^{(\beta \rho / 2)}$, in which case

$$
\|\mathbf{z}-\mathbf{y}\| \geq \operatorname{dist}\left(\mathcal{L}^{(\beta \rho / 2)}, \mathbb{R}^{k} \backslash \mathcal{L}^{(\beta \rho)}\right)=\beta \rho / 2 \geq \gamma
$$

(2) $\mathbf{z} \notin B(\mathbf{x}, 2 \rho)$, in which case

$$
\|\mathbf{z}-\mathbf{y}\| \geq \operatorname{dist}\left(\mathbb{R}^{k} \backslash B(\mathbf{x}, 2 \rho), B(\mathbf{x}, \rho)\right)=\rho \geq \gamma
$$

(3) $\mathbf{z} \notin B(\mathbf{0}, 2)$, in which case

$$
\|\mathbf{z}-\mathbf{y}\| \geq \operatorname{dist}\left(\mathbb{R}^{k} \backslash B(\mathbf{0}, 2), B(\mathbf{0}, 1)\right)=1 \geq \gamma, \text { or }
$$

(4) $\mathbf{z} \in Z_{f} \cap B(\mathbf{0}, 2) \backslash K \subseteq Z_{\tilde{f}}^{(\tilde{\gamma} / 2)}$, in which case

$$
\|\mathbf{z}-\mathbf{y}\| \geq \operatorname{dist}\left(Z_{\widetilde{f}}^{(\widetilde{\gamma} / 2)}, \mathbb{R}^{k} \backslash Z_{\widetilde{f}}^{(\widetilde{\gamma})}\right) \geq \widetilde{\gamma} / 2 \geq \gamma
$$

Thus $\mathbf{y} \notin Z_{f}^{(\gamma)}$.
We next show that the constant $\gamma$ can be made to depend only on the degree of $f$ and not on $f$ itself.
Lemma 3.9. Fix $k, D \in \mathbb{N}$ and $0<\beta \leq 1$. There exists $\gamma>0$ such that for any nonzero polynomial $f: \mathbb{R}^{k} \rightarrow \mathbb{R}$ of degree at most $D$, if Bob and Alice play the $\beta$-hyperplane game and if Bob's first move is $B_{0}=B(\mathbf{0}, 1)$, then Alice has a strategy to guarantee that Bob's first ball of radius less than $\gamma$ (assuming that such a ball exists) is disjoint from $Z_{f}^{(\gamma)}$.
Proof. The map $\mathcal{P}_{D} \ni f \mapsto Z_{f}$ is upper semicontinuous in the Vietoris topology (cf. [17, §4.F]), meaning that for any $f \in \mathcal{P}_{D}, \gamma>0$, and $K \subseteq \mathbb{R}^{k}$ compact, there exists a neighborhood of $f$ in $\mathcal{P}_{D}$ such that all $g$ in the neighborhood satisfy $Z_{g} \cap K \subseteq Z_{f}^{(\gamma)}$. In particular, for each $f \in \mathcal{P}_{D}$, let $\gamma_{f}$ be as in Lemma 3.8 and let $U_{f} \subseteq \mathcal{P}_{D}$ be a neighborhood of $f$ such that for all $g \in U_{f}, Z_{g} \cap B(\mathbf{0}, 2) \subseteq Z_{f}^{\left(\gamma_{f} / 2\right)}$. Since $\mathcal{P}_{D}$ is compact, there exists a finite sequence $\left(f_{i}\right)_{i=1}^{n}$ such that the collection $\left(U_{f_{i}}\right)_{i=1}^{n}$ covers $\mathcal{P}_{D}$. Let $\gamma=\min _{i=1}^{n} \gamma_{f_{i}} / 2$. Then for all $g \in \mathcal{P}_{D}$, we have $g \in U_{f_{i}}$ for some $i$, and so

$$
Z_{g}^{(\gamma)} \cap B(\mathbf{0}, 1) \subseteq Z_{f_{i}}^{\left(\gamma_{f_{i}} / 2+\gamma\right)} \subseteq Z_{f_{i}}^{\left(\gamma_{f_{i}}\right)}
$$

Since Alice has a strategy to avoid $Z_{f_{i}}^{\left(\gamma_{f_{i}}\right)}$ by the time Bob's radius is less than $\gamma_{f_{i}}$, she has a strategy to avoid $Z_{g}^{(\gamma)}$ by the time Bob's radius is less than $\gamma$.

Let $k, D, \beta$, and $\gamma$ be as above. Fix $\mathbf{x} \in \mathbb{R}^{k}$ and $\rho>0$, and let

$$
\begin{equation*}
T_{\mathbf{x}, \rho}(\mathbf{w})=\mathbf{x}+\rho \mathbf{w} \tag{3.3}
\end{equation*}
$$

so that $T_{\mathbf{x}, \rho}(B(\mathbf{0}, 1))=B(\mathbf{x}, \rho)$. Translating Lemma 3.8 via the map $T_{\mathbf{x}, \rho}$, we see that if Bob and Alice play the $\beta$-hyperplane game, then after Bob makes a move $B(\mathbf{x}, \rho)$, Alice may devote the next several turns to ensuring that Bob's first ball of radius less than $\gamma \rho$ is disjoint from $Z_{f \circ T_{\mathrm{x}, \rho}^{-1}}^{(\gamma \rho)}$. This allows her to translate any winning strategy for the $(\beta \gamma, D)$ algebraic-set game into a winning strategy for the
$\beta$-hyperplane game. Indeed, if in the algebraic-set game Alice responds to Bob's move $B(\mathbf{x}, \rho)$ by deleting the set $Z_{f}^{(\gamma \rho)}$, then in the $\beta$-hyperplane game Alice simply spends the next several turns avoiding $Z_{f}^{(\gamma \rho)}$. Bob's first ball of radius less than $\gamma \rho$ will still have radius $\geq \beta \gamma \rho$ by the rules of the $\beta$-hyperplane game, so it can be interpreted as Bob's next move in the ( $\beta \gamma, D$ ) algebraic set game. Summarizing, we have the following corollary.

Corollary 3.10. Any algebraic-set winning set is hyperplane winning.
Proof. For each $k, D \in \mathbb{N}$ and $0<\beta \leq 1$, if $\gamma>0$ is as in Lemma 3.9 then every $(\beta \gamma, D)$ algebraic-set winning subset of $\mathbb{R}^{k}$ is $\beta$-hyperplane winning.

To complete the proof of Theorem 3.6 we must show that every levelset winning set is algebraic-set winning. For this, we will need three more lemmas.

Lemma 3.11. Fix $k, D \in \mathbb{N}$ and $\beta>0$. Then there exists $\gamma>0$ such that for any $f \in \mathcal{P}_{D}$, there exists $g \in \mathcal{P}_{D}$ such that

$$
f^{-1}(-\gamma, \gamma) \cap B(\mathbf{0}, 1) \subseteq Z_{g}^{(\beta)}
$$

Proof. For each $g \in \mathcal{P}_{D},|g|$ is bounded uniformly away from 0 on $B(\mathbf{0}, 1) \backslash Z_{g}^{(\beta)}$. Let $\gamma_{g}>0$ be strictly less than this uniform bound, and let $U_{g}$ be the set of all polynomials $f \in \mathcal{P}_{D}$ such that $\min _{B(\mathbf{0}, 1) \backslash Z_{g}^{(\beta)}}|f|>\gamma_{g}$. Then $U_{g}$ is an open set containing $g$. Letting $\left(U_{g_{i}}\right)_{i=1}^{n}$ be a finite subcover, the lemma holds with $\gamma=\min _{i=1}^{n} \gamma_{g_{i}}$.
Lemma 3.12. Fix $k, D \in \mathbb{N}$ and $\beta>0$, and let $B=B(\mathbf{0}, 1)$. There exists $\delta>0$ such that if $f: B \rightarrow \mathbb{R}$ is a $\mathcal{C}^{D+1}$ function satisfying

$$
\sup _{B}\left|f^{(\alpha)}\right| \leq \delta\|f\|_{\mathcal{C}^{D}, B} \quad \forall \alpha \in \mathbb{N}_{0}^{k} \text { with }|\alpha|=D+1
$$

then there exists $g \in \mathcal{P}_{D}$ such that

$$
Z_{f} \subseteq f^{-1}\left(-\delta\|f\|_{\mathcal{C}^{D}, B}, \delta\|f\|_{\mathcal{C}^{D}, B}\right) \subseteq Z_{g}^{(\beta)}
$$

In particular, $Z_{f}^{(\beta)} \subseteq Z_{g}^{(2 \beta)}$.
Proof. Fix $\delta>0$ small to be determined, and let $f: B \rightarrow \mathbb{R}$ be as above. For convenience of notation, without loss of generality we assume that $\|f\|_{\mathcal{C}^{D}, B}=1$. By the definition of $\|f\|_{\mathcal{C}^{D}, B}$, there exists a point $\mathbf{z} \in B$ such that $\|f\|_{\mathcal{C}^{D}, \mathbf{z}} \geq 1 / 2$. Let $h_{\mathbf{z}}$ denote the $D$ th order Taylor polynomial for $f$ centered at $\mathbf{z}$. Then

$$
\begin{equation*}
\left\|h_{\mathbf{z}}\right\|_{\mathcal{C}^{D}, B} \geq\left\|h_{\mathbf{z}}\right\|_{\mathcal{C}^{D}, \mathbf{z}}=\|f\|_{\mathcal{C}^{D}, \mathbf{z}} \geq 1 / 2 \tag{3.4}
\end{equation*}
$$

By Taylor's theorem, for all $\mathbf{x} \in B$,

$$
\left|f(\mathbf{x})-h_{\mathbf{z}}(\mathbf{x})\right| \lesssim \times \max _{|\alpha|=D+1} \sup _{B}\left|f^{(\alpha)}\right| \cdot\|\mathbf{x}-\mathbf{z}\|^{D+1} \lesssim \times \delta
$$

and so

$$
\left|h_{\mathbf{z}}(\mathbf{x})\right| \lesssim \times \delta \forall \mathbf{x} \in f^{-1}(-\delta, \delta)
$$

Write $h_{\mathbf{z}}=c j$ for some $c>0$ and $j \in \mathcal{P}_{D}$; then $\|j\|_{\mathcal{C}^{D}, B} \asymp \times 1$ since $\mathcal{P}_{D}$ is compact. Combining with (3.4), we see that $c \gtrsim \times 1$, and thus

$$
\begin{equation*}
|j(\mathbf{x})| \lesssim \times \delta \forall \mathbf{x} \in f^{-1}(-\delta, \delta) . \tag{3.5}
\end{equation*}
$$

Let $\gamma>0$ be as in Lemma 3.11 and let $\delta$ be $\gamma$ divided by the implied constant of (3.5). Then

$$
f^{-1}(-\delta, \delta) \subseteq j^{-1}(-\gamma, \gamma)
$$

Moreover, by Lemma 3.11 there exists $g \in \mathcal{P}_{D}$ such that $j^{-1}(-\gamma, \gamma) \subseteq Z_{g}^{(\beta)}$. This completes the proof.

Lemma 3.13. Fix $k, D \in \mathbb{N}$ and $\beta, C_{1}>0$. Then there exists $\varepsilon>0$ such that for any ball $B=B(\mathbf{x}, \rho) \subseteq \mathbb{R}^{k}$ satisfying $\rho \leq \varepsilon$ and for any $\mathcal{C}^{D+1}$ function $f: B \rightarrow \mathbb{R}$ satisfying

$$
\|f\|_{\mathcal{C}^{D+1}, B} \leq C_{1}\|f\|_{\mathcal{C}^{D}, B}
$$

there exists a polynomial $g: \mathbb{R}^{k} \rightarrow \mathbb{R}$ of degree at most $D$ such that $Z_{f} \subseteq Z_{g}^{(\beta \rho)}$, and thus $Z_{f}^{(\beta \rho)} \subseteq Z_{g}^{(2 \beta \rho)}$.
Proof. Fix $0<\varepsilon \leq 1$ small to be determined, and let $B=B(\mathbf{x}, \rho)$ and $f: B \rightarrow \mathbb{R}$ be as above. Let $T_{\mathbf{x}, \rho}$ be given by (3.3), and let $\widetilde{f}=f \circ T_{\mathbf{x}, \rho}$. Then for all $\alpha \in \mathbb{N}_{0}^{k}$ with $|\alpha|=D+1$,

$$
\sup _{B(\mathbf{0}, 1)}\left|\widetilde{f}^{(\alpha)}\right|=\rho^{D+1} \sup _{B(\mathbf{0}, 1)}\left|f^{(\alpha)} \circ T_{\mathbf{x}, \rho}\right| \leq \rho^{D+1}\|f\|_{\mathcal{C}^{D+1}, B} \lesssim \times \rho^{D+1}\|f\|_{\mathcal{C}^{D}, B}
$$

and on the other hand

$$
\|\widetilde{f}\|_{\mathcal{C}^{D}, B(\mathbf{0}, 1)}=\max _{|\alpha| \leq D} \sup _{B(\mathbf{0}, 1)} \widetilde{f}^{(\alpha)}=\max _{|\alpha| \leq D} \rho^{|\alpha|} \sup _{B(\mathbf{0}, 1)}\left|f^{(\alpha)} \circ T_{\mathbf{x}, \rho}\right| \geq \rho^{D}\|f\|_{\mathcal{C}^{D}, B}
$$

Combining, we have

$$
\sup _{B(\mathbf{0}, 1)}\left|\widetilde{f}^{(\alpha)}\right| \lesssim \times \rho\|\widetilde{f}\|_{\mathcal{C}^{D}, B(\mathbf{0}, 1)} \quad \forall \alpha \in \mathbb{N}_{0}^{k} \text { with }|\alpha|=D+1
$$

So for $\varepsilon$ sufficiently small, $\widetilde{f}$ satisfies the hypotheses of Lemma 3.12, Let $\widetilde{g}$ be the polynomial given by Lemma 3.12, and let $g=\widetilde{g} \circ T_{\mathbf{x}, \rho}^{-1}$, so that $Z_{g}=T_{\mathbf{x}, \rho}\left(Z_{\tilde{g}}\right)$. This completes the proof.

Let $k, D, \beta, C_{1}$, and $\varepsilon$ be as above. Lemma 3.13 gives us a way of translating a winning strategy for Alice in the $\left(\beta, D, C_{1}\right)$-levelset game into a winning strategy for Alice in the $(2 \beta, D)$ algebraic-set game. Indeed, without loss of generality suppose that Bob's first move in the $\left(\beta, D, C_{1}\right)$-levelset game has radius $\leq \varepsilon$. (Otherwise Alice makes dummy moves until this is true.) Now if Alice responds to Bob's move $B(\mathbf{x}, \rho)$ in the $\left(\beta, D, C_{1}\right)$-levelset game by deleting the set $Z_{f}^{(\beta \rho)}$, then in the $(2 \beta, D)$ algebraic-set game, she will simply delete the set $Z_{g}^{(2 \beta \rho)}$, where $g$ is given by Lemma 3.13 Summarizing, we have the following corollary.

Corollary 3.14. Any levelset winning set is algebraic-set winning.
Proof. For each $k, D \in \mathbb{N}$ and $\beta, C_{1}>0$, then every $\left(\beta, D, C_{1}\right)$-levelset winning subset of $\mathbb{R}^{k}$ is $(2 \beta, D)$ algebraic-set winning.

Combining Corollaries 3.10 and 3.14 completes the proof of Theorem 3.6

## 4. The simplex lemma and its consequences

The paradigmatic example of a hyperplane winning set is the set $\mathrm{BA}_{d}$ defined by the formula (1.3), which was proven to be hyperplane winning in [5, Theorem 2.5], as a consequence of the so-called simplex lemma [5, Lemma 3.1]. Essentially, the simplex lemma states that for each ball $B(\mathbf{x}, \rho) \subseteq \mathbb{R}^{d}$, the set of rational points in $B(\mathbf{x}, \rho)$ whose denominators are less than $\varepsilon \rho^{-d /(d+1)}$ is contained in an affine hyperplane, where $\varepsilon>0$ is small and depends only on $d$. As a result, when playing the hyperplane game Alice can simply delete the neighborhood of the hyperplane given by the simplex lemma, and it turns out that this strategy is winning for $\mathrm{BA}_{d}$. In this section we prove an analogue of the simplex lemma for rational points in a fixed manifold $M$. We then use the simplex lemma to prove two general negative results about intrinsic approximation on manifolds: that $\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)$ is hyperplane winning, and that $\lambda_{M}\left(\mathrm{VWA}_{M}\right)=0$.

Lemma 4.1 (Simplex lemma for intrinsic approximation on manifolds). Let $M \subseteq$ $\mathbb{R}^{d}$ be a submanifold of dimension $k$, let $\Psi: U \rightarrow M$ be a local parameterization of $M$, and let $V \subseteq U$ be compact. Then there exists $\kappa>0$ such that for all $\mathbf{s} \in U$ and $0<\rho \leq 1$, the set

$$
S_{\mathbf{s}, \rho}:=\left\{\mathbf{p} / q \in \mathbb{Q}^{d} \cap \Psi(V \cap B(\mathbf{s}, \rho)): q \leq \kappa \rho^{-1 / c(k, d)}\right\}
$$

is contained in a hyperplane.
Proof. For all $\mathbf{s} \in U$ let $\Phi(\mathbf{s})=(1, \Psi(\mathbf{s}))$. Define a function $f: U^{d+1} \rightarrow \mathbb{R}$ by

$$
f\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{d+1}\right)=\operatorname{det}\left[\Phi\left(\mathbf{s}_{1}\right) \cdots \Phi\left(\mathbf{s}_{d+1}\right)\right] .
$$

Then $f$ vanishes along the diagonal

$$
\Delta=\{(\mathbf{t}, \ldots, \mathbf{t}): \mathbf{t} \in U\} .
$$

In fact, the first several derivatives of $f$ vanish along the diagonal, due to repeated columns:

Claim 4.2. The smallest order derivative of $f$ which does not vanish identically along the diagonal is no less than $N_{k, d}$.

Proof. Suppose that for some sequence of multi-indices $\alpha_{1}, \ldots, \alpha_{d+1} \in \mathbb{N}_{0}^{k}$, the expression

$$
\begin{equation*}
\frac{\partial}{\partial^{\alpha_{1}} \mathbf{t}_{1}} \cdots \frac{\partial}{\partial^{\alpha_{d+1}} \mathbf{t}_{d+1}} f\left(\mathbf{t}_{1}, \ldots, \mathbf{t}_{d+1}\right) \tag{4.1}
\end{equation*}
$$

does not vanish identically along the diagonal $\left\{\mathbf{t}_{1}=\cdots=\mathbf{t}_{d+1}\right\}$. Here we use the multi-index notation

$$
\frac{\partial}{\partial^{\alpha_{i}} \mathbf{t}_{i}}=\left(\frac{\partial}{\partial t_{i, 1}}\right)^{\alpha_{i, 1}} \cdots\left(\frac{\partial}{\partial t_{i, k}}\right)^{\alpha_{i, k}}
$$

Since the determinant of a matrix is linear with respect to the columns of that matrix, we have

$$
\frac{\partial}{\partial^{\alpha_{1}} \mathbf{t}_{1}} \cdots \frac{\partial}{\partial^{\alpha_{d+1}} \mathbf{t}_{d+1}} f\left(\mathbf{t}_{1}, \ldots, \mathbf{t}_{d+1}\right)=\operatorname{det}\left[\partial^{\alpha_{1}} \Phi\left(\mathbf{t}_{1}\right) \cdots \partial^{\alpha_{d+1}} \Phi\left(\mathbf{t}_{d+1}\right)\right]
$$

Since this does not vanish identically along the diagonal, there exists $\mathbf{t} \in U$ such that

$$
\operatorname{det}\left[\partial^{\alpha_{1}} \Phi(\mathbf{t}) \cdots \partial^{\alpha_{d+1}} \Phi(\mathbf{t})\right] \neq 0
$$

In particular, the rows $\left(\partial^{\alpha_{i}} \Phi(\mathbf{t})\right)_{i=1}^{d+1}$ are all distinct, so the multi-indices $\alpha_{1}, \ldots, \alpha_{d+1}$ must be distinct. Thus for each $j \in \mathbb{N}$,

$$
\begin{equation*}
n_{j}:=\#\left\{i=1, \ldots, d+1:\left|\alpha_{i}\right|=j\right\} \leq \#\left\{\alpha \in \mathbb{N}_{0}^{k}:|\alpha|=j\right\}=[k-1, j], \tag{4.2}
\end{equation*}
$$

and, on the other hand,

$$
\begin{equation*}
\sum_{j=0}^{\infty} n_{j}=d+1 \tag{4.3}
\end{equation*}
$$

The order of the derivative (4.1) is

$$
\sum_{i=1}^{d+1}\left|\alpha_{i}\right|=\sum_{j=1}^{\infty} j n_{j}
$$

so computing the smallest order derivative of $f$ which potentially does not vanish along the diagonal becomes a combinatorial problem of minimizing $\sum_{j=1}^{\infty} j n_{j}$ subject to (4.2) and (4.3). The reader will verify that the minimum is attained when

$$
n_{j}=\left\{\begin{array}{ll}
{[k-1, j]} & \text { if } j<n_{k, d}+1 \\
m_{k, d} & \text { if } j=n_{k, d}+1 \\
0 & \text { if } j>n_{k, d}+1
\end{array} \quad(j \geq 0),\right.
$$

and that the value of $\sum_{j=1}^{\infty} j n_{j}$ on this sequence is $N_{k, d}$, where $n_{k, d}, m_{k, d}$, and $N_{k, d}$ are as in Notation 1.2.

Thus by Taylor's theorem and the compactness of $V$, we have

$$
\begin{equation*}
\left|f\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{d+1}\right)\right| \lesssim \times \operatorname{dist}\left(\left(\mathbf{s}_{i}\right)_{1}^{d+1}, \Delta\right)^{N_{k, d}} \tag{4.4}
\end{equation*}
$$

for all $\mathbf{s}_{1}, \ldots, \mathbf{s}_{d+1} \in V$.
Now by contradiction, suppose that the points $\mathbf{r}_{1}, \ldots, \mathbf{r}_{d+1} \in S_{\mathbf{s}, \rho}$ do not lie in a hyperplane. For each $i$ write $\mathbf{r}_{i}=\Psi\left(\mathbf{s}_{i}\right)=\mathbf{p}_{i} / q_{i}$. Let

$$
D=f\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{d+1}\right)=\operatorname{det}\left[\begin{array}{ccc}
1 & \cdots & 1 \\
\mathbf{r}_{1} & \cdots & \mathbf{r}_{d+1}
\end{array}\right] \neq 0
$$

Since $\mathbf{s}_{i} \in B(\mathbf{s}, \rho)$, we have $\operatorname{dist}\left(\left(\mathbf{s}_{i}\right)_{1}^{d+1}, \Delta\right) \lesssim \times \rho$. Thus by (4.4) we have

$$
\begin{equation*}
|D| \lesssim \times \rho^{N_{k, d}} . \tag{4.5}
\end{equation*}
$$

On the other hand, we have

$$
D=\prod_{i=1}^{d+1} \frac{1}{q_{i}} \operatorname{det}\left[\begin{array}{lll}
q_{1} & \cdots & q_{d+1} \\
\mathbf{p}_{1} & \cdots & \mathbf{p}_{d+1}
\end{array}\right] \in \prod_{i=1}^{d+1} \frac{1}{q_{i}} \mathbb{Z}
$$

Thus,

$$
|D| \geq \frac{1}{\prod_{i=1}^{d+1} q_{i}}
$$

Since by assumption $q_{i} \leq \kappa \rho^{-N_{k, d} /(d+1)}$, we have

$$
|D| \geq \kappa^{-(d+1)} \rho^{N_{k, d}} .
$$

For $\kappa>0$ sufficiently small, this contradicts (4.5).
Using the simplex lemma, we proceed to prove two results about intrinsic approximation on $M$. The first is the following.

Theorem 4.3. Let $M \subseteq \mathbb{R}^{d}$ be a submanifold of dimension $k$, and let $c(k, d)$ be as in Notation 1.2. Suppose that for some $D \in \mathbb{N}$, every point of $M$ is $D$-nondegenerate. Then $\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)$ is hyperplane winning relative to $M$.

Proof. Let $\Psi: U \rightarrow M$ be a local parameterization of $M$, and let $K \subseteq U$ be compact. We need to show that the following set is hyperplane winning:

$$
\begin{equation*}
\Psi^{-1}\left(\operatorname{BA}_{M}\left(\psi_{c(k, d)}\right)\right) \cup\left(\mathbb{R}^{k} \backslash K\right) \tag{4.6}
\end{equation*}
$$

Fix $C_{1}>0$ large to be determined, and let $\beta>0$. We will show that the set (4.6) is $\left(\beta, D, C_{1}\right)$-levelset winning, where $D$ is as in the statement of Theorem 4.3 Let $\lambda=\beta^{-1 / c(k, d)}$ (so that $\lambda>1$ ). Denote Bob's first move by $B_{0}=B\left(\mathbf{s}_{0}, \rho_{0}\right) \subseteq \mathbb{R}^{k}$. Fix an open set $V \supseteq K$ which is relatively compact in $U$; without loss of generality we may assume that $B\left(\mathbf{s}_{0}, 2 \rho_{0}\right) \subseteq V$, since Alice may make dummy moves until either this is true or Bob's ball is disjoint from $K$. Now Alice's strategy is as follows: If Bob has just made his $n$th move $B_{n}=B\left(\mathbf{s}_{n}, \rho_{n}\right) \subseteq V$, then Alice will delete the $\beta \rho_{n}$-neighborhood of the set $\Psi^{-1}\left(\mathcal{L}_{n}\right)$, where $\mathcal{L}_{n}$ is the affine hyperplane containing the set $S_{\mathbf{s}_{n}, 2 \rho_{n}}$. To complete the proof we need to show (i) that this is legal (given $C_{1}>0$ large enough), and (ii) that the strategy guarantees that $\bigcap_{1}^{\infty} B_{n} \cap \Psi^{-1}\left(\mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)\right) \neq \emptyset$.
(i) For each $\mathbf{s} \in U$ let $\Phi(\mathbf{s})=(1, \Psi(\mathbf{s}))$. Since every point of $M$ is $D$ nondegenerate, for each $\mathbf{s} \in U$ and $\mathbf{w} \in \mathbb{R}^{d+1} \backslash\{\mathbf{0}\}$ we have

$$
\|\mathbf{t} \mapsto \mathbf{w} \cdot \Phi(\mathbf{t})\|_{\mathcal{C}^{D}, \mathbf{s}}>0
$$

and by continuity, this quantity is bounded from below uniformly for $\mathbf{s} \in V$ and $\mathbf{w} \in S^{d}$.

Now consider Alice's $n$th move. Write $\mathcal{L}_{n}=\left\{\mathbf{x} \in \mathbb{R}^{d}: \mathbf{w} \cdot(1, \mathbf{x})=0\right\}$ for some $\mathbf{w} \in S^{d}$. Define $f: U \rightarrow \mathbb{R}$ by

$$
f(\mathbf{s})=\mathbf{w} \cdot \Phi(\mathbf{s})
$$

so that $Z_{f}=\Psi^{-1}\left(\mathcal{L}_{n}\right)$. Then by the first paragraph, $\|f\|_{\mathcal{C}^{D}, B_{n}} \geq\|f\|_{\mathcal{C}^{D}, \mathbf{s}_{n}}$ is bounded from below. On the other hand,

$$
\|f\|_{\mathcal{C}^{D+1}, B_{n}} \leq\|\mathbf{w}\| \cdot\|\Phi\|_{\mathcal{C}^{D+1}, B_{n}} \leq\|\Phi\|_{\mathcal{C}^{D+1}, V} \asymp \times 1
$$

so $\|f\|_{\mathcal{C}^{D+1}, B_{n}} \lesssim \times\|f\|_{\mathcal{C}^{D}, B_{n}}$. Letting $C_{1}$ be the implied constant finishes the proof.
(ii) By Remark 3.1 we may assume that $\bigcap_{1}^{\infty} B_{n}$ is a singleton, say $\bigcap_{1}^{\infty} B_{n}=$ $\{\mathbf{s}\}$. For each $\mathbf{r}=\mathbf{p} / q \in \mathbb{Q}^{d} \cap M$, let $n \in \mathbb{N}$ be minimal such that $q \leq$ $\kappa \rho_{n}^{-N_{k, d} /(d+1)}$. If $\mathbf{r} \in \Psi\left(V \cap B\left(\mathbf{s}_{n}, 2 \rho_{n}\right)\right)$, then by Lemma 4.1 we have $\mathbf{r} \in$ $\mathcal{L}_{n}$. Since Alice deleted the set $\Psi^{-1}\left(\mathcal{L}_{n}\right)^{\left(\beta \rho_{n}\right)}$, we have $\mathbf{s} \notin \Psi^{-1}\left(\mathcal{L}_{n}\right)^{\left(\beta \rho_{n}\right)}$ and thus

$$
\operatorname{dist}(\Psi(\mathbf{s}), \mathbf{r}) \asymp \times\left\|\mathbf{s}-\Psi^{-1}(\mathbf{r})\right\| \geq \beta \rho_{n} \asymp_{x, \beta, \kappa} q^{-(d+1) / N_{k, d}}
$$

On the other hand, if $\mathbf{r} \notin \Psi\left(V \cap B\left(\mathbf{s}_{n}, 2 \rho_{n}\right)\right)$, then either $\mathbf{r} \notin \Psi(V)$, which implies

$$
\operatorname{dist}(\Psi(\mathbf{s}), \mathbf{r}) \geq \operatorname{dist}(\Psi(\mathbf{s}), M \backslash \Psi(V)) \asymp \times 1
$$

or $\mathbf{r} \in \Psi\left(V \backslash B\left(\mathbf{s}_{n}, 2 \rho_{n}\right)\right)$, in which case

$$
\operatorname{dist}(\Psi(\mathbf{s}), \mathbf{r}) \asymp \times\left\|\mathbf{s}-\Psi^{-1}(\mathbf{r})\right\| \geq \rho_{n} \asymp_{x, \beta, \kappa} q^{-(d+1) / N_{k, d}}
$$

In all cases we have $\operatorname{dist}(\Psi(\mathbf{s}), \mathbf{r}) \gtrsim \times \psi_{c(k, d)}(q)$, so $\Psi(\mathbf{s}) \in \mathrm{BA}_{M}\left(\psi_{c(k, d)}\right)$.

To state our last theorem regarding general manifolds, we need a definition.
Definition 4.4. A measure $\mu$ on an open set $U \subseteq \mathbb{R}^{k}$ is absolutely decaying if there exist $C, \alpha>0$ such that for all $\mathbf{x} \in \operatorname{Supp}(\mu)$, for all $0<\rho \leq 1$ such that $B(\mathbf{x}, \rho) \subseteq U$, for all $\varepsilon>0$, and for every affine hyperplane $\mathcal{L} \subseteq \mathbb{R}^{k}$, we have

$$
\mu\left(\mathcal{L}^{(\varepsilon \rho)} \cap B(\mathbf{x}, \rho)\right) \leq C \varepsilon^{\alpha} \mu(B(\mathbf{x}, \rho))
$$

We call $\mu$ doubling if $\mu(B(\mathbf{x}, 2 \rho)) \asymp \times \mu(B(\mathbf{x}, \rho))$ for all $\mathbf{x} \in \operatorname{Supp}(\mu)$ and $0<\rho \leq 1$. If $\mu$ is both absolutely decaying and doubling, then $\mu$ is called absolutely friendly.
Theorem 4.5. Let $M \subseteq \mathbb{R}^{d}$ be a submanifold of dimension $k$, and fix $D \in \mathbb{N}$. Let $\Psi: U \rightarrow M$ be a local parameterization of $M$, let $\mu$ be an absolutely friendly measure on $U$, and let $\nu=\Psi[\mu]$. If $\nu$-a.e. point of $M$ is $D$-nondegenerate, then $\mathrm{VWA}_{M}\left(\psi_{c(k, d)}\right)$ is a $\nu$-nullset. In particular, $\lambda_{M}\left(\mathrm{VWA}_{M}\left(\psi_{c(k, d)}\right)\right)=0$.
Proof. Let $\kappa>0$ be as in Lemma 4.1. Fix $\lambda>1$ arbitrary, and for each $n \in \mathbb{N}$ let

$$
\begin{aligned}
T_{n} & :=\kappa \lambda^{n / c(k, d)}, \\
\rho_{n} & :=\frac{1}{2} \lambda^{-n} .
\end{aligned}
$$

Let $K \subseteq U$ be a compact set, and let $V \supseteq K$ be open and relatively compact in $U$. Then by Lemma 4.1, we have the following corollary.

Corollary 4.6. For all $\mathbf{s} \in V$ and for all $n \in \mathbb{N}$, the set

$$
S_{n, \mathbf{s}}=\left\{\mathbf{p} / q \in \mathbb{Q}^{d} \cap \Psi\left(V \cap B\left(\mathbf{s}, 2 \rho_{n}\right)\right): q \leq T_{n}\right\}
$$

is contained in a hyperplane.
Denote the hyperplane guaranteed by Corollary 4.6 by $\mathcal{L}_{n, \mathbf{s}}$. For each $n \in \mathbb{N}$, let $\left(\mathbf{s}_{i}^{(n)}\right)_{i=1}^{N_{n}}$ be a maximal $\rho_{n}$-separated subset of $K$. Then $\left\{B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right): i=\right.$ $\left.1, \ldots, N_{n}\right\}$ is a cover of $K$ whose multiplicity is bounded depending only on $d$. For each $i=1, \ldots, N_{n}$, let $\mathcal{L}_{n, i}=\mathcal{L}_{n, \mathbf{s}_{i}^{(n)}}$.

## Claim 4.7.

$$
\Psi^{-1}\left(\operatorname{VWA}_{M}\left(\psi_{c(k, d)}\right)\right) \cap K \subseteq \lim _{\gamma \rightarrow 0} \limsup _{n \rightarrow \infty} \bigcup_{i=1}^{N_{n}}\left[\left(\Psi^{-1}\left(\mathcal{L}_{n, i}\right)\right)^{\left(\rho_{n}^{1+\gamma}\right)} \cap B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)\right]
$$

Proof. Fix s $\in \Psi^{-1}\left(\operatorname{VWA}_{M}\left(\psi_{c(k, d)}\right)\right) \cap K$, and recall the definition of the set $\mathrm{VWA}_{M}\left(\psi_{c(k, d)}\right)$ given by (1.5) and (1.6). Since $\Psi(\mathbf{s}) \in \mathrm{VWA}_{M}\left(\psi_{c(k, d)}\right)$, there exists $\varepsilon>0$ such that there are infinitely many $\mathbf{r}=\mathbf{p} / q \in \mathbb{Q}^{d} \cap M$ satisfying

$$
\begin{equation*}
\|\Psi(\mathbf{s})-\mathbf{r}\| \leq q^{-(c(k, d)+\varepsilon)} \tag{4.7}
\end{equation*}
$$

Fix such an $\mathbf{r}$, and let $n \in \mathbb{N}$ satisfy $T_{n-1} \leq q<T_{n}$. Then

$$
\left\|\mathbf{s}-\Psi^{-1}(\mathbf{r})\right\| \asymp \times\|\Psi(\mathbf{s})-\mathbf{r}\| \leq T_{n-1}^{-(c(k, d)+\varepsilon)} \asymp \times \rho_{n}^{1+\varepsilon / c(k, d)} .
$$

Fix $0<\gamma<\varepsilon / c(k, d)$. If $n$ is sufficiently large, then we have

$$
\left\|\mathbf{s}-\Psi^{-1}(\mathbf{r})\right\| \leq \rho_{n}^{1+\gamma} \leq \rho_{n}
$$

On the other hand, since $\mathbf{s} \in K$, we have $\mathbf{s} \in B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)$ for some $i=1, \ldots, N_{n}$. It follows that $\mathbf{r} \in \Psi\left(V \cap B\left(\mathbf{s}_{i}^{(n)}, 2 \rho_{n}\right)\right)$, and so by Corollary 4.6 we have $\mathbf{r} \in \mathcal{L}_{n, i}$. Thus

$$
\mathbf{s} \in\left(\Psi^{-1}\left(\mathcal{L}_{n, i}\right)\right)^{\left(\rho_{n}^{1+\gamma}\right)} \cap B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right) .
$$

Since this argument holds for all $\mathbf{r}$ satisfying (4.7), it follows that

$$
\mathbf{s} \in \bigcup_{i=1}^{N_{n}}\left[\left(\Psi^{-1}\left(\mathcal{L}_{n, i}\right)\right)^{\left(\rho_{n}^{1+\gamma}\right)} \cap B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)\right]
$$

for infinitely many $n \in \mathbb{N}$.
Claim 4.8. For each $\gamma>0$, there exists $\alpha>0$ such that for all $n \in \mathbb{N}$ and $i=1, \ldots, N_{n}$,

$$
\begin{equation*}
\mu\left(\Psi^{-1}\left(\mathcal{L}_{n, i}\right)^{\left(\rho_{n}^{1+\gamma}\right)} \cap B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)\right) \lesssim \times \rho_{n}^{\alpha} \mu\left(B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)\right) . \tag{4.8}
\end{equation*}
$$

Proof. For each $\mathbf{s} \in U$ let $\Phi(\mathbf{s})=(1, \Psi(\mathbf{s}))$. Let $B=B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)$. By [18, Proposition 7.3], there exist $C, \alpha>0$ such that for any linear map $P: \mathbb{R}^{d+1} \rightarrow \mathbb{R}$, if $f=P \circ \Phi$, then

$$
\begin{equation*}
\mu\left(f^{-1}\left(-\rho_{n}^{\gamma / 2} \sup _{B}|f|, \rho_{n}^{\gamma / 2} \sup _{B}|f|\right) \cap B\right) \leq \rho_{n}^{\alpha} \mu(B) . \tag{4.9}
\end{equation*}
$$

On the other hand, if $P$ is the linear functional whose zero set is the hyperplane $\mathcal{L}_{n, i}$, then

$$
\Psi^{-1}\left(\mathcal{L}_{n, i}\right)=Z_{f} .
$$

So to complete the proof, we must show that

$$
\begin{equation*}
Z_{f}^{\left(\rho_{n}^{1+\gamma}\right)} \cap B \subseteq f^{-1}\left(-\rho_{n}^{\gamma / 2} \sup _{B}|f|, \rho_{n}^{\gamma / 2} \sup _{B}|f|\right) . \tag{4.10}
\end{equation*}
$$

Let $T=T_{\mathbf{s}_{i}^{(n)}, \rho_{n}}$ be as in (3.3), and let $\tilde{f}=f \circ T$. Translating (4.10) via $T$ gives

To demonstrate (4.11), we observe that if $\mathbf{s} \in Z_{\tilde{f}}^{\left(\rho_{n}^{\gamma}\right)} \cap B(\mathbf{0}, 1)$, then there exists $\mathbf{t} \in Z_{\tilde{f}}$ for which $\|\mathbf{s}-\mathbf{t}\| \leq \rho_{n}^{\gamma}$. By Taylor's theorem, we have

$$
|\widetilde{f}(\mathbf{s})| \lesssim \times\|\widetilde{f}\|_{\mathcal{C}^{1}, B(\mathbf{0}, 2)}\|\mathbf{s}-\mathbf{t}\| \leq\|\widetilde{f}\|_{\mathcal{C}^{D}, B(\mathbf{0}, 2)} \rho_{n}^{\gamma}
$$

So to complete the proof, we must show that

$$
\begin{equation*}
\|\widetilde{f}\|_{\mathcal{C}^{D}, B(\mathbf{0}, 2)} \lesssim \times \sup _{B(\mathbf{0}, 1)}|\widetilde{f}| . \tag{4.12}
\end{equation*}
$$

To demonstrate (4.12), let $\beta>0$ be small enough so that for every polynomial $g$ of degree at most $D, B(\mathbf{0}, 1) \nsubseteq Z_{g}^{(2 \beta)}$. Such a $\beta$ exists, e.g., by a compactness argument. Let $\delta>0$ be given by Lemma3.12, For $n$ sufficiently large, the argument of Lemma 3.13 shows that the hypotheses of Lemma 3.12 are satisfied for $\widetilde{f}$, and thus that

$$
\tilde{f}^{-1}\left(-\delta\|\widetilde{f}\|_{\mathcal{C}^{D}, B(\mathbf{0}, 2)}, \delta\|\widetilde{f}\|_{\mathcal{C}^{D}, B(\mathbf{0}, 2)}\right) \subseteq Z_{g}^{(2 \beta)} \varsubsetneqq B(\mathbf{0}, 1)
$$

Thus there exists $\mathbf{s} \in B(\mathbf{0}, 1)$ for which $|\widetilde{f}(\mathbf{s})| \geq \delta\|\widetilde{f}\|_{\mathcal{C}^{D}, B(\mathbf{0}, 2)}$, demonstrating (4.12).

Fix $\gamma, \alpha$ as in Claim 4.8. From (4.8), we see that

$$
\begin{aligned}
& \sum_{i=1}^{N_{n}} \mu\left(\left(\Psi^{-1}\left(\mathcal{L}_{n, i}\right)\right)^{\left(\rho_{n}^{1+\gamma}\right)} \cap B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)\right) \lesssim \times \rho_{n}^{\alpha} \sum_{i=1}^{N_{n}} \mu\left(B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)\right) \lesssim \times \rho_{n}^{\alpha} \mu(V), \\
& \sum_{n=0}^{\infty} \sum_{i=1}^{N_{n}} \mu\left(\left(\Psi^{-1}\left(\mathcal{L}_{n, i}\right)\right)^{\left(\rho_{n}^{1+\gamma}\right)} \cap B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)\right) \lesssim \times \sum_{n=0}^{\infty} \lambda^{-\alpha n}<\infty
\end{aligned}
$$

Thus by the Borel-Cantelli lemma, for each $\gamma>0$,

$$
\mu\left(\limsup _{n \rightarrow \infty} \bigcup_{i=1}^{N_{n}}\left[\left(\Psi^{-1}\left(\mathcal{L}_{n, i}\right)\right)^{\left(\rho_{n}^{1+\gamma}\right)} \cap B\left(\mathbf{s}_{i}^{(n)}, \rho_{n}\right)\right]\right)=0
$$

and so $\mu\left(\mathrm{VWA}_{M}\left(\psi_{c(k, d)}\right)\right)=0$ by Claim 4.7.
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    ${ }^{1}$ It was recently pointed out to us by Bugeaud that in the case of $\mathbb{R}$, this result is actually much older, coming directly from the theory of continued fractions (see e.g. [24, displayed equation on p. 28]).

[^1]:    ${ }^{2}$ And in many cases equivalent to; see 13 §2] for a thorough discussion.

[^2]:    ${ }^{3}$ Note that the existence of these examples does not rule out the possibility that some function decaying slower than all of the functions $\psi_{2 / n}$, e.g., $\psi(t)=1 / \log (t)$, is a Dirichlet function for every nondegenerate manifold whose intrinsic rationals are dense. It would be interesting to investigate this question further.

[^3]:    ${ }^{4}$ Even stronger, every point of $V_{k, n}$ is $n$-nondegenerate. Moreover, by (2.1), $\operatorname{dim}\left(T_{\mathbf{x}}^{(n)}(M)\right) \leq$ $[k, n]$ for any manifold $M$. Thus the ambient dimension of $V_{k, n}$ is maximal among all $n$ nondegenerate $k$-dimensional manifolds.

[^4]:    ${ }^{5}$ The map $\Psi_{k, n}$ is not the only embedding which is an isomorphism in this sense; more generally, if $\Psi: \mathbb{R} \rightarrow \mathbb{R}^{d}$ is an embedding defined by polynomials with integer coefficients, then a relation between $H \circ \Psi$ and $H$ was found in [8 Proof of Lemma 2]. Similarly to Corollary 2.5 this relation can be used to discover an optimal Dirichlet function on the corresponding curve. However, in most cases the resulting curve is not maximally approximable.
    ${ }^{6}$ This follows, for example, if $M$ is connected, real-analytic, and Zariski dense in $\mathbb{R}^{d}$.

[^5]:    ${ }^{7}$ In establishing these formulas, the identity $[a, b]=[a-1, b]+[a, b-1]$ is useful.

[^6]:    ${ }^{8}$ In what follows we abbreviate "hyperplane absolute game" to just "hyperplane game".
    ${ }^{9}$ This disagrees with the convention introduced in [5]; however, if we restrict to $0<\beta \leq 1 / 3$ (as is done in (5), then Bob is always able to make a legal move, so the question is irrelevant. We use the convention that Bob loses in order to avoid technicalities (cf. [7] p. 4]) in the variants of the hyperplane game discussed below, where it is not always obvious whether or not Bob has legal moves. Our convention allows us to ignore the issue in the sense that we do not need to check whether Bob has legal moves whenever we are trying to prove that a certain strategy of Alice's is winning.

[^7]:    ${ }^{10}$ In 22 the definition is given in a slightly different way, depending on the notion of hyperplane winning subsets of an open set. However, it is easily verified that the two definitions are equivalent.

