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Abstract. Let $p > 2$ be a prime number. Let $\mathcal{O}$ be the ring of integers of a finite extension of $\mathbb{Q}_p$, and let $\pi$ be a uniformizer of $\mathcal{O}$. We prove that, for any complete Noetherian regular local $\mathcal{O}$-algebra $R$ with perfect residue field field of characteristic $p$, the category of Breuil $\mathcal{O}$-windows over $R$ is equivalent to the category of $\pi$-divisible $\mathcal{O}$-modules over $R$. We also prove that the category of Breuil $\mathcal{O}$-modules over $R$ is equivalent to the category of commutative finite flat $\mathcal{O}$-group schemes over $R$ which are kernels of isogenies of $\pi$-divisible $\mathcal{O}$-modules. As an application of these equivalences, we then prove a boundedness result on Barsotti-Tate groups and deduce some corollaries. The results generalize some earlier results of Zink, Vasiu-Zink, and Lau.

1. Introduction

The theory of displays is a powerful tool to study $p$-divisible groups. The aim of this paper is to generalize this theory and to study $\pi$-divisible $\mathcal{O}$-modules. We first review the main results from the theory of displays. Let $p$ be a prime number and let $R$ be a commutative ring. Assume that $p$ is nilpotent in $R$. Following the notation in [24], we have a functor

$$\text{BT} : \{\text{nilpotent displays over } R\} \to \{p\text{-divisible formal groups over } R\}.$$ 

Zink [24, Theorem 9] proved that this functor is an equivalence of categories if $R$ is an excellent local ring or a ring such that $R/pR$ is an algebra of finite type over a field $k$. Then Lau [14, Theorem 1.1] proved the equivalence for all $R$ in which $p$ is nilpotent.

Let $R$ be a complete Noetherian local ring with perfect residue field of characteristic $p$. For $p = 2$, we assume that $pR = 0$. Zink [23] defined a category of Dieudonné displays over $R$ and extended the functor $\text{BT}$ to an equivalence

$$\text{BT} : \{\text{Dieudonné displays over } R\} \to \{p\text{-divisible groups over } R\}.$$ 

Moreover, Lau [13] showed that this equivalence is compatible with duality.

The above results have been generalized to $\pi$-divisible formal $\mathcal{O}$-modules and the $\pi$-divisible $\mathcal{O}$-modules case. Let $\mathcal{O}$ be the ring of integers of a finite extension of $\mathbb{Q}_p$ with uniformizer $\pi$ and residue field $\mathbb{F}_q$. Let $R$ be an $\mathcal{O}$-algebra. A $\pi$-divisible (formal) $\mathcal{O}$-module over $R$ is a $p$-divisible (formal) group $G$ over $R$ with an action of $\mathcal{O}$ given by $\iota : \mathcal{O} \to \text{End}(G)$, such that the induced action of $\mathcal{O}$ on $\text{Lie}(G)$ via $\iota$ coincides with the action through $\mathcal{O} \to R$. Here we use Zink's definition of formal groups ([24, Definition 80] and [2, Section 1.2.3]).
Assume that $p > 2$. In his thesis [11], Ahsendorf defined a category of $O$-displays over $R$ and by adapting the method of Drinfeld [7], proved that the category of nilpotent $O$-displays over $R$ is equivalent to the category of $\pi$-divisible formal $O$-modules over $R$, if $\pi$ is nilpotent in $R$. This result was then extended to an equivalence between the category of Dieudonné $O$-displays over $R$ and the category of $\pi$-divisible $O$-modules over $R$, for $R$ a complete Noetherian local ring with perfect residue field of characteristic $p$. More concretely, we have an equivalence

$$BT_O : \{\text{Dieudonné } O\text{-displays over } R\} \rightarrow \{\pi\text{-divisible } O\text{-modules over } R\},$$

which is compatible with duality. See [2 Section 1] for more details of these results.

In [15][21], the authors introduced frames and windows, which are generalizations of the notion of displays, to study $p$-divisible groups. In particular, an equivalence between the category of Breuil windows over $R$ and the category of $p$-divisible groups over $R$ is established for $R$, if $R$ is a complete Noetherian regular local ring with perfect residue field of characteristic $p$. As an application, Vasiu and Zink [22] proved some boundedness results for commutative finite flat group schemes over a discrete valuation ring of mixed characteristic $(0, p)$. Similar results and generalizations are also obtained in Breuil [5], Bondarko [4], Kisin [12], Savitt [19], Liu [16][17], Cais-Liu [6], etc. See the paper [22, Section 1] for a detail introduction on the history of earlier results. The main goal of this paper is to generalize the generalizations are also obtained in Breuil [5], Bondarko [4], Kisin [12], Savitt [19], Liu [16][17], Cais-Liu [6], etc. See the paper [22, Section 1] for a detail introduction on the history of earlier results. The main goal of this paper is to generalize the results in [15][21][22]. We explain our main results more precisely in what follows.

In Section 2.1 we define $O$-frames and $O$-windows (Definitions 2.1 and 2.3). Let $R$ be a complete Noetherian regular local $O$-algebra with perfect residue field $k$ of characteristic $p$. On one hand, there is an $O$-frame attached to $R$ given by

$$D_R = (\hat{W}_O(R), \hat{I}_O(R), R, F, V^{-1}).$$

Here $\hat{W}_O(R)$ is a subring of the ring of ramified Witt vectors $W_O(R)$, $F$ and $V$ are the Frobenius and Verschibung morphisms, respectively, $\hat{I}_O(R) = V^\infty \hat{W}_O(R)$.

See Section 3.1 for a detailed construction. For the definition of the functor $W_O$ and its properties, we refer to [2 Section 1.2.1], [9 Section 1.2] and [11]. Note that Hazewinkel [11] used a different set of notations. In particular, the functor $W_O$, the Frobenius map $F$, the Verschibung map $V$, the Cartier map $\Delta$, the $n$-th Witt polynomial $w_n$ in [2] and this paper are denoted by $W_{q, \infty} f, V, E, w_{q,n}$, respectively, in [11 Theorem 6.17]. On the other hand, we may choose a ring epimorphism

$$\mathcal{G} := W_O(k)[[x_1, \ldots, x_r]] \overset{h}{\twoheadrightarrow} R$$

such that $x_i \mapsto t_i$ for $1 \leq i \leq r$, where $(t_i \in m_R \mid 1 \leq i \leq r)$ is a regular system of parameters of $R$. There exists $f(x_1, \ldots, x_r) \in (x_1, \ldots, x_r)\mathcal{G}$, such that $E = \pi - f(x_1, \ldots, x_r) \in \text{Ker}(h)$. Then there is another $O$-frame attached to $R$ given by

$$B_R = (\mathcal{G}, E\mathcal{G}, R, \sigma, \sigma_1).$$

Here $\sigma : \mathcal{G} \rightarrow \mathcal{G}$ is the morphism that extends the Frobenius on $W_O(k)$ and $\sigma(x_i) = x_i^q$ for $1 \leq i \leq r$, where $q$ is the cardinality of $O/\pi O$, $\sigma_1 : E\mathcal{G} \rightarrow \mathcal{G}$ is defined by $\sigma_1(E f) = \sigma(f)$. See Section 3.3 for more details.

A Breuil $O$-window relative to $\mathcal{G} \rightarrow R$ is a pair $(Q, \phi)$, where $Q$ is a free $\mathcal{G}$-module of finite rank, $\phi : Q \rightarrow Q^{(\sigma)} := Q \otimes_{\mathcal{G}, \sigma} \mathcal{G}$ is an $\mathcal{G}$-linear map with cokernel annihilated by $E$. With the above notation, we have the following result.
Theorem 1.1. Let $O$ be the ring of integers of a finite extension of $\mathbb{Q}_p$ and let $\pi$ be a uniformizer of $O$. Let $R$ be a complete Noetherian regular local $O$-algebra with perfect residue field of characteristic $p$. Then the following categories are equivalent:

1. the category of $\pi$-divisible $O$-modules over $R$;
2. the category of $O$-windows over the frame $D_R$;
3. the category of $O$-windows over the frame $B_R$;
4. the category of Breuil $O$-windows relative to $\mathfrak{S} \to R$.

By a special $O$-group, we mean a finite flat group scheme which is the kernel of an isogeny of $\pi$-divisible $O$-modules. To study these objects, we define Breuil $O$-modules. A Breuil $O$-module relative to $S \to R$ is a pair $(M, \phi)$, where $M$ is an $S$-module of projective dimension at most one and annihilated by a power of $\pi$, $\phi : M \to M(\sigma)$ is an $S$-linear map whose cokernel is annihilated by $E$. Following from Theorem 1.1, we prove the following result in Section 3.5.

Theorem 1.2. Let $O$ and $R$ be as in Theorem 1.1. Then the following two categories are equivalent:

1. the category of special $O$-groups over $R$;
2. the category of Breuil $O$-module relative to $S \to R$.

As an application of Theorem 1.2, we generalize the boundedness result in [22] and obtain the following result.

Theorem 1.3. Let $O$ be the ring of integers of a finite extension of $\mathbb{Q}_p$ with uniformizer $\pi$. Let $R \in \text{Alg}_O$ be a complete discrete valuation ring of mixed characteristic $(0, p)$ with fraction field $K$ and residue field $k$. There exists a nonnegative integer $s$ that depends only on $R$ and that has the following property. Let $G$ and $H$ be two special $O$-groups over $R$. For each homomorphism $f : G \to H$ whose generic fiber $f_K : G_K \to H_K$ is an isomorphism, there exists a homomorphism $f' : H \to G$ such that $f' \circ f = \pi^s \text{id}_G$ and $f \circ f' = \pi^s \text{id}_H$. Therefore the special fiber homomorphism $f_k : G_k \to H_k$ has a kernel and a cokernel annihilated by $\pi^s$.

This result has interesting consequences. In particular, we prove the following results in Section 4.5.

Corollary 1.4. Let $R$ and $K$ be as in Theorem 1.3. The following two claims hold.

1. Let $G$ and $H$ be special $O$-groups over $R$. Assume that the ramification degree of $R$ over $O$ is less than or equal to $(q - 2)$. If $G_K$ and $H_K$ are isomorphic, then $G$ and $H$ are isomorphic.
2. Let $X$ and $Y$ be $\pi$-divisible $O$-modules over $R$. Then the natural map

$$\text{Hom}_O(X, Y) \to \text{Hom}_O(X_K, Y_K)$$

is a bijection.

The first claim generalizes a result of Raynaud [18] and the second claim generalizes a result of Tate [20].

The content of the paper is as follows. In Section 2, we introduce $O$-frames and $O$-windows (Definitions 2.1 and 2.3) and prove some basic properties of these objects. In particular, in Theorems 2.12 and 2.15, we prove that a morphism of frames $\alpha : \mathcal{F} \to \mathcal{F}'$ is (nil)-crystalline under some conditions, i.e., it induces an equivalence between the category of (nilpotent) $\mathcal{F}$-windows and the category of...
(nilpotent) $F'$-windows. This allows us to translate properties between different bases.

In Section 2 we introduce various $O$-frames with special properties. The Dieudonné $O$-frame $D_R$ attached to $R$ is defined in Section 3.1. The windows over $D_R$ are the same as Dieudonné $O$-displays over $R$. Then by [2 Theorem 1.5], the first category and the second category in Theorem 1.1 are equivalent. The Breuil $O$-frame $B_R$ attached to $R$ is then defined in Section 3.3. A key property of $B_R$ is that it is a $\kappa$-$O$-frame (Definition 3.5). Thus there exists a morphism of $O$-frames $\kappa : B_R \to D_R$. It turns out that this morphism $\kappa$ is crystalline (Theorem 3.13). Then Theorem 1.1 follows by combining Theorem 3.13 and Proposition 3.18.

In Section 4 we prove Theorem 1.3. An explicit description of $s$ is given at the beginning of Section 4.4, following from the computations in Section 4.3. In Section 4.5 we deduce some corollaries from Theorem 1.3.

2. $O$-FRAMES AND $O$-WINDOWS

2.1. Definitions. In this section, we introduce $O$-frames and $O$-windows following [15 Section 2], [1 Section 3.1], and [2 Section 3]. Most of the notions are generalizations from the paper [15]. Let $O$ be a commutative unitary ring, $0 \neq \pi \in O$ not a zero divisor, and $q$ a power of $p$. We call the triple $(O, \pi, q)$ a ramification ring structure, for short $RRS$, if $p \in \pi O$ and $x \equiv x^q \pmod{\pi}$ for all $x \in O$.

Definition 2.1. Let $(O, \pi, q)$ be an RRS. An $O$-frame is a quintuple $F = (S, I, R, \sigma, \sigma_1)$, where $S$ is an $O$-algebra, $I \subset S$ is an ideal, $R = S/I$, $\sigma : S \to S$ is an $O$-algebra homomorphism, and $\sigma_1 : I \to S$ is a $\sigma$-linear map of $S$-modules, such that the following conditions hold:

1. $I + \pi S \subset \text{Rad}(S)$.
2. $\sigma(a) \equiv a^q \pmod{\pi S}$ for all $a \in S$.
3. $\sigma_1(I)$ generates $S$ as an $S$-module.

Let $F = (S, I, R, \sigma, \sigma_1)$ and $F' = (S', I', R', \sigma', \sigma'_1)$ be two $O$-frames. A morphism of $O$-frames $\alpha : F \to F'$ is an $O$-algebra homomorphism $\alpha : S \to S'$, such that $\alpha(I) \subset I'$, $\sigma' = \alpha \sigma$, $\sigma'_1 \alpha = u \cdot \alpha \sigma_1$ for a unit $u \in S'$. In order to specify $u$, we also call $\alpha$ a $u$-homomorphism. If $u = 1$, then $\alpha$ is called strict.

Note that in the definition, $R$ is determined by $S$ and $I$. We take $R$ as part of the data because it serves as the base of the objects that we consider later and it is convenient to include it in the quintuple. Let $R$ be an $O$-algebra. A simple example is the so-called Witt $O$-frame attached to $R$ given by

$W_{O,R} := (W_O(R), I_O(R)) := V W_O(R), R = W_O(R)/I_O(R), F, V^{-1})$.

Remark 2.2.

1. If $F = (S, I, R, \sigma, \sigma_1)$ is an $O$-frame, then there exists a unique element $\theta = \theta_F \in S$ such that $\sigma(a) = \theta \sigma_1(a)$ for all $a \in I$ ([15 Lemma 2.2] and [1 Lemma 3.1.2]). Indeed, by definition, the map $\sigma^e_1 : I^{(e)} \to S$ is surjective. Here $\sigma^e_1$ is the linearization of $\sigma_1$. Choose $b \in I^{(e)}$ such that $\sigma^e_1(b) = 1$ and define $\theta = \sigma^e(b)$, then for all $a \in I$, we have $\sigma(a) = \sigma^e_1(b) \sigma(a) = \sigma^e_1(b) \sigma_1(a) = \theta \sigma_1(a)$.

2. Let $\alpha : F \to F'$ be a $u$-homomorphism of $O$-frames. Let $F''$ be the frame obtained from $F'$ by replacing $\sigma'_1$ by $u^{-1} \sigma'_1$. Then $\alpha : S \to S'$ induces a strict morphism of $O$-frames $\tilde{F} \to F''$. 

Definition 2.3. Let $\mathcal{F} = (S, I, R, \sigma, \sigma_1)$ be an $O$-frame. An $O$-window over $\mathcal{F}$, or an $\mathcal{F}$-window, is a quadruple $\mathcal{P} = (P, Q, F, F_1)$, where $P$ is a finitely generated projective $S$-module, $Q \subset P$ is a submodule, $F : P \to P$ and $F_1 : Q \to P$ are $\sigma$-linear maps of $S$-modules, such that the following conditions hold:

1. There is a decomposition $P = T \oplus L$ with $Q = IT \oplus L$. Such a decomposition is called a normal decomposition of $\mathcal{P}$.
2. $F_1(ax) = \sigma_1(a)F(x)$ for all $a \in I$ and $x \in P$.
3. $F_1(Q)$ generates $P$ as an $S$-module.

Let $\mathcal{P} = (P, Q, F, F_1)$ be an $\mathcal{F}$-window, define a morphism of $S$-modules $V^1 : P \to S \otimes_{S,\sigma} P$ by $V^1(F_1y) = 1 \otimes y$ for all $y \in Q$ and $V^1(Fx) = \theta \otimes x$ for all $x \in P$. Here $\theta = \theta_\mathcal{F} \in S$. Let $(V^1)^n$ be the composition of the following maps:

$$P \xrightarrow{V^1} S \otimes_{S,\sigma} P \xrightarrow{id \otimes V^1} S \otimes_{S,\sigma} (S \otimes_{S,\sigma} P) \to \cdots \to S \otimes_{S,\sigma}^n P.$$ 

We say that $\mathcal{P}$ is nilpotent if $(V^1)^n \equiv 0 \pmod{I + \pi S}$ for some $N \in \mathbb{Z}_{>0}$.

Denote by Win$_\mathcal{F}$ (respectively NilpWin$_\mathcal{F}$) the category of $\mathcal{F}$-windows (respectively the category of nilpotent $\mathcal{F}$-windows).

Remark 2.4. The operator $F$ is determined by $F_1$. Indeed, assume that $\sigma_1^2(b) = 1$ with $b \in I(\sigma)$. Then $F(x) = F_1^2(bx)$ for all $x \in P$. In particular, $F(x) = \theta F_1(x)$ if $x \in Q$.

2.2. Structure equation. Let $\mathcal{P} = (P, Q, F, F_1)$ be a window over the $O$-frame $\mathcal{F} = (S, I, R, \sigma, \sigma_1)$. By definition, we may write $P = T \oplus L$, $Q = IT \oplus L$. Thus $P/Q = T/IT$. Let $F^1 : S \otimes_{S,\sigma} T \to T$ be the morphism defined by $s \otimes t \mapsto s \cdot F(t)$ for all $s \in S$ and $t \in T$. Let $F^1$ be the linearization of $F_1$. We obtain a morphism

$$F^1 \oplus F^1_1 : (S \otimes_{S,\sigma} T) \oplus (S \otimes_{S,\sigma} L) \to P.$$ 

We may write $F^1 \oplus F^1_1 = (A \oplus B \oplus C \oplus D)$, with $A : S \otimes_{S,\sigma} T \to T$, $B : S \otimes_{S,\sigma} L \to T$, $C : S \otimes_{S,\sigma} T \to L$, $D : S \otimes_{S,\sigma} L \to L$. In the case that $T$ and $L$ are free $S$-modules, the morphisms $A, B, C, D$ may be represented by matrices.

Define two morphisms $\sigma : P \to S \otimes_{S,\sigma} P$ by $t \mapsto 1 \otimes t$ (for all $t \in P$) and $\sigma_1 : I \otimes S T \to S \otimes_{S,\sigma} T$ by $a \otimes t \mapsto \sigma_1(a) \otimes t$ (for all $a \in I$ and $t \in T$). Let $y \in I \otimes S T \subset Q = (I \otimes S T) \oplus L$, $l \in L$, $t \in T$. The following is called the structure equation of $\mathcal{P}$:

$$\begin{cases} F_1 \begin{pmatrix} y \\ l \end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} \sigma_1(y) \\ \sigma(l) \end{pmatrix}, \\ F \begin{pmatrix} t \\ l \end{pmatrix} = \begin{pmatrix} A & \theta B \\ C & \theta D \end{pmatrix} \begin{pmatrix} \sigma(t) \\ \sigma(l) \end{pmatrix}. \end{cases}$$

Conversely, the equation (2.1) defines an $\mathcal{F}$-window if and only if $(A \oplus B \oplus C \oplus D) : S \otimes_{S,\sigma} P \to P$ is an isomorphism. In other words, we have the following result (cf. [15] Lemma 2.6)).

Lemma 2.5. Let $\mathcal{F}$ be an $O$-frame. Let $P = T \oplus L$ be a finitely generated projective $S$-module and $Q = IT \oplus L$. Then the set of $\mathcal{F}$-window structures $(P, Q, F, F_1)$ on these modules is bijective to the set of $\sigma$-linear isomorphisms $\Psi : T \oplus L \to P$. 

2.3. Base changes.

**Definition 2.6** (Cf. [15] Definition 2.9]). Let \( \mathcal{P} \) (respectively \( \mathcal{P}' \)) be an \( \mathcal{F} \)-window (respectively \( \mathcal{F}' \)-window). Let \( \alpha : \mathcal{F} \to \mathcal{F}' \) be a \( u \)-homomorphism of \( \mathcal{O} \)-frames. A homomorphism of \( \mathcal{O} \)-windows \( g : \mathcal{P} \to \mathcal{P}' \) over \( \alpha \), also called an \( \alpha \)-homomorphism, is an \( S \)-linear map \( g : \mathcal{P} \to \mathcal{P}' \) with \( g(Q) \subset Q' \), such that \( F'g = gF \) and \( F'_1g = u \cdot gF_1 \). A homomorphism of \( \mathcal{F} \)-windows is an \( \text{id}_\mathcal{F} \)-homomorphism in the previous sense.

**Definition 2.7.** Let \( \alpha : \mathcal{F} \to \mathcal{F}' \) be a \( u \)-homomorphism of \( \mathcal{O} \)-frames. Let \( \mathcal{P} = (P, Q, F, F_1) \) be a window over \( \mathcal{F} \) with structure equation defined by \( \Psi \) (Lemma 2.5). The base change \( \alpha_* \mathcal{P} \) of \( \mathcal{P} \) with respect to \( \alpha \) is the \( \mathcal{F}' \)-window defined by \((\alpha_* L, \alpha_* T, \Psi')\), where \( \alpha_* L = S' \otimes_S L, \alpha_* T = S' \otimes_S T \), and \( \Psi'(s' \otimes l) = u\sigma'(s') \otimes \Psi(l) \), \( \Psi'(s' \otimes t) = \sigma'(s') \otimes \Psi(t) \), for all \( s' \in S', t \in T, l \in L \).

Similarly to [15] Lemma 2.10], we have the following result.

**Lemma 2.8.** Let \( \alpha : \mathcal{F} \to \mathcal{F}' \) be a morphism of \( \mathcal{O} \)-frames. Let \( \mathcal{P} \) be an \( \mathcal{F} \)-window and \( \alpha_* \mathcal{P} \) the base change of \( \mathcal{P} \) with respect to \( \alpha \). Then the \( \alpha \)-homomorphism of \( \mathcal{O} \)-windows \( \mathcal{P} \to \alpha_* \mathcal{P} \) induces a bijection \( \text{Hom}_\mathcal{F}(\alpha_* \mathcal{P}, \mathcal{P}') = \text{Hom}_\mathcal{O}(\mathcal{P}, \mathcal{P}') \) for any \( \mathcal{F}' \)-window \( \mathcal{P}' \).

2.4. Limits. In the following, we define the limits of \( \mathcal{O} \)-frames, limits of \( \mathcal{O} \)-windows, and dual \( \mathcal{O} \)-windows. We follow the corresponding parts in [15] Section 2.

Assume that for each positive integer \( n \) we have an \( \mathcal{O} \)-frame

\[ \mathcal{F}_n = (S_n, I_n, R_n, \sigma_n, \sigma_{1n}) \]

and a strict morphism of \( \mathcal{O} \)-frames \( \pi_n : \mathcal{F}_{n+1} \to \mathcal{F}_n \) such that the maps \( S_{n+1} \to S_n \) and \( I_{n+1} \to I_n \) are surjective and \( \text{Ker}(\pi_n) \subset \text{Rad}(S_{n+1}) \). Define \( \varprojlim \mathcal{F}_n = (S, I, R, \sigma, \sigma_1) \) by letting \( S = \varprojlim S_n, I = \varprojlim I_n, R = S/I, \sigma = \varprojlim \sigma_n, \sigma_1 = \varprojlim \sigma_{1n} \).

It is easy to check that \( \varprojlim \mathcal{F}_n \) is an \( \mathcal{O} \)-frame. An \( \mathcal{F}_n \)-window is a system \( \mathcal{P}_n \) of \( \mathcal{F}_n \)-windows \( \mathcal{P}_n \) together with isomorphisms \( \pi_n \mathcal{P}_{n+1} = \mathcal{P}_n \).

**Lemma 2.9.** The category of \( (\varprojlim \mathcal{F}_n) \)-windows is equivalent to the category of \( \mathcal{F}_n \)-windows.

**Proof.** This is entirely similar to [15] Lemma 2.12]. In particular, from the proof of [15] Lemma 2.12], for any \( \mathcal{F}_n \)-window \( \mathcal{P}_n \), the corresponding \( (\varprojlim \mathcal{F}_n) \)-window is given by \( \varprojlim \mathcal{P}_n = (P, Q, F, F_1) \) with \( P = \varprojlim P_n, \) etc. \( \square \)

2.5. Dual \( \mathcal{O} \)-windows. Let \( \mathcal{P}, \mathcal{P}', \mathcal{P}'' \) be windows over an \( \mathcal{O} \)-frame \( \mathcal{F} \). A bilinear form of \( \mathcal{F} \)-windows \( \beta : \mathcal{P} \times \mathcal{P}' \to \mathcal{P}'' \) is an \( S \)-bilinear map \( \beta : \mathcal{P} \times \mathcal{P}' \to \mathcal{P}'' \) such that \( \beta(Q \times Q') \subset Q'' \) and

\[ \beta(F_1(x), F'_1(x')) = F''_1(\beta(x, x')) \]

for all \( x \in Q \) and \( x' \in Q' \). Let \( \mathcal{F} \) denote the \( \mathcal{F} \)-window \( (S, I, \sigma, \sigma_1) \) and let \( \text{Bil}(\mathcal{P} \times \mathcal{P}', \mathcal{F}) \) be the set of all bilinear forms. For every \( \mathcal{F} \)-window \( \mathcal{P} \), there is a unique dual \( \mathcal{F} \)-window \( \mathcal{P}' \) that represents the functor \( \text{Bil}(\mathcal{P} \times -, \mathcal{F}) \), i.e., \( \text{Bil}(\mathcal{P} \times \mathcal{P}', \mathcal{F}) \cong \text{Hom}(\mathcal{P}', \mathcal{P}) \) for any \( \mathcal{F} \)-window \( \mathcal{P}' \). Indeed, \( \mathcal{P}' \) can be described as follows. Let \( \mathcal{P} = (P, Q, F, F_1) \), then

\[ \mathcal{P}' = (P', Q', F', F'_1), \]
where \( \hat{Q} = \{ x \in P^\vee \mid x(Q) \subset I \} \) and \( M^\vee = \text{Hom}_S(M, S) \) for any \( S \)-module \( M \). If \( P = T \oplus L \) is a normal decomposition and \( Q = IT \oplus L \), then \( P^\vee = L^\vee \oplus T^\vee \) and \( \hat{Q} = IL^\vee \oplus T^\vee \). There is a natural isomorphism \( \mathcal{P}^\bullet \cong \mathcal{P} \). See [15, Section 2] and the references there for more details. We have the following result.

**Lemma 2.10.** Let \( \alpha : \mathcal{F} \to \mathcal{F}' \) be a \( u \)-homomorphism of \( \mathcal{O} \)-frames. Let \( c \in S' \) be a unit such that \( e^{-1}\sigma'(c) = u \). For any \( \mathcal{F} \)-window \( \mathcal{P} \) there is a natural isomorphism (depending on \( c \))

\[
\alpha_*(\mathcal{P}^t) \cong (\alpha_*\mathcal{P})^t.
\]

**Proof.** This is entirely similar to [15, Lemma 2.14]. The given bilinear form \( \mathcal{P} \times \mathcal{P}^t \to \mathcal{F} \) induces a bilinear form \( \alpha_*\mathcal{P} \times \alpha_*\mathcal{P}^t \to \mathcal{F}' \), where \( \mathcal{F}' = (S', I', L, R, \alpha', \sigma') \) is considered as an \( \mathcal{F}' \)-window. Moreover, the multiplication by \( c \) induces an isomorphism of \( \mathcal{F}' \)-windows \( \mathcal{F}'' \cong \mathcal{F}' \). The composition gives us a bilinear form \( \alpha_*\mathcal{P} \times \alpha_*\mathcal{P}^t \to \mathcal{F}' \), which induces the isomorphism \( \alpha_*\mathcal{P}^t \cong (\alpha_*\mathcal{P})^t \). The lemma follows.

\[\square\]

2.6. Crystalline homomorphisms.

**Definition 2.11** (Cf. [15, Definition 3.1]). A morphism of \( \mathcal{O} \)-frames \( \alpha : \mathcal{F} \to \mathcal{F}' \) is called **crystalline** if the base change functor \( \alpha_* : \text{Win}_\mathcal{F} \to \text{Win}_\mathcal{F}' \) is an equivalence of categories. It is called **nil-crystalline** if the base change functor \( \alpha_* : \text{NilpWin}_\mathcal{F} \to \text{NilpWin}_\mathcal{F}' \) is an equivalence of categories.

Corresponding to [15, Theorems 3.2 and 10.3], we have the following results. The proofs here are similar to the proofs in [15], which are variations of the proofs of [24, Theorem 44] and [23, Theorem 3].

**Theorem 2.12.** Let \( \mathcal{F} = (S, I, R, \sigma, \sigma_1) \) and \( \mathcal{F}' = (S', I', R', \sigma', \sigma'_1) \) be two \( \mathcal{O} \)-frames. Let \( \alpha : \mathcal{F} \to \mathcal{F}' \) be a morphism of \( \mathcal{O} \)-frames such that \( \alpha : S \to S' \) is surjective. Let \( C = \text{Ker}(S \to S') \). Assume that \( R = R', \sigma_1(C) \subset C, \sigma(C) = 0, \) and \( \sigma_1 \) is elementwise nilpotent on \( C \). Assume further that finitely generated projective \( S' \)-modules lift to projective \( S \)-modules. Then the morphism \( \alpha \) is crystalline.

Note that \( C \subset I \) since \( R = R' \). Thus \( \sigma_1(C) \) makes sense.

**Proof.** The functor \( \alpha_* \) is essentially surjective since normal representations \( (T, L, \Psi) \) can be lifted from \( \mathcal{F}' \) to \( \mathcal{F} \). It suffices to show that \( \alpha_* \) is fully faithful. Since a homomorphism \( g : \mathcal{P} \to \mathcal{P}' \) can be encoded by the automorphism \( \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right) \) on \( \mathcal{P} \oplus \mathcal{P}' \), it suffices to show that \( \alpha_* \) is fully faithful on automorphisms. This follows from the following lemma.

**Lemma 2.13.** In the situation of the theorem with \( \mathcal{F} = \mathcal{F}' \), assume that \( \mathcal{P} = (P, Q, F, F_1) \) and \( \mathcal{P}' = (P, Q, F', F'_1) \) are two \( \mathcal{F} \)-windows such that \( F \equiv F' \) (mod \( C \)) and \( F_1 \equiv F'_1 \) (mod \( C \)). Then there is a unique \( \mathcal{F} \)-window isomorphism \( g : \mathcal{P} \to \mathcal{P}' \) with \( g \equiv \text{id} \) (mod \( C \)).

**Proof.** By assumption, we may write \( F' = F + \epsilon \) and \( F'_1 = F_1 + \eta \), where \( \epsilon : P \to CP \) and \( \eta : Q \to CP \) are \( \sigma \)-linear maps. Let \( g = 1 + \omega \), where \( \omega : P \to CP \) is an arbitrary \( S \)-linear map. By Remark 2.4, \( g \) induces an isomorphism of \( \mathcal{F} \)-windows if and only if \( gF_1 = F'_1g \) on \( Q \), which is equivalent to

\[
\eta = \omega F_1 - F'_1 \omega.
\]
Fix a normal decomposition $P = L \oplus T$, $Q = L \oplus IT$. Let $l + at \in Q$ with $l \in L$, $t \in T$, and $a \in I$. Then

$$
\eta(l + at) = \eta(l) + \sigma_1(a)\epsilon(t),
$$
(2.3)

$$
\omega(F_1(l + at)) = \omega(F_1(l)) + \sigma_1(a)\omega(F(t)),
$$
(2.4)

$$
F'_1(\omega(l + at)) = F'_1(\omega(l)) + \sigma_1(a)F'(\omega(t)).
$$
If $c \in C$ and $x \in P$, then $F'(cx) = \sigma(c)F'(x) = 0$ since $\sigma(C) = 0$. Therefore, $F'\omega = 0$. The equation (2.2) is equivalent to

$$
\begin{cases}
\epsilon = \omega F & \text{on } T,
\eta = \omega F_1 - F'_1\omega & \text{on } L.
\end{cases}
$$
(2.5)

By definition, $\Psi := F_1 + F : L \oplus T \to P$ is a $\sigma$-linear isomorphism. To give $\omega$ is equivalent to giving a pair of $\sigma$-linear maps

$$
\omega_L = \omega F_1 : L \to CP, \quad \omega_T = \omega F : T \to CP.
$$
Let $\lambda : L \to L^{(\sigma)}$ be the composition $L \subset P \xrightarrow{(\Psi_1)^{-1}} L^{(\sigma)} \oplus T^{(\sigma)} \xrightarrow{\text{projection}} L^{(\sigma)}$ and $\tau : L \to T^{(\sigma)}$ be the composition $L \subset P \xrightarrow{(\Psi_1)^{-1}} L^{(\sigma)} \oplus T^{(\sigma)} \xrightarrow{\text{projection}} T^{(\sigma)}$. Then $\omega_L = \omega_L^T \lambda + \omega_T^T \tau$. Thus equation (2.4) is equivalent to

$$
\begin{cases}
\omega_T = \epsilon|_T,
\omega_L - F'_1\omega_L^T \lambda = \eta|_L + F'_1\omega_T^T \tau.
\end{cases}
$$
(2.5)

By assumption, $\sigma_1$ is elementwise nilpotent on $C$. Thus the endomorphism $F'_1$ on $CP$ is elementwise nilpotent since $F'_1(cx) = \sigma_1(c)F'(x)$ for all $c \in C$ and $x \in P$. Let $H$ be the abelian group of $\sigma$-linear maps $L \to CP$. Define $U \in \text{End} H$ by $U(\omega_L) = F'_1\omega_L^T \lambda$. Since $L$ is finite, generated, $U$ is also elementwise nilpotent, which implies that $(1 - U)$ is bijective. Therefore, equation (2.5) has a unique solution in $(\omega_L, \omega_T)$. The lemma follows. 

**Corollary 2.14.** Let $F = (S, I, R, \sigma, \sigma_1)$ and $F' = (S', I', R', \sigma', \sigma_1')$ be two $O$-frames. Let $\alpha : F \to F'$ be a morphism of $O$-frames such that $\alpha : S \to S'$ is surjective and $R = R'$. Let $C = \text{Ker}(S \to S')$. Assume that there is a finite filtration $C = C_0 \supset \cdots \supset C_n = 0$ with $\sigma(C_i) \subset C_{i+1}$ and $\sigma_1(C_i) \subset C_i$ such that $\sigma_1$ is elementwise nilpotent on $C_i/C_{i+1}$. Assume further that finitely generated projective $S'$-modules lift to projective $S$-modules. Then the morphism $\alpha$ is crystalline.

**Proof.** The morphism $\alpha$ factors into $F \to F'' \to F'$ where $F''$ is determined by $S'' = S/C_1$. By induction, we may assume that $\sigma(C) = 0$. The corollary follows immediately. 

**Theorem 2.15.** Let $F = (S, I, R, \sigma, \sigma_1)$ and $F' = (S', I', R', \sigma', \sigma_1')$ be two $O$-frames. Let $\alpha : F \to F'$ be a morphism of $O$-frames such that $\alpha : S \to S'$ is surjective. Let $C = \text{Ker}(S \to S')$. Assume that $R = R'$, $\sigma_1(C) \subset C$, and $\sigma(C) = 0$. Assume further that finitely generated projective $S'$-modules lift to projective $S$-modules. Assume that $J = (I, \pi)$. If $J^nC = 0$ for some large integer $n$, then the morphism $\alpha$ is nil-cristalline.

**Proof.** The proof is the same as the proof of Theorem 2.12. In this case, $P$ is nilpotent. Thus in the last paragraph of the proof of Lemma 2.13 $\lambda$ is nilpotent.
modulo $J^m$ for any $m \geq 1$. Since $J^nC = 0$, the endomorphism $U$ is nilpotent. The theorem follows.

**Corollary 2.16.** In Theorem 2.15 the condition $\sigma(C) = 0$ is not necessary.

**Proof.** Let $C_0 = C, C_1 = I^q + \pi C, \ldots, C_n = I^{qn}C + \pi I^{q(n-1)}C + \cdots + \pi^{n-1}IC + \pi^nC$. We claim that $\sigma_1(C_n) \subset C_n, \sigma(C_n) \subset C_{n+1}$.

Indeed, since the image of $\sigma_1 : I \to S$ generates $S$, we may write $1 = \sum k_i s_k \sigma_1(a_k)$ for some $s_k \in S$ and $a_k \in I$. Then the number $\theta$ in Remark 2.2 is given by $\theta = \sum k_i s_k \sigma(a_k)$. Since $\sigma(a_k) \equiv a_k^q \pmod{\pi S}$, $\theta$ is an element in $I^q + \pi S$. The claims follow by induction.

Let $N$ be large enough such that $C_N = 0$. Consider the chain of morphisms

$$S = S/C_N \to S/C_{N-1} \to \cdots \to S/C = S'.$$

Each map $S/C_i \to S/C_{i-1}$ induces a morphism of $O$-frames which satisfies the assumptions in Theorem 2.15. The corollary follows easily.

**2.7. Hodge filtration.**

**Definition 2.17.** Let $\mathcal{P} = (P, Q, F, F_1)$ be a window over $F$. The Hodge filtration of $\mathcal{P}$ is the submodule

$$Q/IP \subset P/IP.$$

The following result is entirely similar to [15, Lemma 4.2].

**Lemma 2.18.** Let $\alpha : F \to F'$ be a strict morphism of $O$-frames such that $S = S'$. Hence $R \to R'$ is surjective and $I \subset I'$. Then the category $\text{Win}_F$ of windows over $F$ is equivalent to the category of pairs $(\mathcal{P}', V)$, where $\mathcal{P}'$ is an $F'$-window and $V \subset P'/IP'$ is a direct summand and is a lift of the Hodge filtration of $\mathcal{P}'$.

**Proof.** The equivalence is given by the functor $\mathcal{P} = (P, Q, F, F_1) \mapsto (\alpha_* \mathcal{P}, Q/IP)$. In our case, if $\mathcal{P} = (P, Q, F, F_1)$, then $\alpha_* (\mathcal{P}) = (P, I'P + Q, F, F_1)$, where $F_1(ax) = \sigma_1(a)F(x)$ for all $a \in I'$ and $x \in P$. It is easy to see that this functor is fully faithful.

We show that it is also essentially surjective. Let $(\mathcal{P}' = (P', Q', F', F'_1), V \subset P'/IP')$ be such a pair. Let $P = P', Q \subset P$ the preimage of $V$ of the map $P = P' \to P'/IP'$. Then $IP = IP' \subset Q \subset Q'$.

Let $F_1 : Q \to P$ be the restriction of $F'_1 : Q' \to P'$. We check that $\mathcal{P} = (P, Q, F, F', F_1)$ is an $F$-window. It suffices to verify that $F_1 : Q \to P$ is a $\sigma$-linear epimorphism. Let $P' = L \oplus T$ be a normal decomposition. Thus $Q' = L \oplus I'T$. By changing the decomposition by $\left(\begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix}\right)$ with a morphism $c : L \to I'T$, we may assume that $V = L/IL$. Therefore $Q = L \oplus IT$.

To check that $F_1 : Q \to P$ is $\sigma$-linear epimorphic, it is equivalent to proving that

$$F \oplus F_1 : T \oplus L \to P$$

is a $\sigma$-linear isomorphism. This is true since $(P, Q', F, F_1)$ is an $F'$-window. The lemma follows.

**Remark 2.19.** Assume that $\alpha : F \to F'$ is a strict morphism of $O$-frames such that $S \to S'$ is surjective and $I' = IS'$. If we may factor $\alpha$ into strict $O$-frame morphisms

$$(S, I, R, \sigma, \sigma_1) \xrightarrow{\alpha_1} (S, I'', R', \sigma, \sigma''_1) \xrightarrow{\alpha_2} (S', I', R', \sigma', \sigma'_1),$$

such that $\alpha_2$ is crystalline, then the category of $F$-windows is equivalent to the category of $F'$-windows equipped with a certain lift of Hodge filtration. We explain this idea with an explicit example in Section 2.8.
2.8. $O$-pd-thickenings. We recall the definition and basic properties of $O$-pd-
structures following [8 Section 7] and [10 Section B.5.1].

**Definition 2.20.** Let $R$ be an $O$-algebra and $a \subset R$ an ideal. An $O$-pd-structure
on $a$ is a map $\gamma : a \to a$, such that

1. $\pi \cdot \gamma(x) = x^q$,
2. $\gamma(r \cdot x) = r^q \cdot \gamma(x)$,
3. $\gamma(x + y) = \gamma(x) + \gamma(y) + \sum_{0 < i < q} \frac{1}{\pi} \cdot x^i \cdot y^{q-i}$

hold for all $r \in R$ and $x, y \in a$. Let $\gamma^n$ be the $n$-fold iteration of $\gamma$. We call $\gamma$
 nilpotent if $a^{[n]} = 0$ for all $n \gg 0$, where $a^{[n]} \subset a$ is generated by all products
$\prod \gamma^{a_i}(x_i)$ with $x_i \in a$ and $\sum q^{a_i} \geq n$.

For each $n$, define

$$\alpha_n = \pi^{q^{n-1}} + \pi^{q^{n-2}} + \cdots + \pi^{q+1-n} \cdot \gamma^n : a \to a$$

and

$$w_n' : W_O(a) \to a$$

$$(x_0, x_1, \ldots, x_n, \ldots) \mapsto \alpha_n(x_0) + \alpha_{n-1}(x_1) + \cdots + \alpha_1(x_{n-1}) + x_n.$$  

We call $w_n'$ the $n$-th divided Witt polynomial. The main application of this structure
is as follows (cf. [10 Lemma B.5.8]). Define on $a^N$ a $W_O(R)$-module structure by setting

$$\xi[a_0, a_1, \ldots] = [w_0(\xi)a_0, w_1(\xi)a_1, \ldots]$$

for all $\xi \in W_O(R)$ and $[a_0, a_1, \ldots] \in a^N$. Then we have an isomorphism of $W_O(R)$-
modules

$$\log : W_O(a) \to a^N$$

$$(a = (a_0, a_1, \ldots)) \mapsto [w'_0(a), w'_1(a), \ldots].$$

Moreover, if $\gamma$ is nilpotent, the above isomorphism induces an isomorphism

$$\log : \hat{W}_O(a) \to a^\oplus N.$$  

Here $\hat{W}_O(a)$ is the object defined in Section 3.1. We may view $a$ as an ideal of
$W_O(a)$ via the map $a \mapsto \tilde{a} = \log^{-1}([a, 0, \ldots])$. Since $F$ acts on the right-hand side by

$$F[a_0, a_1, \ldots] = [\pi a_1, \pi a_2, \ldots, \pi a_i, \ldots]$$

for all $[a_0, a_1, \ldots] \in a^N$, we obtain that, for the ideal $a \subset W_O(a)$, $F a = 0$.

In this paper, as in [23], an $O$-pd-thickening is a triple $(S, R, \gamma)$, where $S$ and
$R$ are $O$-algebras with a surjection $S \to R$, $\gamma$ is a nilpotent $O$-pd-structure on
$\text{Ker}(S \to R)$.

Let $(S, R, \gamma)$ be an $O$-pd-thickening such that $\pi$ is nilpotent in $S$ and $R$. For $R$
and $S$, we have the Witt $O$-frames

$$W_R = (W_O(R), I_O(R) = V W_O(R), R, F, V^{-1}),$$

$$W_S = (W_O(S), I_O(S) = V W_O(S), S, F, V^{-1}),$$

where $F$ and $V$ are the corresponding Frobenius and Verschiebung, respectively.
The natural map $W_{\mathcal{O}}(S) \to W_{\mathcal{O}}(R)$ gives us a strict morphism of $\mathcal{O}$-frames $\mathcal{W}_S \to \mathcal{W}_R$. Let $J = I_{\mathcal{O}}(S) + W_{\mathcal{O}}(a) \subset W_{\mathcal{O}}(S)$. Since $W_{\mathcal{O}}(a) \setminus (I_{\mathcal{O}}(S) \cap W_{\mathcal{O}}(a)) = \{a, 0, \ldots, 0, \ldots \} \cong a$, we may extend $V^{-1} : I_{\mathcal{O}}(S) \to W_{\mathcal{O}}(S)$ to $\sigma_1 : J \to W_{\mathcal{O}}(S)$ by setting

$$\sigma_1(V_a^t) = \eta \quad \text{(for all $\eta \in W_{\mathcal{O}}(S)$) and } \sigma_1(a) = 0 \quad \text{(for all $a \in a$).}$$

Thus we obtain a third $\mathcal{O}$-frame

$$\mathcal{W}_{S/R} = (W_{\mathcal{O}}(S), J, R, F, \sigma_1).$$

The morphism $\mathcal{W}_S \to \mathcal{W}_R$ factors as $\mathcal{W}_S \to \mathcal{W}_{S/R} \xrightarrow{\alpha} \mathcal{W}_R$ in the obvious way.

**Proposition 2.21.** The morphism $\alpha$ is nil-crystalline, that is, the categories $\text{NilpWin}_{\mathcal{W}_{S/R}}$ and $\text{NilpWin}_{\mathcal{W}_R}$ are equivalent.

**Proof.** It suffices to check that $\alpha : \mathcal{W}_{S/R} \to \mathcal{W}_R$ factors through a finite chain of morphisms of $\mathcal{O}$-frames such that each morphism satisfies the conditions in Theorem 2.15.

For $t$ big enough, we have

$$S = S/\pi^t a \to S/\pi^{t-1} a \to \cdots \to S/a = R.$$

This induces a chain of morphisms of $\mathcal{O}$-frames

$$\mathcal{W}_{S/R} = \mathcal{W}_{S/\pi^t a/R} \to \mathcal{W}_{S/\pi^{t-1} a/R} \to \cdots \to \mathcal{W}_{S/a/R} = \mathcal{W}_R.$$

Note that $\text{Ker}(W_{\mathcal{O}}(S/\pi^{t+1} a) \to W_{\mathcal{O}}(S/\pi^t a)) = W_{\mathcal{O}}(\pi^t a/\pi^{t+1} a)$. Using logarithmic coordinates, since $\pi^t a/\pi^{t+1} a$ is $\pi$-torsion, it is easy to see that $F(W_{\mathcal{O}}(\pi^t a/\pi^{t+1} a)) = 0$. The claim follows. \qed

**Definition 2.22.** Let $\mathcal{P} = (P, Q, F, F_1)$ be a nilpotent $\mathcal{W}_R$-window. The Dieudonné crystal $\mathbb{D}_\mathcal{P}$ is the functor that sends an $\mathcal{O}$-pd-thickening $S \to R$ to the finitely generated $S$-module $\tilde{P}/I_{\mathcal{O}}(S)\tilde{P}$, where $(\tilde{P}, \tilde{Q}, F, F_1)$ is the unique $\mathcal{W}_{S/R}$-window lifting $\mathcal{P}$.

Let $\text{NilpWin}_{\mathcal{W}_R}$ be the category of pairs $(\mathcal{P}, V)$, where $\mathcal{P}$ is a $\mathcal{W}_R$-window and $V$ is a lift of the Hodge filtration in $\mathbb{D}_\mathcal{P}(S)$. By Lemma 2.18 we have the following result.

**Corollary 2.23.** The two categories $\text{NilpWin}_{\mathcal{W}_S}$ and $\text{NilpWin}_{\mathcal{W}_R}$ are equivalent.

3. **Breuil $\mathcal{O}$-frames**

3.1. **Dieudonné $\mathcal{O}$-frames.** Let $R$ be a local $\mathcal{O}$-algebra. Assume that $R$ is an Artinian local ring with perfect residue field $k$. Let $m \subset R$ be the maximal ideal of $R$. Then we have the following exact sequence

$$0 \to W_{\mathcal{O}}(m) \to W_{\mathcal{O}}(R) \xrightarrow{\Delta} W_{\mathcal{O}}(k) \to 0.$$

It admits a canonical section $\delta : W_{\mathcal{O}}(k) \xrightarrow{\Delta^t} W_{\mathcal{O}}(W_{\mathcal{O}}(k)) \to W_{\mathcal{O}}(R)$, which is a ring homomorphism commuting with $F$. Here $\Delta$ is the unique natural morphism (Cartier morphism) of $\mathcal{O}$-algebras

$$\Delta : W_{\mathcal{O}}(-) \to W_{\mathcal{O}}(W_{\mathcal{O}}(-))$$

such that $W(\Delta(x)) = [F^n x]_{n \geq 0}$, where $W = (w_0, w_1, \ldots)$. The Cartier morphism is the morphism $E$ in [III, Theorem 6.17].
Since $\mathfrak{m}$ is nilpotent, we have a subalgebra of $W_\mathcal{O}(\mathfrak{m})$:

$$\hat{W}_\mathcal{O}(\mathfrak{m}) = \{(x_0, x_1, \ldots) \in W_\mathcal{O}(\mathfrak{m}) \mid x_i = 0 \text{ for all but finitely many } i\}.$$  

Note that $\hat{W}_\mathcal{O}(\mathfrak{m})$ is stable under $F$ and $V$.

**Definition 3.1.** In the case $R$ is Artinian, we define the subring $\hat{W}_\mathcal{O}(R) \subset W_\mathcal{O}(R)$ by

$$\hat{W}_\mathcal{O}(R) = \{\xi \in W_\mathcal{O}(R) \mid \xi - \delta \tau(\xi) \in \hat{W}_\mathcal{O}(\mathfrak{m})\}.$$  

Again we have an exact sequence

$$0 \to \hat{W}_\mathcal{O}(\mathfrak{m}) \to \hat{W}_\mathcal{O}(R) \xrightarrow{\tau} W_\mathcal{O}(k) \to 0$$

with a canonical section $\delta$ of $\tau$.

In the case $R$ is Noetherian, we define $\hat{W}_\mathcal{O}(R) := \varprojlim \hat{W}_\mathcal{O}(R/\mathfrak{m}_R^n)$, where $\mathfrak{m}_R \subset R$ is the maximal ideal.

We also define $\hat{I}_\mathcal{O}(R) = \hat{V}(\hat{W}_\mathcal{O}(R))$.

The following result is proved in [2, Lemma 1.8].

**Lemma 3.2.** $\hat{W}_\mathcal{O}(R)$ is stable under $F$ and $V$.

**Definition 3.3.** The Dieudonné $\mathcal{O}$-frame attached to $R$ is the frame

$$\mathcal{D}_R = (\hat{W}_\mathcal{O}(R), \hat{I}_\mathcal{O}(R), R, F, V^{-1}).$$

**Remark 3.4.**

1. For the $\mathcal{O}$-frame $\mathcal{D}_R$, $\theta_{\mathcal{D}_R} = \pi$.
2. Windows over $\mathcal{D}_R$ are Dieudonné $\mathcal{O}$-displays over $R$ in the sense of [2, Section 5.1]. Note that $\hat{W}_\mathcal{O}(R)$ is a local ring, therefore the normal decompositions exist automatically.
3. The inclusion $\hat{W}_\mathcal{O}(R) \to W_\mathcal{O}(R)$ induces a strict $\mathcal{O}$-frame morphism $\mathcal{D}_R \to \mathcal{W}_R$.
4. Let $S$ be another Noetherian local $\mathcal{O}$-algebra. A local $\mathcal{O}$-algebra homomorphism $S \to R$ induces a strict $\mathcal{O}$-frame morphism $\mathcal{D}_S \to \mathcal{D}_R$.

Let $(S, R, \gamma)$ be an $\mathcal{O}$-pd-thickening and $\mathfrak{a}$ the kernel of $S \to R$. The discussion in Section 5.3 remains true if we replace the Witt $\mathcal{O}$-frames $\mathcal{W}_S$ and $\mathcal{W}_R$ by the Dieudonné $\mathcal{O}$-frames $\mathcal{D}_S$ and $\mathcal{D}_R$, respectively. More precisely, as $\mathcal{W}_{S/R}$, define

$$\mathcal{D}_{S/R} = (\hat{W}_\mathcal{O}(S), \hat{J}, R, F, \sigma_1),$$

where $\hat{J} = \hat{I}_\mathcal{O}(S) + \hat{W}_\mathcal{O}(\mathfrak{a})$. We have the following result.

**Proposition 3.5.** Let $(S, R, \gamma)$ be an $\mathcal{O}$-pd-thickening with $\pi$ nilpotent in $S$ and $R$. The following claims hold.

1. The two categories $\text{NilpWin}_{\mathcal{D}_{S/R}}$ and $\text{NilpWin}_{\mathcal{D}_R}$ are equivalent.
2. The two categories $\text{Win}_{\mathcal{D}_{S/R}}$ and $\text{Win}_{\mathcal{D}_R}$ are equivalent.

**Definition 3.6.** Let $\mathcal{P} = (P, Q, F, F_1)$ be a $\mathcal{D}_R$-window. The Dieudonné crystal $\mathbb{D}_\mathcal{P}$ is the functor that sends an $\mathcal{O}$-pd-thickening $S \to R$ to the finitely generated $S$-module $\hat{P}/I_\mathcal{O}(S)\hat{P}$, where $(P, Q, F, F_1)$ is the unique $\mathcal{D}_{S/R}$-window lifting $\mathcal{P}$.

Let $\text{Win}_{\mathcal{D}_R}$ (resp. $\text{NilpWin}_{\mathcal{D}_R}$) be the category of pairs $(\mathcal{P}, V)$, where $\mathcal{P}$ is a $\mathcal{D}_R$-window (resp. nilpotent $\mathcal{D}_R$-window) and $V$ is a lift of the Hodge filtration in $\mathbb{D}_\mathcal{P}(S)$. We have the following result.
Proposition 3.7. Let \((S, R, \gamma)\) be an \(\mathcal{O}\)-pd-thickening with \(\pi\) nilpotent in \(S\) and \(R\). The following claims hold.

1. The two categories \(\text{NilpWin}_{\mathcal{D}_S} \) and \(\text{NilpWin}_{\mathcal{D}_R}^S\) are equivalent.
2. The two categories \(\text{Win}_{\mathcal{D}_S} \) and \(\text{Win}_{\mathcal{D}_R}^S\) are equivalent.

3.2. \(\kappa\)-\(\mathcal{O}\)-frames.

Definition 3.8. A \(\kappa\)-\(\mathcal{O}\)-frame is an \(\mathcal{O}\)-frame \(\mathcal{F} = (S, I, R, \sigma, \sigma_1)\) such that \(S\) and \(W_{\mathcal{O}}(R)\) have no \(\pi\)-torsion, and \(\sigma(\theta) - \theta^q \in \pi S^\times\).

Lemma 3.9. Let \(R\) be an \(\mathcal{O}\)-algebra with \(\pi \in \text{Rad}(R)\). Let \(u \in W_{\mathcal{O}}(R)\) and \(r \in \mathbb{Z}_{\geq 0}\). Assume that \(\pi^r u = (a_0, a_1, a_2, \ldots)\). Then the element \(u\) is a unit in \(W_{\mathcal{O}}(R)\) if and only if \(a_r\) is a unit in \(R\).

Proof. Since \(\pi(b_0, b_1, \ldots) = (0, b_0^q, b_1^q, \ldots)\), by replacing \(R\) by \(R/\pi R\), it suffices to prove the claim for \(r = 0\), i.e., \(u = (a_0, a_1, \ldots)\) is a unit in \(W_{\mathcal{O}}(R)\) if and only if \(a_0\) is a unit in \(R\). Since \(W_{\mathcal{O}}(R) = \lim W_{\mathcal{O}n}(R)\) where \(W_{\mathcal{O}n}(R) = W_{\mathcal{O}}(R)/(V^n W_{\mathcal{O}}(R))\), it suffices to show that an element \(u \in W_{\mathcal{O},n+1}(R)\) that maps to 1 in \(W_{\mathcal{O},n}(R)\) is a unit. Using the formula of multiplications of Witt vectors, this is the same as saying that, for any \(x \in R\), \(x + y + \pi^n xy = 0\) has a solution. This is true since \(\pi \in \text{Rad}(R)\). The lemma follows.

Proposition 3.10. Let \(\mathcal{F} = (S, I, R, \sigma, \sigma_1)\) be a \(\kappa\)-\(\mathcal{O}\)-frame with \(\pi \in \text{Rad}(R)\). Then there exists a \(u\)-homomorphism of \(\mathcal{O}\)-frames \(\kappa : \mathcal{F} \to \text{Wf}_{\mathcal{O}_R}\) lying over \(\text{id}_R\) for some unit \(u \in R\). The element \(u\) and the morphism \(\kappa\) are functorial with respect to strict \(\mathcal{O}\)-frame morphisms.

Proof. There exists a morphism \(\delta : S \to W_{\mathcal{O}}(S)\) such that \(w_n(\delta(s)) = \sigma^n(s)\), where \(w_n\) is the \(n\)-th Witt polynomial attached to \(W_{\mathcal{O}}\). Let \(\kappa : S \to W_{\mathcal{O}}(R)\) be the composition

\[
S \xrightarrow{\delta} W_{\mathcal{O}}(S) \xrightarrow{w_0} W_{\mathcal{O}}(R).
\]

We show that \(\kappa\) induces a morphism of \(\mathcal{O}\)-frames. First, by the following commutative diagram

\[
\begin{array}{ccc}
S & \xrightarrow{\delta} & W_{\mathcal{O}}(S) & \xrightarrow{w_0} W_{\mathcal{O}}(R) \\
\text{inclusion} & & \downarrow w_0 & \downarrow w_0 \\
I & \xrightarrow{\text{inclusion}} & S & \xrightarrow{\text{inclusion}} R
\end{array}
\]

it is easy to see that \(\kappa(I) \subset I_{\mathcal{O}}(R)\). Note that \(w_n(\delta(\sigma(s))) = w_n(F(\delta(s))) = \sigma^{n+1}(s)\) for all \(s \in S\), we see that \(\delta \circ \sigma = F \circ \delta\), and thus \(\kappa \circ \sigma = F \circ \sigma\). Next, we check that there exists \(u \in W_{\mathcal{O}}(R)^\times\) such that \(V^{-1}\kappa = u \cdot \kappa\sigma_1\). For any \(a \in I\),

\[
\kappa(\theta)\kappa(\sigma_1(a)) = \kappa(\theta\sigma_1(a)) = \kappa(\sigma(a))
\]

\[
F(\kappa(a)) = \pi \cdot V^{-1}(\kappa(a)).
\]

It suffices to show that \(\pi^{-1}\kappa(\theta)\) is a unit in \(W_{\mathcal{O}}(R)\). Then we can take \(u = \pi^{-1}\kappa(\theta)\). Let \(\kappa(\theta) = (x_0, x_1, \ldots)\) and \(\delta(\theta) = (\tilde{x}_0, \tilde{x}_1, \ldots)\). By Lemma \(3.9\) it suffices to check that \(\tilde{x}_1\) is a unit in \(S\). Using the following two identities

\[
\begin{cases}
\sigma(\theta) = w_1(\delta(\theta)) = \tilde{x}_0^q + \pi \tilde{x}_1, \\
\theta = w_0(\delta(\theta)) = \tilde{x}_0,
\end{cases}
\]
we obtain \( \pi \tilde{x}_1 = \sigma(\theta) - \theta^q \). Note that \( \sigma(\theta) \equiv \theta^q \pmod{\pi S^\times} \), thus \( \tilde{x}_1 \in S^\times \). From the construction, \( \kappa \) and \( u \) are functorial. \( \square \)

**Corollary 3.11.** Let \( \mathcal{F} = (S, I, R, \sigma, \sigma_1) \) be a \( \kappa \)-\( \mathcal{O} \)-frame with \( S = W_0(k)[[x_1, \ldots, x_r]] \) for a perfect field \( k \) of characteristic \( p \). Assume that \( \sigma \) extends the Frobenius automorphism of \( W_0(k) \) by \( \sigma(x_i) = x_i^q \) for \( 1 \leq i \leq r \). Then \( u \) is a unit in \( \widehat{W}_0(R) \), and \( \kappa \) induces a \( u \)-homomorphism of \( \mathcal{O} \)-frames \( \kappa : \mathcal{F} \to \mathcal{D}_R \).

**Proof.** By the construction in the proof of the proposition, it suffices to show that \( \delta(S) \subset \widehat{W}_0(S) \). Since \( w_n(\delta(x_i)) = w_n([x_i]) = x_i^{q^n} \) for all \( n \), for each monomial \( \prod_i x_i^{e_i} \), \( \delta(\prod_i x_i^{e_i}) = [\prod_i x_i^{e_i}] \in \widehat{W}(S) \). Let \( m_S \) be the maximal ideal of \( S \). Then \( S \) has image in \( \widehat{W}_0(S/m_S^n) \) under the composition \( S \to W_0(S) \to W_0(S/m_S^n) \). Indeed, there are only finitely many terms of an element of \( S \) with degree less that \( n \). Therefore, \( \delta(S) \in \varprojlim \widehat{W}_0(S/m_S^n) = \widehat{W}_0(S) \). The claim follows. \( \square \)

### 3.3 Breuil \( \mathcal{O} \)-frames

Let \( R \) be a complete regular local \( \mathcal{O} \)-algebra with perfect residue field \( k \) of characteristic \( p \). We choose a ring homomorphism

\[
\mathfrak{S} := W_0(k)[[x_1, \ldots, x_r]] \xrightarrow{\theta} R
\]

such that \( x_i \mapsto t_i \), where \( (t_i) \in \mathfrak{m}_R \) is a regular system of parameters of \( R \). In \( R \), \( \pi = \sum a_i t_i \in \mathfrak{m}_R \) with \( a_i \in R \). There exists \( f(x_1, \ldots, x_r) \in (x_1, \ldots, x_r)\mathfrak{S} \), such that \( E = \pi - f(x_1, \ldots, x_r) \in \text{Ker}(\theta) \). Note that \( E \notin \mathfrak{m}_\mathfrak{S}^2 \) since \( \pi, x_1, \ldots, x_r \) form a basis of \( \mathfrak{m}_\mathfrak{S}/\mathfrak{m}_\mathfrak{S}^2 \). Also, \( \mathfrak{S}/(E) \) is a regular local ring. Thus \( \mathfrak{S}/(E) \cong R \).

Let \( \sigma : \mathfrak{S} \to \mathfrak{S} \) be the morphism that extends the Frobenius on \( W_0(k) \) and \( \sigma(x_i) = x_i^q \) (\( 1 \leq i \leq r \)). Define \( \sigma_1 : E\mathfrak{S} \to \mathfrak{S} \) by \( \sigma_1(Ef) = \sigma(f) \) (for all \( f \in \mathfrak{S} \)). Then we have the following result.

**Lemma 3.12.** The quintuple \( \mathcal{B}_R = (\mathfrak{S}, E\mathfrak{S}, R, \sigma, \sigma_1) \) is a \( \kappa \)-\( \mathcal{O} \)-frame. We call it the Breuil \( \mathcal{O} \)-frame over \( R \).

**Proof.** It is easy to check that \( \mathcal{B}_R \) is an \( \mathcal{O} \)-frame. Since \( \sigma(Ef) = \sigma(E)\sigma(f) = \sigma(E)\sigma_1(Ef) \) for all \( f \in \mathfrak{S} \), we see that \( \theta = \theta_{\mathcal{B}_R} = \sigma(E) \). By assumption, \( \mathfrak{S} \) and \( \widehat{W}_0(R) \) have no \( \pi \)-torsion. Moreover, if \( \sigma(\theta) - \theta^q \) has constant term \( \pi - \pi^q \). So \( (\sigma(\theta) - \theta^q) \notin \pi\mathfrak{S}^\times \). The lemma follows. \( \square \)

An immediate consequence of the lemma is the existence of an \( \mathcal{O} \)-frame \( u \)-homomorphism

\[
\kappa : \mathcal{B}_R \to \mathcal{D}_R,
\]

where \( u \in \widehat{W}_0(R) \) is determined by the equation \( \pi u = \kappa(\sigma(E)) \). The following result corresponds to [15] Theorem 7.2.

**Theorem 3.13.** Let \( R \) be a complete regular local \( \mathcal{O} \)-algebra with perfect residue field \( k \) of characteristic \( p \). The \( \mathcal{O} \)-frame morphism \( \kappa : \mathcal{B}_R \to \mathcal{D}_R \) is crystalline, i.e., it induces an equivalence between the categories \( \text{Win}_{\mathcal{B}_R} \) and \( \text{Win}_{\mathcal{D}_R} \).

To prove the theorem, we introduce more objects. Let \( J \subset \mathfrak{S} \) be the ideal \( (x_1, \ldots, x_r) \), \( \mathfrak{m}_R \) the maximal ideal of \( R \). For each positive integer \( a \), let \( \mathfrak{S}_a = \mathfrak{S}/J^a\mathfrak{S} \) and \( R_a = R/\mathfrak{m}_R^a \). Then \( R_a = \mathfrak{S}_a/E\mathfrak{S}_a \). Note that \( E \) is not a zero divisor of \( \mathfrak{S}_a \), because the leading degree of \( E \) is \( \pi \in \text{Gr}_0^J(\mathfrak{S}_a) = W_0(k) \) and is not a zero divisor in \( \text{Gr}_J^J \mathfrak{S}_a \). Since \( \sigma(J) \subset J \), \( \sigma : \mathfrak{S} \to \mathfrak{S} \) induces a morphism \( \sigma_a : \mathfrak{S}_a \to \mathfrak{S}_a \). Define \( \sigma_{1a} : E\mathfrak{S}_a \to \mathfrak{S}_a \) by \( \sigma_{1a}(Ey) = \sigma_a(y) \) for all \( y \in \mathfrak{S}_a \). Then we have the following result.
Lemma 3.14. The quintuple $\mathcal{B}_{Ra} = (\mathcal{G}_a, E\mathcal{G}_a, R_a, \sigma_a, \sigma_{1a})$ is a $\kappa$-$\mathcal{O}$-frame. The projection $\mathcal{G} \to \mathcal{G}_a$ induces a strict $\mathcal{O}$-frame morphism $\mathcal{B}_R \to \mathcal{B}_{Ra}$.

Let $u$ denote the image of $u$ in $W_\mathcal{O}(R_a)$. Then the $u$-homomorphism $\kappa : \mathcal{B}_R \to \mathcal{D}_R$ induces a $u$-homomorphism $\kappa_a : \mathcal{B}_{Ra} \to \mathcal{D}_{Ra}$.

Proof. The claims follow from the construction. \hfill \square

Proposition 3.15. For each positive integer $a$, the morphism $\kappa_a : \mathcal{B}_{Ra} \to \mathcal{D}_{Ra}$ is crystalline.

Proof. Let $\tilde{\mathcal{B}}_{a+1}$ be the quintuple $(\tilde{\mathcal{G}}_{a+1}, \tilde{I}_{a+1}, R_a, \sigma_{a+1}, \tilde{\sigma}_{1(a+1)})$, where

- $\tilde{I}_{a+1} = E\tilde{\mathcal{G}}_{a+1} + J^a/J^{a+1}$;
- $\tilde{\sigma}_{1(a+1)} : \tilde{I}_{a+1} \to \tilde{\mathcal{G}}_{a+1}$ is the extension of $\sigma_{1(a+1)} : E\tilde{\mathcal{G}}_{a+1} \to \tilde{\mathcal{G}}_{a+1}$ by sending $J^a/J^{a+1}$ to zero.

The map $\tilde{\sigma}_{1(a+1)}$ is well-defined. Indeed, $E\tilde{\mathcal{G}}_{a+1} \cap J^a/J^{a+1} = E(J^a/J^{a+1})$. For any $x \in J^a/J^{a+1}$, $\sigma_{1(a+1)}(Ex) = \sigma_{a+1}(x)$, which is zero in $J^a/J^{a+1}$.

It is easy to check that $\tilde{\mathcal{B}}_{a+1}$ is a $\kappa$-$\mathcal{O}$-frame. The homomorphism $\kappa_a : \mathcal{B}_{a+1} \to \tilde{\mathcal{W}}_\mathcal{O}(R_{a+1})$ induces a morphism of $\mathcal{O}$-frames $\tilde{\kappa}_{a+1} : \tilde{\mathcal{B}}_{a+1} \to \mathcal{D}_{Ra+1}/R_a$. We claim that $\tilde{\kappa}_{a+1}$ is a $u$-homomorphism. Indeed, it suffices to check that $\sigma_1\kappa_{a+1} = u \cdot \kappa_{a+1}\sigma_{1(a+1)}$ on $\tilde{I}_{a+1}$. For this, it suffices to check that $\sigma_1\kappa_{a+1} = 0$ on $J^a/J^{a+1}$.

This follows from the identity $\sigma_1([x]) = 0$, where $x \in J^a$ is a monomial of degree $a$.

Summing up the above construction, we obtain the following commutative diagram of $\mathcal{O}$-frames:

\[
\begin{array}{ccc}
\mathcal{B}_{Ra+1} & \xrightarrow{\lambda} & \tilde{\mathcal{B}}_{a+1} & \xrightarrow{\Psi} & \mathcal{B}_{Ra} \\
\downarrow{\kappa_{a+1}} & & \downarrow{\tilde{\kappa}_{a+1}} & & \downarrow{\kappa_a} \\
\mathcal{D}_{Ra+1} & \xrightarrow{\lambda'} & \mathcal{D}_{Ra+1}/R_a & \xrightarrow{\Psi'} & \mathcal{D}_{Ra} \\
\end{array}
\]

Here the lower line is obtained from the $\mathcal{O}$-pd-thickening $R/m_m^a + 1 \to R/m_m^a$ with trivial $\mathcal{O}$-pd-structure on $m_m^a/m_m^{a+1}$.

We now prove the proposition by induction on $a$. If $a = 1$, then $\kappa_1$ is an isomorphism. There is nothing to prove. Assume that $\kappa_a$ is crystalline. Since the filtration on $J^a/J^{a+1}$ is trivial and both $\Psi$ and $\Psi'$ are crystalline, the morphism $\tilde{\kappa}_{a+1}$ is crystalline. Since to lift a Hodge filtration in the upper case and in the lower case are the same, we conclude that $\kappa_{a+1}$ is crystalline. The proposition follows. \hfill \square

Proof of Theorem 3.13. Because $\mathcal{B}_R$-windows (respectively $\mathcal{D}_R$-windows) are equivalent to compatible systems of $\mathcal{B}_{Ra}$-windows (respectively $\mathcal{D}_{Ra}$-windows), the theorem follows immediately from Proposition 3.15. \hfill \square

3.4. Breuil $\mathcal{O}$-windows and Breuil $\pi$-modules. Let $(\mathcal{G}, R, E)$ be as in Section 3.3.

Definition 3.16. A Breuil $\mathcal{O}$-window relative to $\mathcal{G} \to R$ is a pair $(Q, \phi)$, where $Q$ is a free $\mathcal{G}$-module of finite rank, $\phi : Q \to Q^{(\sigma)} := Q \otimes_{\mathcal{G}, \sigma} \mathcal{G}$ is an $\mathcal{G}$-linear map with cokernel annihilated by $E$.

We denote by $\text{BrWin}_{\mathcal{G}/R}$ the category of Breuil $\mathcal{O}$-windows relative to $\mathcal{G} \to R$. 

Lemma 3.17. Let \((Q, \phi)\) be a Breuil \(\mathcal{O}\)-window relative to \(\mathcal{G} \to R\). Then \(\phi\) is injective and \(\text{Coker} \phi\) is a free \(R\)-module.

Proof. The first claim follows from the surjectivity of the morphism \(\phi \otimes \text{Frac} \mathcal{G}\). By this claim, the cohomological dimension of \(\text{Coker} \phi\) is 1. Thus the height of \(\text{Coker} \phi\) is \(r\). Therefore, \(\text{Coker} \phi\) is a free \(R\)-module because \(R\) is regular of dimension \(r\). \(\square\)

Proposition 3.18. The categories \(\text{BrWin}_{\mathcal{G}/R}\) and \(\text{Win}_{B_R}\) are equivalent.

Proof. Let \(\mathcal{P} = (P, Q, F, F_1)\) be an object in \(\text{Win}_{B_R}\). Let \(Q = (Q, \phi)\), where \(\phi : Q \to Q^{(\sigma)}\) is the composition \(Q \xrightarrow{\text{inclusion}} P \xrightarrow{(F_1)^{-1}} Q^{(\sigma)}\). Then \(Q\) is a Breuil \(\mathcal{O}\)-window relative to \(\mathcal{G} \to R\). Conversely, for a Breuil \(\mathcal{O}\)-window \((Q, \phi)\), define a quadruple \(\mathcal{P} = (P, Q, F, F_1)\), where \(P = Q^{(\sigma)}, F_1 : Q \to Q^{(\sigma)}\) is given by \(x \mapsto x \otimes 1\) for all \(x \in Q, F : P \to P\) is given by \(1 \otimes x \mapsto F_1(Ex)\) for all \(x \in Q\). Then \(\mathcal{P}\) is an \(\mathcal{O}\)-window over \(B_R\). The two functors are inverse to each other. The proposition follows. \(\square\)

Definition 3.19. A Breuil \(\mathcal{O}\)-module relative to \(\mathcal{G} \to R\) is a pair \((M, \phi)\), where \(M\) is an \(\mathcal{G}\)-module of projective dimension at most one and annihilated by a power of \(\pi, \phi : M \to M^{(\sigma)}\) is an \(\mathcal{G}\)-linear map whose cokernel is annihilated by \(E\).

Following the strategy in [21, Section 6], we prove some properties of Breuil \(\mathcal{O}\)-modules.

Lemma 3.20. Let \((M, \phi)\) be a Breuil \(\mathcal{O}\)-module relative to \(\mathcal{G} \to R\). Then \(\phi\) is injective.

Proof. Let \(x \in \mathcal{G}\) such that \(x \not\in \pi \mathcal{G}\). We claim that \(x : M \to M\) is injective. Indeed, let

\[0 \to P' \xrightarrow{\alpha} P \to M \to 0\]

be a resolution of \(M\), where \(P\) and \(P'\) are finitely generated free \(\mathcal{G}\)-modules of the same rank. In this case, \(\text{det}(\alpha) = \pi^n \cdot \text{unit}\) for some integer \(n\). There exists \(\beta : P \to P', \text{ such that } \alpha \circ \beta = \pi^n\). Thus the induced morphism \(P'/xpP' \to P/xP\)

is injective since \(\pi\) is not a zero divisor in \(\mathcal{G}/x \mathcal{G}\). The claim follows by the Snake lemma.

By the claim, the map \(M \to M_{(\pi)}\) from \(M\) to its localization at the prime ideal \((\pi)\) is injective. The localization \(M_{(\pi)}\) is of finite length over the discrete valuation ring \(\mathcal{G}_{(\pi)}\). Let \(\sigma : \mathcal{G}_{(\pi)} \to \mathcal{G}_{(\pi)}\) be the extension of \(\sigma\) on \(\mathcal{G}\) by setting \(\sigma(\pi) = \pi\). Then we see that \(M_{(\pi)}\) and \(M_{(\pi)}^{(\sigma)}\) have the same length. Because \(E \not\subset (\pi)\), the induced morphism \(\phi_{(\pi)} : M_{(\pi)} \to M_{(\pi)}^{(\sigma)}\) is surjective. Therefore it is an isomorphism. Thus \(\phi\) is an injection. \(\square\)

Corollary 3.21. Let \((M, \phi)\) be a Breuil \(\mathcal{O}\)-module relative to \(\mathcal{G} \to R\). There exists a unique \(\mathcal{G}\)-linear morphism \(\psi : M^{(\sigma)} \to M\), such that \(\phi \psi = \psi \phi = E\).

Remark 3.22. Let \(P'\) and \(P\) be projective modules of the same rank over ring \(S\). Let \(\alpha : P' \to P\) be a homomorphism. Then there is a well-defined ideal \(\vartheta(\alpha) := \text{det}(\alpha)S\), which generalizes the usual \(\text{det}(\alpha)\) in the free modules case.

Lemma 3.23. Let \(\mathcal{F} = (S, I, R, \sigma, \sigma_1)\) be an \(\mathcal{O}\)-frame. Let \(\alpha : \mathcal{P} \to \mathcal{P}'\) be a morphism of \(\mathcal{F}\)-windows. Assume that \(\text{Rank}_S P = \text{Rank}_S P', \text{Rank}_R(P/Q) = \text{Rank}_R(P'/Q')\). Then \(\sigma(\vartheta(\alpha))S = \vartheta(\alpha)\).
Proof. Since the question is local, we may assume that all modules are free. By assumption, we may assume that $P$ and $P'$ have normal decompositions $P = T \oplus L$, $P' = T' \oplus L'$, where $T \cong S^d \cong T'$ and $L \cong S^c \cong L'$ for some integers $c$ and $d$. Let $\left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \in \text{GL}_{c+d}(S)$ and $\left( \begin{array}{cc} A' & B' \\ C' & D' \end{array} \right) \in \text{GL}_{c+d}(S)$ be morphism matrices of $F_1 : IT \oplus L \to T \oplus L$ and $F'_1 : IT' \oplus L' \to T' \oplus L'$, respectively. Let $\left( \begin{array}{c} X \\ U \\ Y \\ Z \end{array} \right) \in \text{GL}_{c+d}(S)$ be the matrix that defines a unit $\tilde{\tau}$.

Let $t = \det \left( \begin{array}{cc} X & Y \\ U & Z \end{array} \right)$ and $t' = \det \left( \begin{array}{cc} \sigma(X) & \sigma_1(Y) \\ \sigma(U) & \sigma(Z) \end{array} \right)$. Then $\vartheta(\alpha) = tS = t'S$. On the other hand, $\det(\sigma(\alpha)) = \det \left( \begin{array}{cc} \sigma(X) & \sigma_1(Y) \\ \sigma(U) & \sigma(Z) \end{array} \right)$. The lemma follows.

**Lemma 3.24.** In the same situation as in Lemma 3.23, assume that $\pi$ is not a zero divisor in $S$ and $\bigcap_{n \geq 1} \pi^n S = 0$. Assume further that $\text{Spec} S/\pi S$ is connected. Then $\vartheta(\alpha) = \pi^h S$ or $\vartheta(\alpha) = 0$.

In the case that $\vartheta(\alpha) = \pi^h S$, we call $\alpha$ an isogeny of $O$-height $h$.

Proof. Since the situation is locally principal, we may assume that $\vartheta(\alpha) = \xi S$ for some $\xi \in S$. Assume that $\sigma(\xi) = \tau \xi$ for $\tau \in S^\times$. Then $\tau \xi \equiv \xi^q (\text{mod } \pi S)$. Because $\xi$ and $\xi^{q-1} - \tau$ are relatively prime, i.e., $(\xi, \xi^{q-1} - \tau) = S$, we have

$$\text{Spec}(S/\pi S) = D(\xi) \cup D(\xi^{q-1} - \tau).$$

By assumption, $D(\xi) = \text{Spec}(S/\pi S)$ or $D(\xi) = \emptyset$. If $\xi$ is a unit, we are done. If $\xi \in \pi S$, assume that $\xi = \pi \xi'$. Applying the above argument repeatedly, we either obtain a unit $\tilde{\xi}$ with $\xi = \pi^h \tilde{\xi}$, or $\xi \in \bigcap_{n \geq 1} \pi^n S = 0$. In either case, the lemma holds.

**Lemma 3.25.** Each Breuil $O$-module relative to $\mathcal{S} \to R$ is the cokernel of an isogeny of Breuil $O$-windows relative to $\mathcal{S} \to R$.

Proof. Let $(M, \phi)$ be a Breuil $O$-module. Let $J$ and $L$ be finitely generated free $\mathcal{S}$-modules and $\tau : J \oplus L \to M^{(\sigma)}$ be an $\mathcal{S}$-linear epimorphism which maps $EJ \oplus L$ surjectively to $\phi(M)$. Then there exists a unique $\mathcal{S}$-linear map $\tau_1 : J \oplus L \to M$ such that the following diagram is commutative:

$$
\begin{array}{ccc}
J \oplus L & \xrightarrow{\tau_1} & M \\
\downarrow & & \downarrow \phi \\
EJ \oplus L & \xrightarrow{\tau} & \text{Im}(\phi)
\end{array}
$$

Furthermore, there exists an $\mathcal{S}$-linear isomorphism $\gamma : J \oplus L \to J^{(\sigma)} \oplus L^{(\sigma)}$ which makes the following diagram commutative:

$$
\begin{array}{ccc}
J \oplus L & \xrightarrow{\gamma} & M^{(\sigma)} \\
\downarrow & & \downarrow \tau_1^{(\sigma)} \\
J^{(\sigma)} \oplus L^{(\sigma)} & \xrightarrow{\tau} & M^{(\sigma)}
\end{array}
$$
Indeed, let $N$ be a finitely generated module over a local ring $A$, and let $F_1$ and $F_2$ be two finitely generated free $A$-modules of the same rank equipped with $A$-linear epimorphisms $\tau_i : F_i \to N$ ($i = 1, 2$). Then there exists an isomorphism $\gamma_{12} : F_1 \to F_2$ such that $\tau_2 \circ \gamma_{12} = \tau_1$. Applying this general property to our case, the existence of $\gamma$ follows.

Let $Q := J \oplus L$ and $\phi := \gamma \circ (E \cdot \id_J + \id_L) : J \oplus L \to J^{(\sigma)} \oplus L^{(\sigma)}$. Then the pair $(Q, \phi)$ is a Breuil $\mathcal{O}$-window relative to $\mathcal{S} \to R$ and we have a commutative diagram:

$$
\begin{array}{ccc}
Q & \xrightarrow{\tau_1} & M \\
\downarrow \phi & & \downarrow \phi \\
Q^{(\sigma)} & \xrightarrow{\tau_1^{(\sigma)}} & M^{(\sigma)}
\end{array}
$$

Hence $\tau_1$ is a surjection from $(Q, \phi)$ to $(M, \phi)$. It is clear that the kernel $(Q', \phi')$ is a Breuil $\mathcal{O}$-window relative to $\mathcal{S} \to R$. The lemma follows.

**Corollary 3.26.** If $(M, \phi)$ is a Breuil $\mathcal{O}$-module relative to $\mathcal{S} \to R$, then the quotient $M^{(\sigma)}/\phi(M)$ is an $R$-module of projective dimension at most one.

**Proof.** From Lemma 3.25, $(M, \phi)$ is the cokernel of an isogeny of Breuil $\mathcal{O}$-windows, i.e., we have a short exact sequence

$$
0 \to (Q', \phi') \to (Q, \phi) \to (M, \phi) \to 0.
$$

This induces an exact sequence

$$
\text{Coker}(\phi_{Q'}) \to \text{Coker}(\phi_Q) \to \text{Coker}(\phi_M) \to 0.
$$

The claim follows.

**Lemma 3.27.** If $(M, \phi) \to (\tilde{M}, \tilde{\phi})$ is a morphism of Breuil $\mathcal{O}$-modules relative to $\mathcal{S} \to R$, then it is the cokernel of a morphism of two exact complexes $0 \to (Q', \phi') \to (Q, \phi)$ and $0 \to (\tilde{Q}', \tilde{\phi}') \to (\tilde{Q}, \tilde{\phi})$ of Breuil $\mathcal{O}$-windows.

**Proof.** From Lemma 3.25 there exists a Breuil $\mathcal{O}$-window $(\tilde{Q}, \tilde{\phi})$ relative to $\mathcal{S} \to R$ with a surjection $(\tilde{Q}, \tilde{\phi}) \to (M, \tilde{\phi})$. Let $Q = M \times_{\tilde{M}} \tilde{Q}$ be the fiber product. The functor $L \mapsto L^{(\sigma)}$ from $\mathcal{S}$-modules to $\mathcal{S}$-modules is exact and therefore respects fibre products. We obtain the following commutative diagram:

$$
\begin{array}{ccc}
(Q, \phi) & \xrightarrow{} & (M, \phi) \\
\downarrow & & \downarrow \\
(\tilde{Q}, \tilde{\phi}) & \xrightarrow{} & (\tilde{M}, \tilde{\phi})
\end{array}
$$

As in the proof of Lemma 3.25 the kernels of the horizontal arrows are Breuil $\mathcal{O}$-windows relative to $\mathcal{S} \to R$. The lemma follows.

3.5. **$\pi$-divisible $\mathcal{O}$-modules and special $\mathcal{O}$-group schemes.** In the rest of this paper, we assume that $p > 2$ and $\mathcal{O}$ is the ring of integers of a finite extension of $\mathbb{Q}_p$ with uniformizer $\pi$. First, we have the following result.

**Theorem 3.28.** Let $\mathcal{O}$ be the ring of integers of a finite extension of $\mathbb{Q}_p$ with uniformizer $\pi$. Let $R$ be a local complete regular Noetherian $\mathcal{O}$-algebra with perfect residue field of characteristic $p$. The category of $\pi$-divisible $\mathcal{O}$-modules over $R$ is equivalent to the category of Breuil $\mathcal{O}$-windows relative to $\mathcal{S} \to R$. 
Proof. This is an immediate consequence of Theorem 3.28, Proposition 3.18 and [2] Theorem 1.5]. □

Definition 3.29. A special \( \mathcal{O} \)-group scheme over \( R \) is a finite flat commutative group scheme which is the kernel of an isogeny of \( \pi \)-divisible \( \mathcal{O} \)-modules over \( R \). Write \( \text{Gr}_R \) for the category of special \( \mathcal{O} \)-group schemes over \( R \).

From the definition, a special \( \mathcal{O} \)-group scheme is annihilated by a power of \( \pi \) and is of \( q \)-power order.

Remark 3.30. By [3] Theorem 3.1.1], for a Noetherian local ring \( R \) with perfect residue field of characteristic \( p \), every finite flat commutative group scheme of \( p \)-power order over \( R \) is the kernel of an isogeny of \( p \)-divisible groups over \( R \). Hence, in the case \( \mathcal{O} = \mathbb{Z}_p \), every finite flat commutative group scheme of \( p \)-power order over \( R \) is special.

Theorem 3.31. With the same setting as in Theorem 3.28, the category of special \( \mathcal{O} \)-group schemes over \( R \) is equivalent to the category of Breuil \( \mathcal{O} \)-modules relative to \( \mathcal{S} \to R \).

Proof. Let \( H \) be a special \( \mathcal{O} \)-group scheme over \( R \). By definition, \( H \) is the kernel of an isogeny of \( \pi \)-divisible \( \mathcal{O} \)-modules over \( R \),

\[
0 \to H \to G' \to G \to 0.
\]

Let \( (Q', \phi') \) and \( (Q, \phi) \) be the Breuil \( \mathcal{O} \)-windows relative to \( \mathcal{S} \to R \) which corresponds to \( G' \) and \( G \), respectively. Let \( (Q', \phi') \to (Q, \phi) \) be the morphism corresponding to the isogeny \( G' \to G \). The cokernel of this map is annihilated by a power of \( \pi \). Therefore it is an isogeny and the cokernel \( M_{G'}(H) = (M, \phi) \) is a Breuil \( \mathcal{O} \)-module relative to \( \mathcal{S} \to R \).

Assume that \( h : H \to H_1 \) is a homomorphism of special \( \mathcal{O} \)-groups. Write \( H_1 \) as the kernel of an isogeny of \( \pi \)-divisible \( \mathcal{O} \)-modules

\[
0 \to H_1 \to G'_1 \to G_1 \to 0.
\]

Let \( (Q'_1, \phi'_1) \) and \( (Q_1, \phi_1) \) be the Breuil \( \mathcal{O} \)-windows relative to \( \mathcal{S} \to R \) which correspond to \( G'_1 \) and \( G_1 \), respectively. Let \( (Q'_1, \phi'_1) \to (Q_1, \phi_1) \) be the morphism corresponding to the isogeny \( G'_1 \to G_1 \). Embed \( H \) into \( G'_2 = G' \oplus G'_1 \) by \( (1, h) \) and define \( G_2 = G'_2/H \). We obtain two morphisms \( G' \leftarrow G'_2 \to G'_1 \). They induce morphisms of short exact sequences:

\[
\begin{array}{cccccc}
0 & \to & H & \to & G' & \to & G & \to & 0 \\
\uparrow & & \uparrow & & \uparrow & & \uparrow & & \\
0 & \to & H & \to & G'_2 & \to & G_2 & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \to & H_1 & \to & G'_1 & \to & G_1 & \to & 0
\end{array}
\]

The upper half of the diagram is a quasi-isomorphism and induces an isomorphism \( M_{G'}(H) \cong M_{G'_2}(H) \). This shows that \( M_{G'}(H) \) is independent of the isogeny, and we denote it by \( \mathfrak{M}(H) \). Moreover, the diagram induces a morphism \( \mathfrak{M}(H) \to \mathfrak{M}(H_1) \). It is easy to see that \( \mathfrak{M} \) is an additive functor.

Next, we construct an additive functor \( M \mapsto \mathfrak{H}(M) \) from Breuil \( \mathcal{O} \)-modules to special \( \mathcal{O} \)-groups. Each \( M \) is the cokernel of an isogeny of Breuil \( \mathcal{O} \)-windows

\[
\begin{array}{cccccc}
0 & \to & M & \to & \mathfrak{H}(M) & \to & \mathfrak{M}(M) & \to & 0
\end{array}
\]
3.6. Duality. Let \((Q, \phi)\) be a Breuil \(O\)-window relative to \(\mathcal{S} \to R\). The dual of \((Q, \phi)\) is the Breuil \(O\)-window \((Q, \phi)^{t} = (Q^{\vee}, \psi^{\vee})\), where \(Q^{\vee} = \text{Hom}_{\mathcal{S}}(Q, \mathcal{S})\) and \(\psi : Q^{(\sigma)} \to Q\) is the unique \(\mathcal{S}\)-linear map with \(\psi \phi = E\). Here we identify \((Q^{(\sigma)})^{\vee}\) and \((Q^{\vee})^{(\sigma)}\).

Let \(G\) be the \(O\)-module attached to the \(O\)-display \((W_{O}(R), I_{O}(R), F, V^{-1})\). Let \(G[\pi^{n}]\) be the \(\pi^{n}\)-torsion of \(G\). For a \(\pi\)-divisible \(O\)-module \(G\) over \(R\), the Serre \(O\)-dual (or special \(O\)-dual) \(G^{\vee}\) of \(G\) is defined in the same way as the Serre dual of \(G\), by using \(G\) and \(G[\pi^{n}]\) instead of \(G_{m}\) and \(\mu_{p^{n}} = G_{m}[p^{n}]\). Similarly, for \(H\) in \(sGr_{R}\), the Cartier \(O\)-dual \(H^{\vee}\) of \(H\) is defined in the same way as the Cartier dual of \(H\), by using \(G[\pi]\) instead of \(\mu_{p}\). Let \(W(G)\) be the Breuil \(O\)-window attached to \(G\) via the equivalence in Theorem 3.28.

**Proposition 3.32.** There is a functorial isomorphism \(\lambda_{G} : W(G^{\vee}) \cong W(G)^{t}\).

**Proof.** By [2] Theorem 1.5, the equivalence between \(\pi\)-divisible \(O\)-modules over \(R\) and Dieudonné \(O\)-displays over \(R\) is compatible with duality. The equivalence in Proposition 3.15 preserves duality. It suffices to show that the functors \(\kappa_{*}\) in Theorem 3.15 preserves duality. By Lemma 3.10 it suffices to show that there exists a unit \(c \in \tilde{W}_{O}(R)\), such that \(c^{-1}(\phi) = u\). Note that \(u = \pi^{-1}\kappa(\sigma E)\) (Proposition 3.10 and Lemma 3.12) lies in \(1 + \tilde{W}_{O}(m_{R})\), the element \(u(Fu)(F^{2}u) \cdots\) converges in \(\tilde{W}_{O}(R) = \lim \tilde{W}_{O}(R/m_{R}^{n})\). Let \(c^{-1} = u(Fu)(F^{2}u) \cdots\), the claim follows. \(\Box\)

Let \((M, \phi)\) be a Breuil \(O\)-module relative to \(\mathcal{S} \to R\). The dual \((M, \phi)^{t}\) of \((M, \phi)\) is the Breuil \(O\)-module \((M^{*}, \phi^{*})\), where \(M^{*} = \text{Ext}_{\mathcal{S}}^{1}(M, \mathcal{S})\), \(\phi^{*}\) is determined by Corollary 3.21 (cf. [22, Section 2]). Then we have the following result.

**Proposition 3.33.** Let \(H\) be an object in \(sGr_{R}\). There is a functorial isomorphism \(\lambda_{H} : M(H^{\vee}) \cong M(H)^{t}\).

**Proof.** Let \(H\) be the kernel of the isogeny of \(\pi\)-divisible \(O\)-modules \(G^{t} \to G\). Then \(M(H)\) is the cokernel of \(Q^{t} \to Q\), where \(Q^{t}\) and \(Q\) are Breuil \(O\)-windows corresponding to \(G\) and \(G^{t}\), respectively. Thus \(M(H)^{t}\) is the cokernel of \(Q^{(\sigma)} \to (Q^{t})^{(\sigma)}\). On the other hand, \(H^{\vee}\) is the kernel of \(G^{\vee} \to (G^{t})^{\vee}\). By Proposition 3.32, we have the isomorphism \(\lambda_{H} : M(H^{\vee}) \cong M(H)^{t}\). This isomorphism is independent of the choice of \(G^{t}\) and functorial in \(H\). The proposition follows. \(\Box\)

For the application in the next section, it is convenient to use contravariant Breuil \(O\)-windows and contravariant Breuil \(O\)-modules ([22, Section 2]).

**Definition 3.34.** A contravariant Breuil \(O\)-window relative to \(\mathcal{S} \to R\) is a pair \((Q, \phi)\), where \(Q\) is a free \(\mathcal{S}\)-module of finite rank and \(\phi : Q^{(\sigma)} \to Q\) is an \(\mathcal{S}\)-linear map whose cokernel is annihilated by \(E\).

A contravariant Breuil \(O\)-module relative to \(\mathcal{S} \to R\) is a pair \((M, \phi)\), where \(M\) is a finitely generated \(\mathcal{S}\)-module annihilated by a power of \(\pi\) and of projective dimension at most one, and \(\phi : M^{(\sigma)} \to M\) is an \(\mathcal{S}\)-linear map whose cokernel is annihilated by \(E\).
The category of Breuil $\mathcal{O}$-windows relative to $\mathcal{S} \to R$ (respectively Breuil $\mathcal{O}$-modules relative to $\mathcal{S} \to R$) is equivalent to the category of contravariant Breuil $\mathcal{O}$-windows relative to $\mathcal{S} \to R$ (respectively contravariant Breuil $\mathcal{O}$-modules relative to $\mathcal{S} \to R$) by taking dual objects.

4. An application

Using the theory of Breuil modules, Vasiu and Zink \cite{VasiuZink} proved some boundedness results for finite flat group schemes over discrete valuation rings of mixed characteristic. With the results proved in Section 3, we now generalize the results proved in Section 3 to $\mathcal{S}$-modules relative to $\mathcal{S}$.

4.1. Setup. Let $p > 2$ be a prime number. Let $\mathcal{O}$ be the ring of integers of a finite extension of $\mathbb{Q}_p$ with uniformizer $\pi$ and residue field $\mathbb{F}_q$. Let $R$ be a complete regular discrete valuation ring of mixed characteristic $(0, p)$ with fraction field $K$ and residue field $k$. Assume that $R$ is an $\mathcal{O}$-algebra. We view canonically $R$ as a $W_\mathcal{O}(k)$-algebra, which as a $W_\mathcal{O}(k)$-module is free of rank $e$. Here $e$ is the ramification degree of $R$ over $\mathcal{O}$.

Let $\mathcal{S} = W_\mathcal{O}(k)[[u]]$ and $\mathcal{S}_n = \mathcal{S}/\pi^n \mathcal{S}$. Let $E := E(u) = u^e + a_{e-1} u^{e-1} + \cdots + a_0 \in W_\mathcal{O}(k)[u]$ be the Eisenstein polynomial associated with a uniformizer $\rho$ of $R$. We have a $W_\mathcal{O}(k)$-epimorphism $\mathcal{S} \to R$ with kernel $E \mathcal{S}$ which maps $u$ to the fixed uniformizer.

Let $\text{BrMod}_{\mathcal{S}/R}$ be the category of contravariant Breuil $\mathcal{O}$-modules relative to $\mathcal{S} \to R$. Let $\text{BrMod}^1_{\mathcal{S}/R}$ be the full subcategory of $\text{BrMod}_{\mathcal{S}/R}$ whose objects are pairs $(M, \phi)$ with $M$ annihilated by $\pi$. If $(M, \phi)$ is an object of $\text{BrMod}^1_{\mathcal{S}/R}$, then $M$ is a free $\mathcal{S}_1$-module of finite rank. In the following, a Breuil $\mathcal{O}$-module means a contravariant Breuil $\mathcal{O}$-module.

Let $s\text{Gr}_R$ be the category of special $\mathcal{O}$-groups over $R$. Let $s\text{Gr}^1_R$ be the full subcategory of $s\text{Gr}_R$ whose objects are annihilated by $\pi$. Applying the results in Section 3, we have the following proposition.

**Proposition 4.1.** There exists a contravariant functor $B : s\text{Gr}_R \to \text{BrMod}_{\mathcal{S}/R}$ which is an anti-equivalence of categories. It is $\mathcal{O}$-linear and takes short exact sequences (in the category of abelian sheaves in the faithfully flat topology of $\text{Spec} R$) to short exact sequences (in the category of $\mathcal{S}$-modules with Frobenius maps).

The restriction of $B$ induces an anti-equivalence $\overline{B} : s\text{Gr}^1_R \to \text{BrMod}^1_{\mathcal{S}/R}$.

**Definition 4.2.** For an object $G$ of $s\text{Gr}_R$, let $o(G) \in \mathbb{N}$ be such that $q^{o(G)}$ is the order of $G$.

For $(M, \phi)$ an object of $\text{BrMod}^1_{\mathcal{S}/R}$, the rank of $(M, \phi)$ is the rank of $M$ as a free $\mathcal{S}_1$-module.

**Remark 4.3.** If $G$ is an object of $s\text{Gr}^1_R$, then by definition, the rank of $B(G)$ is $o(G)$.

Let $H$ be an object of $s\text{Gr}_R$. Assume that $\pi^n$ annihilates $H$, then we have a chain of natural epimorphisms

$$H \to H/H[\pi] \to H/H[\pi^2] \to \cdots \to H/H[\pi^n] = \{0\}.$$  

This induces a chain of Breuil $\mathcal{O}$-modules

$$0 = (M_n, \phi_n) \subset (M_{n-1}, \phi_{n-1}) \subset \cdots \subset (M_0, \phi_0) = (M, \phi),$$
whose quotient factors are objects of $\text{BrMod}_{\mathcal{O}/R}$. Then we can compute the order $q_o(H)$ of $H$ via the formula

$$o(H) = o(M, \phi) := \sum_{i=1}^{n} \text{Rank}_{\mathcal{O}_1}(M_{i-1}/M_i) = \text{Length}_{\mathcal{O}((\cdot))}(M(\pi)).$$

The following proposition corresponds to [22, Proposition 1]. The proof is similar. We give details here for completeness.

**Lemma 4.4.** Let $f : G \to H$ be a morphism of special $\mathcal{O}$-group schemes. Let $g := \mathcal{B}(f) : \mathcal{B}(H) = (M, \phi) \to \mathcal{B}(G) = (N, \psi)$. Then the following claims hold.

1. The morphism $f_K : G_K \to H_K$ is a closed embedding if and only if the cokernel of $g : M \to N$ is annihilated by some power of $u$.
2. The morphism $f_K : G_K \to H_K$ is an epimorphism if and only if the map $g : M \to N$ is a monomorphism.
3. The morphism $f_K : G_K \to H_K$ is an isomorphism if and only if the map $g : M \to N$ is injective and the cokernel of $g$ is annihilated by some power of $u$.

**Proof.** We prove the first statement. Let $\tilde{N} = \text{Coker}(g)$. Assume that $f_K$ is not a closed embedding, then there exists a nontrivial flat closed subgroup $G_0$ of $G$, which is contained in the kernel of $f_K$ and which is annihilated by $\pi$. Let $\mathcal{B}(G_0) = (N_0, \psi_0)$. Then $N_0$ is free over $\mathcal{S}_1$ with positive rank. On the other hand, $\mathcal{B}$ takes short exact sequences to short exact sequences, we have an epimorphism $\tilde{N} \to N_0$ and $\tilde{N}$ is not annihilated by a power of $u$.

Assume that $\tilde{N}$ is not annihilated by a power of $u$, then $N_1 = \tilde{N}/\pi \tilde{N}$ is not annihilated by a power of $u$. As $\mathcal{S}_1 = k[[u]]$ is a principal ideal domain, we have a short exact sequence

$$0 \to N_2 \to N_1 \to N_0 \to 0,$$

where $N_2$ is the largest $\mathcal{S}_1$-submodule of $N_1$ annihilated by a power of $u$ and $N_0$ is a free $\mathcal{S}_1$-submodule of positive rank. The map $\psi : N^{(\sigma)} \to N$ induces a $\sigma$-linear map $\psi_0 : N_0^{(\sigma)} \to N_0$. It is easy to see that the pair $(N_0, \psi_0)$ is an object of $\text{BrMod}_{\mathcal{O}/R}$. Then by Proposition 4.11 there exists a nontrivial flat closed subgroup $G_0$ of $G$, which is contained in the kernel of $f_K$. Therefore, $f_K$ is not a closed embedding.

The second statement follows by a similar argument. Assume that $f_K$ is not an epimorphism, then there exists a nontrivial flat closed subgroup $H_0$ of $H$, which is not contained in the image of $f_K$ and which is annihilated by $\pi$. The corresponding Breuil $\mathcal{O}$-module $\mathcal{B}(H_0)$ produces nontrivial elements in $\text{Ker}(g)$ and the map $g : M \to N$ is not a monomorphism. On the other hand, assume that $g : M \to N$ is not a monomorphism, then the kernel $\text{Ker}(g)$ produces a nontrivial flat closed subgroup $H_0$ of $H$ which is not contained in the image of $f_K$. Thus $f_K$ is not an epimorphism.

The third statement follows from the first and the second. $\square$

4.2. Truncations. By a special truncated Barsotti-Tate $\mathcal{O}$-group of level $n$ over $R$, we mean a Barsotti-Tate $\mathcal{O}$-group of level $n$ over $R$, which is the $\pi^n$-torsion of a $\pi$-divisible $\mathcal{O}$-module. Let $H$ be such a group. Let $(M, \phi) := \mathcal{B}(H)$. Then $M$ is a free $\mathcal{S}_n$-module of finite rank $h$. 
Lemma 4.5. There exist two bases \((e_1, \ldots, e_h)\) and \((v_1, \ldots, v_h)\) of \(M\), such that

\[
\begin{align*}
\phi(1 \otimes e_i) &= v_i, & i &= d + 1, d + 2, \ldots, h, \\
\phi(1 \otimes e_j) &\equiv E v_j \pmod{v_{d+1}, \ldots, v_h}, & i &= 1, \ldots, d,
\end{align*}
\]

for some integer \(d\).

Proof. Since \(H\) is special, we may assume that \(H = \mathcal{H}[\pi^n]\) for some \(\pi\)-divisible \(O\)-module \(\mathcal{H}\). The normal decomposition of the Breuil \(O\)-window associated with \(\mathcal{H}\) induces a direct sum decomposition \(M = T \oplus L\) into free \(\mathcal{S}_n\)-submodules, such that \(T\) is free of rank \(d\) and \(\text{Im}(\phi) = ET \oplus L\). Consider the composition

\[
M \xrightarrow{\phi} M^{(\sigma)} \xrightarrow{\text{projection}} M/T = L.
\]

All the arrows are surjective after tensoring with the residue field \(k\). By Nakayama’s lemma, there exists a basis \((e_1, \ldots, e_h)\) of \(M\), such that the images of \(\phi(1 \otimes e_i)\) \((i = d+1, \ldots, h)\) form a basis of \(M/T = L\). Define \(v_i = \phi(1 \otimes e_i)\) for \(i = d+1, \ldots, h\). They form a basis of \(L\). Note that \((\phi(1 \otimes e_i) : i = 1, \ldots, h)\) form a basis of \(ET \oplus L\), there exists a basis \((v_1, \ldots, v_d)\) of \(T\), which satisfies the required conditions. \(\square\)

Lemma 4.6. Let \(t \in \mathbb{Z}_{\geq 0}\). Let \(x \in \frac{1}{u^t} M\) such that \(\phi(1 \otimes x) \in \frac{1}{u^t} M\). Using the basis \((e_1, \ldots, e_h)\) in Lemma 4.5, write \(x = \sum_{i=1}^{h} \alpha_i e_i\) with \(\alpha_i \in \mathcal{S}_n\). Then for each \(i = 1, \ldots, h\), \(E \sigma(\alpha_i) \in u^{t(q-1)} \mathcal{S}_n\), \(\alpha_i \in (\pi^n-1, u) \mathcal{S}_n\), and \(\pi \alpha_i(0) = 0 \in \mathcal{S}_n\).

Proof. By definition,

\[
\phi(1 \otimes x) = \sum_{i=1}^{d} \sigma(\alpha_i) \phi(1 \otimes e_i) + \sum_{i=d+1}^{h} \sigma(\alpha_i) \phi(1 \otimes e_i)
\]

\[
= \sum_{i=1}^{d} \sigma(\alpha_i) E v_i + \sum_{i=d+1}^{h} \sigma(\alpha_i) v_i + \sum_{j=1}^{d} \lambda_{ij} \sigma(\alpha_j) v_i \in \frac{1}{u^t} M,
\]

for some \(\lambda_{ij} \in \mathcal{S}_n\). Thus for \(i \in \{1, \ldots, d\}\), \(E \sigma(\alpha_i) \in u^{t(q-1)} \mathcal{S}_n\). Moreover, for \(i > d\),

\[
E \frac{\sigma(\alpha_i)}{u^{tq}} = E \frac{\sigma(\alpha_i)}{u^{tq}} + \sum_{j=1}^{d} \lambda_{ij} \frac{\sigma(\alpha_j)}{u^{tq}} - \sum_{j=1}^{d} \lambda_{ij} E \frac{\sigma(\alpha_j)}{u^{tq}}.
\]

Therefore, \(E \sigma(\alpha_i) \in u^{t(q-1)} \mathcal{S}_n\) for all \(i = 1, \ldots, h\). The other two claims follow easily. \(\square\)

Lemma 4.7. Let \(t \in \mathbb{Z}_{\geq 0}\). Let \(N\) be an \(\mathcal{S}_n\)-submodule of \(\frac{1}{u^t} M\) which contains \(M\). Assume that \(\phi\) induces an \(\mathcal{S}\)-linear map \(N^{(\sigma)} \rightarrow N\). Then \(\pi^t N \subset M\).

Proof. We prove this by induction on \(t\). If \(t = 0\), the claim is trivial. Assume that the lemma is true for \(t - 1\). Let \(x \in N\). Then by Lemma 4.6, \(\pi x \in \frac{1}{u^{t-1}} M\). Thus \(\pi N \subset \frac{1}{u^{t-1}} M\). Applying induction to \(N' := \pi N + M \subset \frac{1}{u^{t-1}} M\), we get \(\pi^{t-1} N' \subset M\). Therefore, \(\pi^t N \subset M\). The lemma follows. \(\square\)
4.3. Some formulas. In this section, we prove the results corresponding to those in [22, Section 3]. The motivations for these results are explained in [22]. Our arguments here are entirely similar to those in [22]. In many cases, to give the proofs, we may just replace the number \( p \in \mathbb{Z} \) in [22] with the number \( q \in \mathbb{Z} \) and the uniformizer \( p \in \mathbb{Z}_p \) with the uniformizer \( \pi \in \mathcal{O} \). For completeness, we give details in the following.

Assume that \( \mathcal{O} \) is of degree \( rf \) over \( \mathbb{Z}_p \), where \( r \) is the ramification degree and \( f \) is the residue degree. Then \( q = p^f \) and \( \text{ord}_\pi(p) = r \). For \( x \in \mathbb{R}, \lfloor x \rfloor \) denotes the maximal integer with the property \( \lfloor x \rfloor \leq x \).

Define \( m := \text{ord}_q(e) = \lfloor \text{ord}_p(e) \rfloor \). Let \( a_e = 1 \). Recall that \( E = \sum_{i=0}^{e-1} a_i u^i \) is the Eisenstein polynomial of a uniformizer \( \rho \) of \( R \). Define

\[
E_0 := \sum_{q|\rho} a_i u^i \in W_{\mathcal{O}}(k)[u],
\]

and \( E_1 = E - E_0 \in W_{\mathcal{O}}(k)[u] \).

- If \( m = 0 \), define \( \tau(\rho) = 1 \) and \( \iota(\rho) = 0 \).
- If \( m \geq 1 \), define \( \tau(\rho) \in \mathbb{Z}_{\geq 0} \cup \{\infty\} \) by

\[
\tau(\rho) := \text{ord}_\pi(E_1) = \min\{\text{ord}_\pi(a_i) \mid i \in \{1, \ldots, e-1\} \setminus q\mathbb{Z}\}.
\]

If \( m \geq 1 \) and \( \tau(\rho) < \infty \), let \( \iota(\rho) \in \{1, \ldots, e-1\} \setminus q\mathbb{Z} \) be the smallest number such that \( \tau(\rho) = \text{ord}_\pi(a_{\iota(\rho)}(\rho)) \).

For all \( m \geq 0 \), define

\[
\tau = \tau_R := \min\{\tau(\rho) \mid \rho \text{ is a uniformizer of } R\}.
\]

If \( \tau < \infty \), which is always true as we show in next lemma, define

\[
\iota = \iota_R := \min\{\iota(\rho) \mid \rho \text{ is a uniformizer of } R \text{ with } \tau(\rho) = \tau\}.
\]

Lemma 4.8. With the notation as above, \( \tau < \infty \).

Proof. If \( m = 0 \), then \( \tau = 1 \) by definition and the claim follows. Assume that \( m \geq 1 \). Note that \( \rho \) is a uniformizer with Eisenstein polynomial \( E(u) \). Then another uniformizer \( \rho' = \rho + \pi \) of \( R \) is the root of the Eisenstein polynomial \( E'(u) = E(u - \pi) = \sum_{i=0}^{e-1} a'_i u^i \). Thus \( a'_{e-1} = -\pi e + a_{e-1} \). At least one of \( a_{e-1} \) and \( a'_{e-1} \) is not divisible by \( \pi^{2 + \text{ord}_\pi(e)} \). The lemma follows.

Lemma 4.9. Let \( n, t \in \mathbb{Z}_{>0} \). Assume that \( q \mid e \). Let

\[
C = C(u) = u^d + c_{d-1} u^{d-1} + \cdots + c_1 u + c_0 \in W_\mathcal{O}(k)[u]
\]

be a Weierstrass polynomial (i.e., \( C - u^d \equiv 0 \pmod{\pi} \)), such that \( qd < t \) and \( c_0 \not\in \pi n W_{\mathcal{O}}(k) \). Assume that \( E_0 \sigma(C) \in (u^t, \pi^n)\mathcal{O} \). Then \( d = (n-1)e/q \) and for each \( i \in \{0, 1, \ldots, n-1\} \), we have

\[
\text{ord}_\pi(c_{i+\frac{e}{q}}) = n - i - 1 \quad \text{and} \quad \text{ord}_\pi(c_{j}) \geq n - i, \quad \text{for } 0 \leq j < i + \frac{e}{q}.
\]

Moreover, \( t \leq ne \).

Proof. Let \( c_d = 1 \). Let \( \gamma_i = \sigma(c_i) \in W_\mathcal{O}(k) \) for \( 0 \leq i \leq d \). Then

\[
\sigma(C) = \gamma_d u^{qd} + \gamma_{d-1} u^{q(d-1)} + \cdots + \gamma_1 u^q + \gamma_0 \in W_\mathcal{O}(k)[u].
\]
that
\[ \beta_{jq} = a_0 \gamma_j + a_q \gamma_{j-1} + \cdots + a_{e} \gamma_{j-\frac{e}{q}}. \]
By assumption, \( \text{ord}_\pi(\beta_{jq}) \geq n \) for \( jq < t \). In particular, \( \text{ord}_\pi(\beta_{jq}) \geq n \) for \( j \leq d \).
We prove that
\[ \text{ord}_\pi(\gamma_{i\frac{e}{q}}) = n - i - 1 \quad \text{and} \quad \text{ord}_\pi(\gamma_{j}) \geq n - i, \quad \text{for} \ 0 \leq j < i \frac{e}{q}, \]
by induction on \( j \). The case \( j = 0 \) is easy. The passage from \( j - 1 \) to \( j \) goes as follows. Assume first \((i - 1) \frac{e}{q} < j < i \frac{e}{q}\) for some integer \( i \). By equation (4.4), \( a_0 \gamma_j - \text{ord}(\beta_{jq} - (a_q \gamma_{j-1} + \cdots + a_{e} \gamma_{j-\frac{e}{q}})). \)
Each term on the right-hand side has \( \pi \)-order strictly bigger than \( n - i \). Thus, \( \text{ord}_\pi(\gamma_i) \geq n - i + 1 - \text{ord}_\pi(a_q) = n - i \).
In the case \( j = i \frac{e}{q} \), \( a_0 \gamma_i + a_e \gamma_{(i-1) \frac{e}{q}} = \beta_{ie} - (a_q \gamma_{i-1} + \cdots + a_{e} \gamma_{1+(i-1) \frac{e}{q}})). \)
Each term on the right-hand side has \( \pi \)-order \( \geq n - i + 1 \). Since \( \text{ord}_\pi(a_e \gamma_{(i-1) \frac{e}{q}}) = n - i < n - i + 1 \), we must have \( \text{ord}_\pi(a_0 \gamma_{i \frac{e}{q}}) = n - i \). This ends the induction.
If \( d \) is of the form \( i \frac{e}{q} \), then \( 0 = \text{ord}_\pi(c_d) = n - i - 1 \) and \( d = (n-1) \frac{e}{q} \). Suppose that \( d \) is not of the form \( i \frac{e}{q} \). Assume that \((i - 1) \frac{e}{q} < d < i \frac{e}{q}\), then \( 0 = \text{ord}_\pi(c_d) \geq n - i \) and \( i \geq n \). This implies \( \text{ord}_\pi(\gamma_{(i-1) \frac{e}{q}}) = n - i \leq 0 \), which contradicts the assumption that \( C \) is a Weierstrass polynomial.
Finally, as \( q \mid e \) and \( d = (n-1) \frac{e}{q} \), \( E_0 \sigma(C) \in (u^t, \pi^n)S \) is a monic polynomial of degree \( e + qd = ne \). Thus we have \( t \leq ne \). The lemma follows. □

**Corollary 4.10.** With the same notation as in Lemma 4.9, let \( l \in \{0, 1, \ldots, e-1\} \). Let \( E_2 = E_2(u) = u^l + b_{l-1}u^{l-1} + \cdots + b_1u + b_0 \in W_\mathcal{O}(k)[u] \) be a Weierstrass polynomial of degree \( l \). If we have \( E_2 \sigma(C) \in (u^t, \pi^n)S \), then \( l \geq t \).

**Proof.** If \( n = 1 \), then \( d = 0 \) and \( C = c_0 \) is a unit. The corollary follows. Assume that \( n \geq 2 \). Write
\[ E_2 \sigma(C) = \sum_{i=0}^{l+qd} \delta_i u^i, \]
where
\[ \delta_l = \gamma_0 + b_{l-q} \gamma_1 + \cdots + b_{l-q(|\frac{l}{q}|)} \gamma_{|\frac{l}{q}|}. \]
For \( i \in \{1, \ldots, \lfloor \frac{l}{q} \rfloor \} \), we have \( \text{ord}_\pi(\gamma_i) \geq n - 1 \) by equation (4.5). Thus \( \text{ord}_\pi(b_{l-iq} \gamma_i) \geq n \). On the other hand, \( \text{ord}_\pi(\gamma_{0}) = n - 1 \). Thus \( \text{ord}_\pi(\delta_l) = n - 1 \) and \( l \geq t \). □

The following proposition corresponds to [22] Proposition 2], which is the key to the computation.

**Proposition 4.11.** Let \( n \) and \( t \) be positive integers. Let \( C = C(u) \in S \) be a power series whose constant term is not divisible by \( \pi^n \). Assume that
\[ E \sigma(C) \in (u^t, \pi^n)S. \]
If \( \tau(\rho) = \infty \), then \( t \leq ne \). If \( \tau(\rho) < \infty \), then
\[ t \leq \min\{\tau(\rho)e + i(\rho), ne\}. \]
Moreover, if \( m = 0 \), then we have \( \pi \sigma(C) \in (u^t, \pi^n) \mathfrak{S} \); if \( m \geq 1 \), then we have \( \pi^{\tau(\rho)+1} \sigma(C) \in (u^t, \pi^n) \mathfrak{S} \).

In particular, if \( m \geq 1 \) and the content of \( C \) is 1, then \( \tau(\rho) + 1 \geq n \).

**Proof.** Since \( \sigma(u) = u^n \), without loss of generality, we may assume that \( C \) is a polynomial of degree \( d \) with \( dq < t \). Each term of \( \sigma(C) \) has degree divisible by \( q \), \( E_0 \sigma(C) \) and \( E_1 \sigma(C) \) do not contain monomials of the same degree. Therefore, \( E_0 \sigma(C) \in (u^t, \pi^n) \mathfrak{S} \) implies \( E_0 \sigma(C) \in (u^t, \pi^n) \mathfrak{S} \) and \( E_1 \sigma(C) \in (u^t, \pi^n) \mathfrak{S} \).

Consider the case \( m = 0 \), i.e., \( q \nmid e \). In this case, \( \pi^{-1} E_0 \) is a unit in the ring \( \mathfrak{S} \). Therefore, \( \pi \sigma(C) \in (u^t, \pi^n) \mathfrak{S} \). By our assumption on the degree of \( C \), \( \pi \sigma(C) \equiv 0 \) (mod \( \pi^n \)). Moreover, \( E_1 - e^e \equiv 0 \) (mod \( \pi \)), \( e^e \sigma(C) \in (u^t, \pi^n) \mathfrak{S} \). As the constant term of \( C \) is not divisible by \( \pi^n \), we must have \( t \leq e = \min \{ \tau(\rho)e + \iota(\rho), ne \} \).

Assume now that \( q \mid e \). By Weierstrass preparation theorem, we may assume that \( C \) is a monic polynomial of degree \( d \) such that \( C - u^d \equiv 0 \) (mod \( \pi ) \). Indeed, if \( c \), the content of \( C \), is greater than 0, then we may just replace the pair \((C, n)\) by the pair \((C', n - c)\), where \( C' = \pi^{-c} C \), and prove the proposition for \((C', n - c)\).

It suffices to show that \( \tau(\rho) + 1 \geq n \). As in [22], assume that \( \tau(\rho) + 1 \leq n \) and it suffices to show that \( \tau(\rho) + 1 = n \).

As \( \tau(\rho) = \text{ord}_e(E_1) \), by Weierstrass preparation theorem, we may write

\[
E_1 = \pi^{\tau(\rho)} E_2 \theta,
\]

where \( \theta \in \mathfrak{S} \) is a unit and \( E_2(u) \in W_0(k)[u] \) is a Weierstrass polynomial of degree \( \iota(\rho) < e \). The property \( E_1 \sigma(C) \in (u^t, \pi^n) \mathfrak{S} \) implies that

\[
E_2 \sigma(C) \in (u^t, \pi^{n-\tau(\rho)}) \mathfrak{S}.
\]

Note that \( \tau(\rho) \frac{n}{q} \leq (n - 1) \frac{n}{q} = d \) and \( c_d = 1 \), we consider the monic polynomial

\[
C_1 = C_1(u) = u^d + c_{d-1} u^{d-1} + \cdots + c_{\tau(\rho)} \frac{u^{\tau(\rho)}}{q} \in W_0(k)[u].
\]

By Lemma [4.9] \( \text{ord}_e(c_j) \geq n - \tau(\rho) \) for \( j < \tau(\rho) \frac{n}{q} \). Thus \( C - C_1 \in \pi^{n-\tau(\rho)} \mathfrak{S} \). Therefore,

\[
E_2 \sigma(C_1) \in (u^t, \pi^{n-\tau(\rho)}) \mathfrak{S}.
\]

Write \( C_1 = u^{\tau(\rho)} \frac{\pi}{q} C_2 \). Then the constant term of \( C_2 \) is \( c_{\tau(\rho)} \frac{\pi}{q} \), which is not divisible by \( \pi^{n-\tau(\rho)} \). Therefore, as \( t > qd = (n - 1)e \geq \tau(\rho)e \),

\[
E_2 \sigma(C_2) \in (u^{t-\tau(\rho)e}, \pi^{n-\tau(\rho)}) \mathfrak{S}.
\]

Similarly, since \( E_0 \sigma(C_2) = E_0 u^{-\tau(\rho)e} \sigma(C) - E_0 u^{-\tau(\rho)e} \sigma(C - C_1) \),

\[
E_0 \sigma(C_2) \in (u^{t-\tau(\rho)e}, \pi^{n-\tau(\rho)}) \mathfrak{S}.
\]

Applying Corollary [4.10] to the quintuple \((t - \tau(\rho)e, C_2, E_0, E_2, n - \tau(\rho))\) instead of the quintuple \((t, C, E_0, E_2, n)\), we obtain that \( \iota(\rho) = \deg(E_2) \geq t - \tau(\rho)e \).

Since \( \iota(\rho) \leq e - 1 \) and \( n \geq \tau(\rho) + 1 \), it is easy to see that \( t \leq \tau(\rho)e + \iota(\rho) = \min \{ \tau(\rho)e + \iota(\rho), ne \} \). The property \((n - 1)e = qd < t \) implies \( n \leq \tau(\rho) + 1 \). Thus \( n = \tau(\rho) + 1 \) and the proposition follows. \( \square \)
4.4. The number $s$. For a uniformizer $\rho$ of $R$, define
\[ t(\rho) := \left\lfloor \frac{\tau(\rho)e + \tau}{q-1} \right\rfloor \in \mathbb{Z}_{\geq 0} \cup \{\infty\}. \]
By Lemma 4.8 there exists $\rho$, such that $t(\rho)$ is finite.

Let $\epsilon = 0$ (respectively $\epsilon = 1$) if $m = 0$ (respectively $m \geq 1$). For all nonnegative integers $i$, define
\[ s_i := i(\tau + \epsilon) \text{ and } t_i := \left\lfloor \frac{\tau e + \tau}{(q-1)q^i} \right\rfloor. \]
Thus $t_{i+1} = \left\lfloor \frac{s_i}{q} \right\rfloor$ (an easy computation) and
\[ t_0 = \min\{t(\rho) \mid \rho \text{ is a uniformizer of } R\}. \]
Define the number $s \in \mathbb{Z}_{\geq 0}$ which only depends on $R$ by
\[ s = s_R := \min\{s_i + t_i \mid i \in \mathbb{Z}_{\geq 0}\}. \]
Let $z \in \mathbb{Z}_{\geq 0}$ be the smallest number with the property $s_z + t_z = s$.

With the above definition, we have
\[ 0 = s_0 < s_1 < \cdots < s_z \text{ and } t_0 > t_1 > \cdots > t_z \geq 0. \]

**Theorem 4.12.** With the notation as above, let $G$ and $H$ be two special $\mathcal{O}$-groups over $R$. For each homomorphism $f : G \to H$ whose generic fiber $f_K : G_K \to H_K$ is an isomorphism, there exists a homomorphism $f' : H \to G$ such that $f' \circ f = \pi^s \text{id}_G$ and $f \circ f' = \pi^s \text{id}_H$. Therefore the special fiber homomorphism $f_k : G_k \to H_k$ has a kernel and a cokernel annihilated by $\pi^s$.

**Proof.** If there exists $f' : H \to G$ such that $f \circ f' = \pi^s \text{id}_H$, then $f' \circ f = \pi^s \text{id}_G$ as this is true on the generic fiber. The claim on the special fiber homomorphism follows easily.

Choose an epimorphism $\xi_H : \tilde{H} \to H$ from a special truncated Barsotti-Tate $\mathcal{O}$-group $\tilde{H}$. Let $\tilde{G} = G \times_H \tilde{H}$ be the fiber product in the category $s\text{Gr}_R$. Let $\tilde{f} : \tilde{G} \to \tilde{H}$ be the corresponding morphism. Then $\tilde{f}_K$ is an isomorphism. Assume that there exists a homomorphism $\tilde{f}' : \tilde{H} \to \tilde{G}$ such that $\tilde{f} \circ \tilde{f}' = \pi^s \text{id}_{\tilde{H}}$. Then $\xi_G \circ \tilde{f}'$ is zero on Ker($\xi_H$) because this is true for the generic fibers. Thus there exists $f' : H \to G$ such that $f' \circ \xi_H = \xi_G \circ \tilde{f}'$. Therefore $f \circ f' \circ \xi_H = f \circ \xi_G \circ \tilde{f}' = \xi_H \circ \tilde{f} \circ \tilde{f}' = \pi^s \xi_H$ and $f \circ f' = \pi^s \text{id}_H$.

By the above discussion, to prove the existence of $f'$, we may assume that $f = \tilde{f}$ and $H = \tilde{H}$ is a special truncated Barsotti-Tate $\mathcal{O}$-group of level $n > s$. We translate the problem in terms of Breuil $\mathcal{O}$-modules. Let $\mathbb{B}(H) = (M, \phi)$ and $\mathbb{B}(G) = (N, \psi)$. By Proposition 4.4, $f$ induces an $\mathcal{O}$-linear monomorphism $M \hookrightarrow N$ whose cokernel is annihilated by some power $u^s$. Assume that $t$ is the smallest natural number with this property. If $t = 0$, then $f$ is an isomorphism. Thus we assume that $t > 0$. The existence of $f' : H \to G$ is equivalent to the inclusion
\[ \pi^s N \subseteq M. \]

Now we prove by induction that, for $j \in \{0, \ldots, z\}$, $\pi^j N \subseteq \frac{1}{u^j}M$. For the base case $j = 0$, it suffices to show that $t \leq t_0$. Choose $x \in N$ such that $u^{t-1}x \notin M$. Write
\[ x = \sum_{i=1}^{h} \frac{\alpha_i}{u^i} e_i, \]
where \((e_1, \ldots, e_h)\) is an \(S_n\)-basis of \(M\) as in Lemma 4.5. Then by Lemma 4.6, 
\[ E\sigma(\alpha_i) \in u^{(q-1)} S_n \] 
for \(1 \leq i \leq h\). By the minimality of \(t\), there exists \(1 \leq i_0 \leq h\), such that \(\alpha_{i_0}\) is not divisible by \(u\). Let \(C = C(u) \subset S_n\) be such that its reduction modulo \(\pi^n\) is \(\alpha_{i_0}\). The constant term of \(C\) is not divisible by \(\pi^n\) and \(E\sigma(C) \in (u^{(q-1)}, \pi^n) S_n\). Applying Proposition 4.11, we see that \(t(q-1) \leq \min\{\tau e + i, ne\}\). Thus \(t \leq t_0\) by definition of \(t_0\).

If \(0 \leq j \leq z\), the passage from \(j-1\) to \(j\) goes as follows. The induction hypothesis says that \(\pi^{s_j-1} N \subset \frac{1}{u^{q-1}} M\). Let \(l_{j-1} \in \{0, \ldots, t_{j-1}\}\) be the smallest number such that \(\pi^{s_j-1} N \subset \frac{1}{u^{q-1}} M\). If \(l_{j-1} = 0\), then \(\pi^{s_j-1} N \subset M\). Thus \(\pi^{s_j} N \subset \pi^{s_j-1} N \subset M \subset \frac{1}{u^{q-1}} M\). Assume now that \(l_{j-1} \geq 1\). Choose \(y \in \pi^{s_j-1} N\). Write 
\[ y = \sum_{i=1}^{h} \eta_i \frac{n_i}{u^{n_i}} e_i, \]
where \(\eta_i \in S_n \setminus u^s S_n\) and \(n_i \in \{0, \ldots, l_{j-1}\}\). We want to show that \(\pi^{\tau + \epsilon} y \in \frac{1}{u^{q-1}} M\).

For this, it suffices to show that \(\pi^{\tau + \epsilon} \frac{n_i}{u^{n_i}} \in \frac{1}{u^{q-1}} S_n\) for all \(i\). If \(n_i \leq l_j\), this is obvious. Assume that \(n_i \geq t_j + 1\). The inequality 
\[ n_i \geq t_j + 1 = \left[ \frac{t_{j-1}}{q} \right] + 1 \geq \frac{t_{j-1} + 1}{q} \geq \frac{l_{j-1} + 1}{q} \]
implies that \(qn_i - l_{j-1} \geq 1\). Let \(C_i = C_i(u) \subset S_n\) be such that its reduction modulo \(\pi^n\) is \(\eta_i\). Applying Lemma 4.6, we have \(E\sigma(C_i u^{l_{j-1} - n_i}) \in (u^{(q-1)} l_{j-1}, \pi^n) S_n\). This implies that 
\[ E\sigma(C_i) \in (u^{q n_i - l_{j-1}}, \pi^n) S_n \subset (u, u^{n_i}) S_n. \]
The constant term of \(C_i\) is not divisible by \(\pi^n\). Applying Proposition 4.11 to the pair \((C_i, q n_i - l_{j-1})\) instead of \((C, t)\), we get \(\sigma(\pi^{\tau + \epsilon} C_i) = \pi^{\tau + \epsilon} \sigma(C_i) \in (u^{q n_i - l_{j-1}}, \pi^n) S_n\).

So we may write \(\pi^{\tau + \epsilon} C_i = A_i + B_i\), where \(A_i \in \pi^n S_n\) and \(B_i \in u^{n_i - l_j} S_n\). Thus 
\[ \pi^{\tau + \epsilon} \frac{\eta_i}{u^{n_i}} \in \frac{1}{u^{l_j - \frac{l_{j-1}}{q}}} S_n \subset \frac{1}{u^{l_j - \frac{l_{j-1}}{q}}} S_n = \frac{1}{u^{t_j}} S_n. \]
This shows that \(\pi^{s_j} N \subset \frac{1}{u^{q-1}} M\) and ends the induction.

Finally, applying Lemma 4.6, the inclusion \(\pi^{s_j} N \subset \frac{1}{u^{q-1}} S_n\) implies \(\pi^{s_j + l_j} N \subset M\). In particular, we may take \(j = z\) and obtain the inclusion \(\pi^N N \subset M\). This finishes the proof of the theorem. 

\[ \square \]

4.5. Some corollaries. In this section, we deduce several consequences of Theorem 4.12. The corresponding results for \(p\)-divisible groups appear in [22] Section 1. We refer to that paper for more details on the history of these results. The idea of the proofs are the same as in [22] Section 5.

If \(G\) is a \(\pi\)-divisible \(O\)-module over \(R\), we denote by \(G[\pi^n]\) the schematic closure of \(G_K[\pi^n]\) in \(G\).

Corollary 4.13. With the same notation as in Theorem 4.12, if \(H\) is a special truncated Barsotti-Tate \(O\)-group of level \(n > s\), then the natural homomorphism \(f[\pi^{n-s}]: G[\pi^{n-s}] \to H[\pi^{n-s}]\) is an isomorphism.
Proof. Let \( f' : H \to G \) be such that \( f \circ f' = \pi^* \text{id}_H \). Then we have the following commutative diagram:

\[
\begin{array}{ccc}
H & \xrightarrow{f'} & G \\
\pi^* & \searrow & f \\
& H & \\
\end{array}
\]

On generic fibers we have \( H_K[\pi^*] \subset \text{Ker}(f'_K) \), thus \( H[\pi^*] \subset \text{Ker}(f') \). We obtain a second commutative diagram:

\[
\begin{array}{ccc}
H/(H[\pi^*]) & \xrightarrow{f''} & G \\
\pi^* & \searrow & f \\
& H & \\
\end{array}
\]

In the diagram, \( f'' \) is a closed immersion because \( \pi^* \) is a closed immersion. Applying the functor \( [\pi^{n-s}] \), we obtain a third commutative diagram:

\[
\begin{array}{ccc}
H/(H[\pi^*]) & \xrightarrow{f''[\pi^{n-s}]} & G[\pi^{n-s}] \\
\pi^* & \searrow & f[\pi^{n-s}] \\
& H[\pi^{n-s}] & \\
\end{array}
\]

In this diagram, \( f''[\pi^{n-s}] \) is a closed immersion. It is then an isomorphism because the domain and the range are finite flat group schemes of the same order. The diagonal map is an isomorphism by the assumption on \( H \). Therefore, the map \( f[\pi^{n-s}] \) is an isomorphism. The corollary follows. \( \square \)

**Corollary 4.14** (Raynaud). Let \( G \) and \( H \) be special \( \mathcal{O} \)-groups over \( R \). Assume that \( e \leq q - 2 \). If \( G_K \) and \( H_K \) are isomorphic, then \( G \) and \( H \) are isomorphic.

Proof. Since \( e \leq q - 2 \), we have \( m = \iota = 0 \), \( \tau = 1 \). In this case

\[
s \leq \left\lfloor \frac{\tau e + \iota}{q - 1} \right\rfloor = 0.
\]

Thus \( s = 0 \). The corollary follows. \( \square \)

**Remark 4.15.** In the case \( \mathcal{O} = \mathbb{Z}_p \), this is a classical result of Raynaud [18, Theorem 3.3.3]. It is proved by others with different methods. See [22, Section 1] for a detail list. The condition \( e \leq p - 2 \) is necessary, as we may see from the fact that \( \mu_p \) and \( \mathbb{Z}/p\mathbb{Z} \) have the same generic fiber over \( \mathbb{Z}_p[\zeta_p] \), where \( \zeta_p \) is a \( p \)-th root of unity.

On the other hand, in the case of higher ramification, (i.e., \( e_R \geq p - 1 \)), if the group \( G_K \) is endowed with a strict \( \mathcal{O} \)-action and \( \mathcal{O} \) is large, then there is still at most one way to extend \( G_K \) to an integral model which also extends the \( \mathcal{O} \)-action.

**Corollary 4.16.** Let \( h : G_K \to H_K \) be a homomorphism over \( K \). Then \( \pi^*h \) extends to a homomorphism \( G \to H \) over \( R \). Moreover, the kernel of the natural homomorphism \( \text{Ext}^1(H,G) \to \text{Ext}^1(H_K,G_K) \) is annihilated by \( \pi^* \).

Proof. Let \( \tilde{G} \) be the schematic closure in \( G \times_R H \) of the graph of the morphism \( h \). Let \( i : \tilde{G} \to G \times_R H \) be the corresponding closed embedding. We have a
commutative diagram:

\[
\begin{array}{cccccc}
\tilde{G} & \xrightarrow{i} & G \times_R H & \xrightarrow{p_2} & H \\
\downarrow{\alpha} & & \downarrow{p_1} & & \\
\tilde{G} & & G & & \\
\end{array}
\]

Let \( \alpha' : G \to \tilde{G} \) be such that \( \alpha' \circ \alpha = \pi^s \text{id}_{\tilde{G}} \). Then the morphism \( p_2 \circ i \circ \alpha' : G \to H \) is an extension of \( \pi^s h \).

Let \( \nu \in \text{Ker}(\text{Ext}^1(H, G) \to \text{Ext}^1(H_K, G_K)) \). Assume that it is represented by a short exact sequence

\[
\begin{array}{cccccc}
0 & \to & G & \to & J & \to & H & \to & 0 \\
\end{array}
\]

whose generic fiber splits. Let \( h : H_K \to J_K \) be a homomorphism that is a splitting of

\[
0 \to G_K \to J_K \to H_K \to 0.
\]

Let \( g : H \to J \) be an extension of \( \pi^s h \). Let

\[
0 \to G \to J_s \to H \to 0
\]

be the pullback of (4.7) via \( \pi^s \text{id}_H \). Then by the universal property of pullback,

\[
\begin{array}{cccccc}
H & \xrightarrow{g} & J & \xrightarrow{\pi^s \text{id}_H} & H \\
\downarrow{g_s} & & \downarrow{\pi^s h} & & \\
J_s & & H & & \\
\end{array}
\]

there exists a unique \( g_s : H \to J_s \), such that its composite with \( J_s \to J \) is \( g \). Thus \( \pi^s \nu = 0 \). The corollary follows.

**Corollary 4.17.** Assume that \( G \) and \( H \) are special truncated Barsotti-Tate \( \mathcal{O} \)-groups of level \( n > s \). Let \( h : G_K \to H_K \) be a homomorphism. Then the restriction homomorphism \( h[p^n-s] : G_K[p^n-s] \to H_K[p^n-s] \) extends to a homomorphism \( G[p^n-s] \to H[p^n-s] \).

**Proof.** Let \( h' : G \to H \) be an extension of \( \pi^s h : G_K \to H_K \) as in Corollary 4.16. It induces a homomorphism \( G[p^n-s] = G/G[p^s] \to H[p^n-s] \) whose generic fiber is \( h[p^n-s] \).

**Corollary 4.18.** Assume that \( n > 2s \). Let \( H \) be a special truncated Barsotti-Tate \( \mathcal{O} \)-group of level \( n \) over \( R \). Let \( G \) be a special \( \mathcal{O} \)-group such that we have an isomorphism \( h : G_K \to H_K \). Then the quotient group scheme \( G[p^n-s]/G[p^s] \) is isomorphic to \( H[p^n-2s] \) and thus it is a truncated Barsotti-Tate \( \mathcal{O} \)-group of level \( n-2s \).

**Proof.** The proof is exactly the same as the proof of [22, Corollary 4].

**Corollary 4.19 (Tate).** Let \( X \) and \( Y \) be \( \pi \)-divisible \( \mathcal{O} \)-modules over \( R \). Then the natural map

\[
\text{Hom}_\mathcal{O}(X, Y) \to \text{Hom}_\mathcal{O}(X_K, Y_K)
\]

is a bijection.
Proof. Let \( f \in \text{Hom}(X_K, Y_K) \). For any integer \( n > 0 \), it induces a morphism \( f[\pi^n] : X_K[\pi^n] \to Y_K[\pi^n] \). If \( n > s \), the morphism \( f[\pi^{n-s}] : X_K[\pi^{n-s}] \to Y_K[\pi^{n-s}] \) extends to a morphism \( g_{n-s} : X[\pi^{n-s}] \to Y[\pi^{n-s}] \) by Corollary 11.1. Taking limit for \( n > s \), we obtain a morphism \( g : X \to Y \), which lifts the morphism \( f : X_K \to Y_K \). The corollary follows. \( \square \)

Acknowledgments

The author learned the theory of displays and the theory of frames and windows from lectures of Professor Zink, where Professor Zink explained most of the results in this paper in the case of \( p \)-divisible groups. The author would like to thank him for the great lectures and for helpful discussions. The author would like to thank the referee for numerous comments and suggestions.

References

[1] Tobias Ahsendorf, \( \mathcal{O} \)-displays and \( \pi \)-divisible formal \( \mathcal{O} \)-modules, Thesis 2012.


Department of Mathematics, Nanjing University, Nanjing 210093, People’s Republic of China

E-mail address: cxcheng@nju.edu.cn