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HILBERT-KUNZ DENSITY FUNCTION

AND HILBERT-KUNZ MULTIPLICITY

V. TRIVEDI

Abstract. For a pair (M, I), where M is a finitely generated graded module
over a standard graded ring R of dimension d, and I is a graded ideal with
�(R/I) < ∞, we introduce a new invariant HKd(M, I) called the Hilbert-Kunz
density function. We relate this to the Hilbert-Kunz multiplicity eHK(M, I)
by an integral formula.

We prove that the Hilbert-Kunz density function satisfies a multiplicative
formula for a Segre product of rings. This gives a formula for eHK of the Segre
product of rings in terms of the HKd of the rings involved. As a corollary, eHK

of the Segre product of any finite number of projective curves is a rational
number.

1. Introduction

Let R be a Noetherian ring of prime characteristic p > 0 and of dimension d
and let I ⊆ R be an ideal of finite colength. Then we recall that the Hilbert-Kunz
multiplicity of R with respect to I is defined as

eHK(R, I) = lim
n→∞

�(R/I [p
n])

pnd
,

where I [p
n] = nth Frobenius power of I = the ideal generated by pnth powers of

elements of I. This is an ideal of finite colength and �(R/I [p
n]) denotes the length

of the R-module R/I [p
n]. Existence of the limit was proved by Monsky [M]. Though

this invariant has been extensively studied, over the years (see the survey article
[Hu]), it has been difficult to handle (even in the graded case) as various standard
techniques, used for studying multiplicities, are not applicable for the invariant
eHK .

Here we introduce a new invariant for a pair (M, I), where R is a Noetherian
standard graded ring of dimension d over a perfect field k of char p > 0, I is
a homogeneous ideal of R such that �(R/I) < ∞, and M is a finitely generated
non-negatively graded R-module.

This invariant for a pair (M, I), which we call the Hilbert-Kunz density function
of (M, I), is a compactly supported function

HKd(M, I) : R −→ R,

given by

HKd(M, I)(x) = f(x) = lim
n→∞

gn(x),
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where gn : R → R is given in Notation 2.1. We show that this limit makes sense
and in fact

HKd(M, I)(x) = f(x) = lim
n→∞

gn(x) = lim
n→∞

fn(x),

where fn(x) = (1/qd−1)�(M/I [q]M)�xq�. More precisely we prove the following
theorem, which also relates the Hilbert-Kunz multiplicity with the Hilbert-Kunz
density function.

Theorem 1.1. If R is of dimension ≥ 2, then each gn : R −→ R is a compactly
supported, piecewise linear continuous function such that {gn}n∈N is a uniformly
convergent sequence. If limn→∞ gn(x) = f(x), then f(x) is a compactly supported
continuous function, and

eHK(M, I) =

∫
R

f(x)dx.

We note that the HK density function plays the same role as eHK vis-a-vis tight
closure, in the graded setup (see Remark 2.15). Also like the eHK multiplicity, the
HK density function is additive (Proposition 2.14).

One of the remarkable properties of the HK density function (which also makes
computations of eHK in various cases simpler, and makes them possible in many
new cases) is that it is “multiplicative” for Segre products.

In Proposition 2.17 we state and prove this multiplicative formula. In particular,
we prove the following.

Proposition 1.2. If (R, I) and (S, J) are two pairs as above, and if HKd(R, I) = f
and HKd(S, J) = g with dim R = d1 and dim S = d2, then their Segre product
satisfies:

HKd(R#S, I#J)(x) =
e0(R)

(d1 − 1)!
xd1−1g(x) +

e0(S)

(d2 − 1)!
xd2−1f(x)− f(x)g(x).

Here e0(R) denotes the Hilbert-Samuel multiplicity of R with respect to its
irrelevant maximal ideal.

This implies that eHK of any finite Segre product of rings can be written in
terms of the HKd functions of the rings involved, whereas Example 3.7 suggests
that any such “multiplicative formula” does not hold for HK multiplicities.

In Section 3 we compute HKd(R, I), for projective spaces and non-singular
projective curves (and hence of arbitrary Segre products of these). Theorem 1.1
then yields formulas for HK multiplicities. We note that the HK multiplicity of a
product of Pn × Pm was known earlier ([EY]).

In the case of a non-singular projective curve X = Proj R of degree d, we can
associate its HN data of a set of rational numbers (d, {ri}i, {ai}i), where (see [B],
[T1], for the corresponding study of the HK multiplicity in this context) {ri}i and
{ai}i denote, respectively, the ranks and normalized strong Harder-Narasimhan
slopes of the associated syzygy bundle V on X see (3.1) for details). Then it turns
out that the density function HKd(R,m), is a piecewise linear polynomial with
rational coefficients, and with points of singularites (i.e., non-smoothness) precisely
at the points {1 − (ai/d)}i. Moreover d and and the set {ri}i can also be easily
recovered from the density function (see Example 3.3).

This implies that (since HKd(R,m) and hence) the numbers {ri}, {ai} are
intrinsic invariants of the pair (R,m).
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Now, by Proposition 2.17, the HK density function of a Segre product of n
projective curves {Xj}j , corresponding to the pairs (Rj , Ij)j , is a piecewise degree
n-polynomial with rational coefficients, with the set of singular points ⊆ {1 −
aij/d̃j , dij}i, where {aij}i are the normalized strong HN slopes and d̃j is the degree
of the curves Xj and dij are the degrees of the chosen generators of the ideals Ij .
Hence, by Theorem 1.1, we deduce, as a corollary,

The HK multiplicity of the Segre product of any finite number of projective curves
is a rational number.

In Example 3.7 we write down the Hilbert-Kunz density function for the Segre
product of two dimensional rings (R,m1) and (S,m2). If (d, {ri}i, {ai}i) and
(g, {sj}j , {bj}j) are the datum associated to the pairs (R,m1) and (S,m2), re-
spectively, then we deduce that eHK(R#S,m1#m2) is a polynomial in {ri, ai/d}i
and {sj , bj/g}j but the formula for it depends on the relative positions of the
ai/d and bj/g on the real line. On the other hand, we know (see [B], [T1]) that
eHK(R,m1) = d+

∑
i ria

2
i /d and eHK(S,m2) = g +

∑
j sjb

2
j/g.

This suggests that unlike the functions such as multiplicity and HKd function,
eHK of a Segre product of rings cannot be determined in terms of the eHK of the
individual rings alone.

Overall it seems that HKd is relatively easier to calculate (as one is computing
a “limit” of each graded piece rather than computing a limit of a sum of graded
pieces). On the other hand, it carries more information (e.g., in the case of projec-
tive curves, the normalized slopes {ai/d} are precisely the points of singularities of
the HKd, and {ri} also are recoverable from the density function).

In [T2], we give another application of HK density functions to give an approach
to eHK in characteristic 0.

We expect the techniques introduced in this paper to have several other inter-
esting applications as well.

For example, in a forthcoming paper [Ma], it is shown that the HK density
function of a tensor product of standard graded rings equals the convolution of the
HK density of the factors.

Recall that the set of compactly supported continuous functions f : R −→ R are
in bijective correspondence with the set of their holomorphic Fourier transforms

f̂ , where f̂(t) =
∫
R
f(x)e−itxdx for t ∈ C. Since HK density functions are com-

pactly supported functions on R, for a pair (M, I), the HK density function f =

HKd(M, I) corresponds to its Fourier transform f̂ and moreover f̂(0) = eHK(M, I).
We also know that the Fourier transform of the convolution of two such functions
is the pointwise product of their Fourier transforms.

In particular, the results in the present paper suggest possible applications of
techniques from harmonic analysis in the study of HK multiplicities; we hope to
return to this later.

One can also ask the following question.

Question 1.3. Can this notion of HK density function be generalized to a Noe-
therian local ring (R,m), with respect to the m-adic filtration?

The paper is organized as follows. In the second section we prove the main
existence theorem, namely Theorem 1.1. In Lemma 2.6 (which is the heart of the
theorem), we prove that the cohomologies of nth Frobenius pull back of a locally
free sheaf (as is given in equation (2.3)) twisted by Q(m) (Q is a coherent sheaf of
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dimension d̄) is bounded by a polynomial in m, pn of degree d̄ with invariants of Q
as the coefficients.

The main theorem is inspired by the usual philosophy that the map from R to
R1/p is essentially the map from R1/q to R1/qp (for this we state and prove a sheaf
theoretic version in Lemma 2.9).

We also look at the case of dimension 1 in Theorem 2.19, and note that, for
each x, the sequence of functions gn(x) converges pointwise to f(x) but need not
converge uniformly. However,

∫
R
f(x)dx still gives the HK multiplicity.

2. Main existence theorem

Throughout the paper, R is a Noetherian standard graded ring of dimension
d over a perfect field k of char p > 0, I is a homogeneous ideal of R such that
�(R/I) < ∞, and M is a finitely generated non-negatively graded R-module.

Notation 2.1. For the pair (M, I) we define a sequence of functions {gn : R → R},
as follows: Fix n ∈ N and denote q = pn. Let x ∈ R; then x ∈ [m/q, (m+ 1)/q) for
some integer m. If x = m/q, then define

gn(x) = 1/qd−1�(M/I [q]M)m.

Otherwise, we can write x = (1 − t)m/q + t(m + 1)/q, for some unique t ∈ [0, 1),
and then we define

gn(x) = (1− t)gn(m/q) + tgn((m+ 1)/q).

Let μ ≥ μ(I) be a fixed number, where μ(I) is the minimal number of generators
of the ideal I.

Lemma 2.2. Each gn is a compactly supported continuous function. Moreover,
there is a fixed compact set containing

⋃
n supp gn.

Proof. The continuity property is obvious. Let n0 ∈ N such that mn0 ⊆ I, where
m is the graded maximal ideal. Therefore, for m ≥ n0μq, we have Rm ⊆ (mn0)μq ⊆
Iμq ⊆ I [q]. Let l be a positive integer such that RmMl = Mm+l for m ≥ 0. Then
for m ≥ n0μq + l, we have

Mm = Rm−lMl ⊆ (mn0)μqMl ⊆ IμqMl ⊆ I [q]Ml.

This implies �(M/I [q]M)m = 0, if m ≥ l + n0μq and, therefore, support of gn ⊆
[0, (n0μ) + l/q]. �

Remark 2.3. Since replacing R and M by R ⊗k k̄ and M ⊗k k̄, the function gn :
R −→ R remains unchanged. We can assume without loss of generality that k is
algebraically closed.

Henceforth we assume that R is a standard graded ring of dimension ≥ 2 (unless
otherwise stated). Let I be generated by homogeneous elements, say h1, . . . , hμ

of positive degrees d1, . . . , dμ, respectively. Let X = Proj R; then we have an
associated canonical exact sequence of locally free sheaves ofOX -modules (moreover
the sequence is locally split exact). Due to Remark 2.3, we can also assume k is an
algebraically closed field

(2.1) 0 −→ V −→ ⊕iOX(1− di) −→ OX(1) −→ 0,

where OX(1− di) −→ OX(1) is given by the multiplication by the element hi.
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For a coherent sheaf Q of OX -modules we have a long exact sequence of coho-
mologies
(2.2)

0 −→ H0(X,Fn∗V ⊗Q(m)) −→ ⊕iH
0(X,Q(q−qdi+m))

φm,q(Q)→ H0(X,Q(q+m))

−→ H1(X,Fn∗V ⊗Q(m)) −→ · · ·
for m ≥ 0, n ≥ 0, and q = pn. (Here Fn : X −→ X is the nth iterated Frobenius
map.)

We fix a set of notation used throughout the paper.

Notation 2.4. Let Q =
⊕

m≥0Qm be a non-negatively graded finitely generated
R-module and let Q be the associated coherent sheaf of OX -modules. Therefore,
Qm = H0(X,Q(m)) for m 	 0.

(1) m̃ ≥ 1 is the least integer such that,

Qm+1 = R1Qm and Qm = H0(X,Q(m)) and hi(X,Q(m− i)) = 0

for all m ≥ m̃ and for all i ≥ 1.
(2) d̄ = the dimension of the support of Q as a sheaf of OX -modules.
(3) Let

mQ(q) = m̃+ n0(
∑
i

di)q,

where h1, . . . , hμ are generators of the ideal I of degrees d1, . . . , dμ ≥ 1,
respectively, and n0 ≥ 1 such that mn0 ⊆ I.

(4) We also denote dimk Coker φm,q(Q) by cokerφm,q(Q) (see the exact se-
quence (2.2) above).

(5) Let a1, . . . , ad̄ ∈ H0(X,OX(1)) be such that we have a short exact sequence
of OX -modules

0 → Qi(−1)
ai→ Qi → Qi−1 → 0 for 0 < i ≤ d̄,

where Qd̄ = Q and Qi = Q/(ad̄, . . . , ai+1)Q, for 0 ≤ i < d̄, with dim Qi =
i. (Such a sequence of {ai}i exists, because k is an infinite field, and since
any coherent sheaf on X has only finitely many associated points.) We
define
(a) C0(Q) = h0(X,Q) if d̄ = 0. If d̄ > 0, then

C0(Q) = min{
d̄∑

i=0

h0(X,Qi) | a1, . . . , ad̄ is a Q− sequence as above},

(b)

CQ = (μ)
(
h0(X,Q(m̃− 1)) + max{�(Q0), �(Q1), . . . , �(Qm̃−1)}

)
.

(c)

DQ = C0(Q)

[
2d̄(m̃+ n0(

μ∑
1

di))

]d̄
,

where n0 , μ, di are given as in (3) above.
(d)

D1(Q) = max{h1(X,Q), h1(X,Q(1)), . . . , h1(X,Q(m̃− 1))}.
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(e)

D0(Q) = h0(X,Q(m̃)) + 2(d̄+ 1) (max{q0, |q1|, . . . , |qd̄|}) ,

where

χ(X,Q(m)) = q0

(
m+ d̄

d̄

)
+ q1

(
m+ d̄− 1

d̄− 1

)
+ · · ·+ qd̄

is the Hilbert polynomial of Q.

The following lemma allows us to reduce our various assertions about a graded
module to assertions about cohomologies of the sheaf associated to the graded
module.

Lemma 2.5.

(1) For m+ q ≥ mQ(q), we have cokerφm,q(Q) = �(Q/I [q]Q)m+q = 0.
(2) For all n ≥ 0 and m ∈ Z (where we define Qm = 0, for m < 0),

| cokerφm,q(Q)− �(Q/I [q]Q)m+q| ≤ CQ.

Proof. For given q = pn and m ≥ 0, let φm,q(Q) :
⊕

i Qq−qdi+m −→ Qm+q be the
map such that Qq−qdi+m → Qm+q is given by multiplication by the element hq

i .

(1) To prove the first assertion note that

mQ(q) = m̃+ n0(

μ∑
i=1

diq) ≥ m̃+ diq =⇒ q − qdi +m ≥ m̃

for all i. Hence the map φm,q(Q) is the map φm,q(Q) and, therefore,

cokerφm,q(Q) = �(Q/I [q]Q)m+q. Now, by the proof of Lemma 2.2, we

have �(Q/I [q]Q)m+q = 0, as m+ q ≥ m̃+ n0μq, since
∑

i di ≥ μ.
(2) Note that h0(X,Q(t)) ≤ h0(X,Q(m̃− 1)) for all t ≤ m̃− 1.

If m+ q < m̃, then

| cokerφm,q(Q)− �(Q/I [q]Q)m+q| ≤ h0(X,Q(m+ q)) + �(Qm+q)

≤ h0(X,Q(m̃− 1)) + max{�(Q0), �(Q1), . . . , �(Qm̃−1)}.

If m+ q ≥ m̃, then h0(X,Q(m+ q)) = �(Qm+q) and therefore

| cokerφm,q(Q)− �(Q/I [q]Q)m+q|

≤ |
∑
i

�(φm,q(Q)(Qq−qdi+m))− �(φm,q(Q)(H0(X,Q(q − qdi +m)))|.

Now, if q − qdi +m < 0, then Qq−qdi+m = 0 and h0(X,Q(q − qdi +m)) ≤
h0(X,Q). If q − qdi +m ≥ m̃, then Qq−qdi+m = H0(X,Q(q − qdi +m)).
This implies that

| cokerφm,q(Q)− �(Q/I [q]Q)m+q|
≤ (μ)

(
h0(X,Q(m̃− 1)) + max{�(Q0), �(Q1), . . . , �(Qm̃−1)}

)
.

Therefore | cokerφm,q(Q)− �(Q/I [q]Q)m+q| ≤ CQ. This proves the second
assertion. �
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Lemma 2.6. Let Q be a coherent sheaf of OX -modules of dimension d̄. Let P and
P ′′ be locally-free sheaves of OX-modules which fit into a short exact sequence of
locally-free sheaves of OX -modules, where bi ≥ 0,

(2.3) 0 −→ P −→ ⊕iOX(−bi) −→ P ′′ −→ 0, where bi ≥ 0.

Then, for μ̃ = rk(P ) + rk(P ′′), the following hold:

(1)

h0(Fn∗P ⊗Q(m)) ≤ (μ̃)C0(Q)(md̄ + 1) for all n,m ≥ 0.

(2) For each q = pn, let mn ≥ 0 be an integer with the property that, for all
i ≥ 1 and m ≥ mn, we have hi(X,Fn∗P ⊗Q(m)) = 0; then

h1(X,Fn∗P ⊗Q(m)) ≤ (μ̃)C0(Q)(2mnd̄)
d̄ for all n,m ≥ 0.

(3) Moreover, for all n,m ≥ 0, we have

h0(X,Q(m+ q)) ≤ D0(Q)(m+ q)d̄ and h1(X,Q(m)) ≤ D1(Q).

Proof. Assertion (3) is obvious from the definition of D1(Q) and D0(Q) given in
Notation 2.4.

Let Qd̄ = Q. Let ad̄, . . . , a1 ∈ H0(X,OX(1)) with the exact sequence of OX -
modules

0 −→ Qi(−1)
ai−→ Qi −→ Qi−1 −→ 0,

where Qi = Qd̄/(ad̄, . . . , ai+1)Qd̄, for 0 ≤ i ≤ d̄, and realizing the minimal value
C0(Q). Now, by the exact sequence (2.3), we have the following short exact se-
quence of OX -sheaves:

0 −→ Fn∗P ⊗Qi −→
⊕
j

Qi(−qbj) −→ Fn∗P ′′ ⊗Qi −→ 0.

This implies H0(X,Fn∗P ⊗Qi) ↪→
⊕

j H
0(X,Qi(−qbj)). Therefore,

(2.4) h0(X,Fn∗P ⊗Qi) ≤
∑
j

h0(X,Qi(−qbj)) ≤ (μ̃)h0(X,Qi),

as −bj ≤ 0. Since Fn∗P is a locally-free sheaf of OX -modules, we have

(2.5) 0 −→ Fn∗P ⊗Qi(m− 1)
ai−→ Fn∗P ⊗Qi(m) −→ Fn∗P ⊗Qi−1(m) −→ 0,

which is a short exact sequence of OX -sheaves.

Claim. For m ≥ 1,

h0(X,Fn∗P ⊗Qi(m)) ≤ (μ̃)
[
h0(X,Qi) + · · ·+ h0(X,Q0)

]
(mi).

Proof of the claim. We prove the claim, by induction on i. For i = 0, the inequality
holds as h0(X,Fn∗P ⊗Q0(m)) ≤ (μ̃)h0(X,Q0) (as dim Q0 = 0).

Now, for m ≥ 1, by the exact sequence (2.5) and by induction on i, we have

h0(X,Fn∗P ⊗Qi(m))

≤ h0(X,Fn∗P ⊗Qi) + h0(X,Fn∗P⊗Qi−1(1)) + · · ·+ h0(X,Fn∗P⊗Qi−1(m))

≤ (μ̃)h0(X,Qi) + μ̃
[
h0(X,Qi−1) + · · ·+ h0(X,Q0)

]
(1 + 2i−1 + · · ·+mi−1)

≤ (μ̃)
[
h0(X,Qi) + · · ·+ h0(X,Q0)

]
mi.

This proves the claim. �
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This implies h0(X,Fn∗P ⊗Q(m)) = h0(X,Fn∗P ⊗Qd̄(m)) ≤ μ̃C0(Q)md̄ for all
m ≥ 1.

Therefore, and for all m ≥ 0, we have

h0(X,Fn∗P ⊗Q(m)) ≤ μ̃C0(Q)(md̄ + 1).

This proves assertion (1).
Let hj(X,Fn∗P ⊗ Q(m)) = 0 for m ≥ mn, j ≥ 1. If mn = 0, then the asser-

tion (2) is obvious. So we assume mn ≥ 1. Then, by the exact sequence (2.5) and
descending induction on i, we have hj(X,Fn∗P ⊗Qi(m)) = 0 for all m ≥ mn + d̄
and for j ≥ 1. Now, for 0 ≤ m < mn + d̄,

h1(X,Fn∗P ⊗Qi(m))

≤ h0(X,Fn∗P ⊗Qi−1(mn + d̄)) + · · ·+ h0(X,Fn∗P ⊗Qi−1(m+ 1))

≤ (μ̃)
[
h0(X,Qi−1) + · · ·+ h0(X,Q0)

]
[(mn + d̄)i−1 + · · ·+ ((m+ 1))i−1]

≤ (μ̃)
[
h0(X,Qi−1) + · · ·+ h0(X,Q0)

]
(mn + d̄)i,

where the second inequality follows from the above claim. This implies, for all
0 ≤ m < mn + d̄,

h1(X,Fn∗P ⊗Q(m))

≤ (μ̃)
[
h0(X,Qd−1) + · · ·+ h0(X,Q0)

]
(mn + d̄)d̄ ≤ (μ̃)C0(Q)(mn + d̄)d̄.

Therefore,

h1(X,Fn∗P ⊗Q(m)) ≤ (μ̃)C0(Q)(2mnd̄)
d̄

for all m, n ≥ 0. This completes the proof. �

In the following lemma we write down a list of bounds on the cohomologies of
the sheaves relevant to Theorem 1.1.

Lemma 2.7. Let Q =
⊕

m≥0 Qm be a non-negatively graded Noetherian R-module
and let Q be the coherent sheaf of OX-modules associated to Q. Then

(1) h0(X,Fn∗V ⊗Q(m)) ≤ (μ)C0(Q)(md̄ + 1) for all m, n ≥ 0.

(2) h1(X,Fn∗V ⊗ Q(m)) ≤ (μ)(DQ)(q
d̄) and

∑μ
1 h

1(X,Q(q − qdi + m)) ≤
(μ)(DQ)(q

d̄) for all m, n ≥ 0.

(3) h0(X,Q(m+ q)) ≤ D0(Q)(m+ q)d̄ for all m, n ≥ 0.
(4) h1(X,Q(m)) ≤ D1(Q) for all m ≥ 0.
(5) | cokerφm,q(Q)− �(Q/I [q]Q)m+q| ≤ CQ for all n ≥ 0 and m ∈ Z (where we

define Qm = 0, for m < 0).

Proof. Assertions (1), (3), and (4) follow from Lemma 2.6 and Assertion (5) follows
from Lemma 2.5 (2).

To prove Assertion (2), let mQ(q) = m̃ + n0(
∑

i di)q. Note that, for j ≥ 1 and
m+ q ≥ mQ(q),

μ∑
i=1

Hj(X,Fn∗OX(1− di)⊗Q(m)) =

μ∑
i=1

Hj(X,Q(q − qdi +m)) = 0,

as q − qdi + m ≥ m̃. By Lemma 2.5, cokerφm,q(Q) = 0. Therefore, by the long
exact sequence (2.2),

m+ q ≥ mQ(q) =⇒ hj(X,Fn∗V ⊗Q(m)) = 0 for all j ≥ 1.
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Hence, by Lemma 2.6 (2), for all m ≥ 0 and q = pn, where P =
⊕

i OX(1− di) or
V , we have

(2.6) h1(X,Fn∗P ⊗Q(m)) ≤ (μ)C0(Q)(2mQ(q)d̄)
d̄ ≤ μDQq

d̄,

where d̄ is the dimension of the support of Q and

(2.7) DQ = C0(Q)(2d̄)d̄(m̃+ n0(
∑

di))
d̄ = C0(Q)

[
2d̄(m̃+ n0(

∑
di))

]d̄
.

This proves Assertion (2) and hence the lemma. �

Lemma 2.8. Let X = Proj R be a projective k-scheme of dimension d− 1 with a
very ample invertible sheaf OX(1). Let

0 −→ Q′ −→ M′ f−→ M′′ −→ Q′′ −→ 0

be an exact sequence of sheaves of coherent OX -modules such that Q′ and Q′′ are
coherent sheaves of OX -modules with support of dimensions < d− 1. Then, for all
m, n ≥ 0,

(1)

| cokerφm,q(M′)− cokerφm,q(M′′)| ≤ C(f)(m+ q)d−2,

where

C(f) = μ [2C0(Q′′) +D0Q′′ + 2C0(Q
′) +D0(Q

′) + 2DQ′ +D1(Q′)] .

Moreover,
(2) if M ′ and M ′′ are two non-negatively graded R-modules associated to M′

and M′′, respectively, then

|�(M ′/I [q]M ′)m+q − �(M ′′/I [q]M ′′)m+q| ≤ C(f)(m+ q)d−2 + CM ′ + CM ′′ .

Proof. The above exact sequence we can break into the following two short exact
sequences of OX -sheaves

0 −→ Q′ −→ M′ −→ K −→ 0,

0 −→ K −→ M′′ −→ Q′′ −→ 0.

For a locally-free sheaf P of OX -modules, both the above short exact sequences
remain exact after tensoring with (Fn∗P )(m) for all m ≥ 0 and n ≥ 0. Therefore,
we have long exact sequence of cohomologies

0 −→ H0(X,Fn∗P ⊗Q′(m)) −→ H0(X,Fn∗P ⊗M′)

−→ H0(X,Fn∗P ⊗K(m)) −→ H1(X,Fn∗P ⊗Q′(m)) −→ · · ·
and
(2.8)
0 −→ H0(X,Fn∗P⊗K(m))−→H0(X,Fn∗P⊗M′′(m))−→H0(X,Fn∗P⊗Q′′(m)).

For a coherent sheaf L of OX -modules

cokerφm,q(L) = h0(X,Fn∗OX(1)⊗ L(m))

−
s∑

i=1

h0(X,Fn∗OX(1− di)⊗ L(m)) + h0(X,Fn∗V ⊗ L(m)).

By (2.8),

|h0(X,Fn∗P ⊗K(m))− h0(X,Fn∗P ⊗M′′(m))| ≤ h0(X,Fn∗P ⊗Q′′(m)).
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Therefore, by Lemma 2.7, we have

| cokerφm,q(K)− cokerφm,q(M′′)|

≤ h0(X,Q′′(m+ q)) +

s∑
i=1

h0(X,Q′′(m+ q − qdi)) + h0(X,Fn∗V ⊗Q′′(m))

≤ D0(Q
′′)(m+ q)d−2 + μC0(Q

′′)(md−2 + 1) + μC0(Q
′′)(md−2 + 1),

as h0(X,Q′′(m+ q − qdi)) ≤ h0(X,Q′′(m+ q)).
Therefore,

(2.9) | cokerφm,q(K)− cokerφm,q(M′′)| ≤ μ [2C0(Q
′′) +D0(Q

′′)] (m+ q)d−2.

Similarly, since for a locally-free sheaf P and for m,n ≥ 0, we have

|h0(X,Fn∗P ⊗M′(m))− h0(X,Fn∗P ⊗K(m))|
≤ h0(X,Fn∗P ⊗Q′(m)) + h1(X,Fn∗P ⊗Q′(m)),

we deduce, by Lemma 2.7,

(2.10) | cokerφm,q(M′)− cokerφm,q(K)|
≤ μ [2C0(Q′) +D0(Q′)] (m+ q)d−2 + 2μDQ′qd−2 +D1(Q′).

Therefore, by (2.9) and (2.10), for all m, n ≥ 0, we have

(2.11) | cokerφm,q(M′)− cokerφm,q(M′′)|

≤ μ [2C0(Q′′) +D0Q′′ + 2C0(Q
′) +D0(Q

′) + 2DQ′ +D1(Q′)] (m+ q)d−2

= C(f)(m+ q)d−2.

Now Assertion (2) follows from Lemma 2.7 (5). �
Lemma 2.9. Let Y = Xred, which is a reduced projective k-scheme of dimension
d − 1 with a very ample invertible sheaf OY (1). Then, for a coherent sheaf N of
OY -modules, there exists an integer m2 ≥ 1, depending on N , such that we have
an exact sequence of sheaves of OY -modules

0 −→ Q′ −→
pd−1⊕

N (−m2) −→ F∗N −→ Q′′ −→ 0,

where Q′ and Q′′ are coherent sheaves of OY -modules with support of dimensions
< d− 1.

Proof. Let x1, . . . , xs1 be the generic points of the maximal components Y1, . . . , Ys1

of Y , where dim Yi = dim Y . We choose f ∈ H0(Y,OY (1)) such that f does
not vanish on OY,xi

, for all i. Note that OY,xi
is the function field of Yi. In

particular, x1, . . . , xs1 ∈ D+(f), where D+(f) is a reduced affine variety. Let us
denote D+(f) by Uf . Let Γ(Uf ,OY ) = A. Let p1, . . . , ps1 ∈ Spec A be the prime
ideals corresponding to the points x1, . . . , xs1 and let S = A \ p1 ∪ · · · ∪ ps1 . Then,
by the Chinese Remainder Theorem

S−1A 
 OY,x1
× · · · × OY,xs1

and S−1Γ(Uf ,N ) 
 Nx1
× · · · × Nxs1

and

S−1Γ(Uf , F∗N ) 
 (F∗N )x1
× · · · × (F∗N )xs1

= F∗(Nx1
)× · · · × F∗(Nxs1

).

Now if Nxi
is of rank mi as an Axi

-module, then F∗Nxi
is of rank pd−1mi as an

Axi
-module, as F∗A is of rank pd−1 over A and F∗Nxi

is of rank mi over F∗Axi
.
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This implies that there is an OY,xi
-linear isomorphism φi :

⊕pd−1

Nxi
−→ (F∗N )xi

,
which gives an S−1A-linear isomorphism

φ :

pd−1⊕
S−1Γ(Uf ,N ) −→ S−1Γ(Uf , F∗N ).

Since N is a coherent OY -sheaf, one can choose s̃ ∈ S and φ̃ :
⊕pd−1

Γ(Uf ,N ) −→
Γ(Uf , F∗N ) such that φ̃ maps to s̃ · φ under the localization map

HomA

⎛⎝Γ(Uf ,

pd−1⊕
N ),Γ(Uf , F∗N )

⎞⎠
−→ HomS−1A

⎛⎝S−1Γ(Uf ,

pd−1⊕
N ), S−1Γ(Uf , F∗N )

⎞⎠ .

Therefore, there exists n ≥ 1 and ψ ∈ Γ(Y,HomOY
(
⊕pd−1

N , F∗N )⊗OY (n)) such
that ψ restricts to fn · s̃ · φ on the open set Uf (see [Ha, Lemma 5.14]). This gives
an exact sequence of OY -linear maps

0 −→ Ker ψ −→ ⊕pd−1N (−n)
ψ−→ F∗N −→ Coker ψ −→ 0.

Since ψ localizes to a unit multiple of φ, it is an isomorphism at the points
x1, x2, . . . , xs1 , which implies that the dimensions of the support of Ker ψ and
Coker ψ are < dim Y . This proves the lemma. �

Lemma 2.10. Let M be a non-negatively graded finitely generated R-module and
let M be the associated coherent sheaf of OX -modules. Then there exists a non-
negative integer s (e.g., s ≥ 0 such that (nilradical R)p

s

= 0) and an integer
m2 ≥ 1(depending on M and q′ = ps) such that

(1) there is a long exact sequence of sheaves of OX-modules

0 −→ Q′ −→
pd−1⊕

(F s
∗M)(−m2)

g−→ F s+1
∗ M −→ Q′′ −→ 0,

where Q′ and Q′′ are coherent sheaves of OX -modules with support of di-
mensions < d− 1.

(2) There is a constant C(g) (as given in Lemma 2.8 (1)) such that, for all m,
n ≥ 0,

|pd−1�(M/I [qq
′]M)(m+q−m2)q′ − �(M/I [qq

′p]M)(m+q)q′p| ≤ C(g) + 2CM .

Proof. Let ps be an integer such that (nilradical R)p
s

= 0. Then N = F s
∗M is a

coherent OX -module annhilated by the nilradical of OX . Consider the canonical
short exact sequence of OX -modules obtained from equation (2.1),

(2.12) 0 −→ Fn∗V ⊗N (m) −→
⊕
i

N (q − qdi +m)) −→ N (q +m) −→ 0.
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Since N is annihilated by the nilradical of OX , the action of OX on N filters
through a canonical action of OXred

on N .
Since N is also a sheaf of OXred

-modules, by Lemma 2.9, there exists constant
m2 depending on N and OXred

such that we have a short exact sequence of OXred
-

modules and hence of OX -modules,

0 −→ Q′ −→
pd−1⊕

N (−m2)
g−→ F∗N −→ Q′′ −→ 0,

where Q′ and Q′′ are coherent sheaves of OXred
-modules (and hence coherent

sheaves of OX -modules) with support of dimensions ≤ d − 2. Therefore, by
Lemma 2.8 (1), there is a constant C(g) for the map g such that

| cokerφm,q

⎛⎝pd−1⊕
N (−m2)

⎞⎠− cokerφm,q(F∗N )| ≤ C(g)(m+ q)d−2

for all m,n ≥ 0. Therefore,

(2.13) |pd−1 cokerφm−m2,q(N )− cokerφm,q(F∗N )| ≤ C(g)(m+ q)d−2.

We note that, for any locally-free sheaf P of OX -modules, using the projection
formula, we have (since k is perfect)

hi(X,F (n+1+s)∗P ⊗M(mpq′)) = hi(X,F s∗ (Fn+1∗P ⊗O(mp)
)
⊗M)

= hi(X,
(
Fn+1∗P ⊗O(mp)

)
⊗N ) = hi(X,Fn∗P ⊗O(m)⊗ F∗N ).

Therefore,

(2.14) cokerφ(mp)q′,qq′p(M) = cokerφm,q(F∗N ).

Similarly

hi(X,F (n+s)∗P ⊗M((m−m2)q
′)) = hi(X,Fn∗P ⊗O(m−m2)⊗ F s

∗M)

= hi(X,Fn∗P ⊗N (m−m2)).

Therefore,

(2.15) cokerφ(m−m2)q′,qq′(M) = cokerφm−m2,q(N ).

Hence, by (2.13),

|pd−1 cokerφ(m−m2)q′,qq′(M)− cokerφ(mp)q′,qq′p(M)| ≤ C(g)(m+ q)d−2.

Therefore, by Lemma 2.7 (5),

|pd−1�(M/I [qq
′]M)(m+q−m2)q′ − �(M/I [qq

′p]M)(m+q)q′p| ≤ C(g)(m+ q)d−2 + 2CM

for all m, n ≥ 0. �

Definition 2.11. For a pair (M, I), where M is a finitely generated non-negatively
graded R-module and I is a homogeneous ideal of R such that �(R/I) < ∞. We
define sequences of functions {fn : R −→ R}n∈N and {gn : R −→ R}n∈N as follows:

For n ∈ N, let q = pn. Define

fn(x) = gn(x) = 0, if x < 0.
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Let x ≥ 0; then m/q ≤ x < m+ 1/q for some integer m ≥ 0. We define

fn(x) =
1

qd−1
� (Mm) if 0 ≤ x < 1

=
1

qd−1
�

(
M

I [q]M

)
m

if 1 ≤ m

q
≤ x <

m+ 1

q
,

gn(x) = fn(x) if x =
m

q

= (1− t)fn

(
m

q

)
+ tfn

(
m+ 1

q

)
if x = (1− t)

(
m

q

)
+ t

(
m

q

)
where t ∈ [0, 1).

Proposition 2.12. For a given pair (M, I) as in Definition 2.11 above, and where
dim R = d ≥ 2, the sequence {fn : R −→ R}n∈N is a uniformly convergent sequence
of compactly supported functions.

More precisely, there exists n0 ∈ N and a constant C depending on M , such that

(2.16) |fn(x)− fn1
(x)| ≤ C/pn for all n1 ≥ n ≥ n0 and for all x ∈ R.

Proof. Note that dim R ≥ 2. Therefore, for X = Proj R, we have dim X ≥ 1. Let
M be the coherent sheaf of OX -modules associated to M .
(A) Let x < 1.

If x < 0, then fn(x) = fn+1(x) = 0 for all n ≥ 1.
Let 0 ≤ x < 1. Then m/q ≤ x < (m+ 1)/q for some integer 0 ≤ m < q. Hence

mp+ n1

qp
≤ x <

mp+ n1 + 1

qp
for some integer 0 ≤ n1 < p with mp+ n1 < qp.

Therefore, fn(x) = (1/qd−1)�(Mm) and fn+1(x) = (1/(qp)d−1)�(Mmp+n1
).

If m ≤ m̃ (m̃ is defined for M as in Notation 2.4), then

|fn(x)− fn+1(x)| <
∣∣∣∣ (�(M0) + · · ·+ �(Mm̃)

qd−1
+

(�(M0) + · · ·+ �(Mm̃p+n1
)

(qp)d−1

∣∣∣∣
≤ 2

∑m̃p+(p−1)
0 �(Mi)

qd−1
.

If q > m > m̃, then (using Hilbert polynomials)

�(Mm) = ẽ0m
d−1 + ẽ1m

d−2 + · · ·+ ẽd−1,

�(Mmp+n1
) = ẽ0(mp+ n1)

d−1 + ẽ1(mp+ n1)
d−2 + · · ·+ ẽd−1

for some rational numbers ẽ0, · · · , ẽd−1 which are invariant of (M,OX(1)). In this
case

|fn(x)− fn+1(x)| ≤
(d− 1)ẽ0 + |ẽ1|+ · · ·+ |ẽd−1|

q
.

This implies that, for C̃2(M) = 2
∑m̃p+(p−1)

0 �(Mi)+ (d− 1)ẽ0 + |ẽ1|+ · · ·+ |ẽd−1|,

(2.17) |fn(x)− fn+1(x)| ≤
C̃2(M)

q
for all x < 1 for all n ≥ 0.
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(B) Let x ≥ 1. We fix two integers m2 and q′ = ps (as in Lemma 2.10) such that
we have an exact sequence of sheaves of OX -modules,

0 −→ Q′ −→
pd−1⊕

(F s
∗M)(−m2)

g−→ F s+1
∗ M −→ Q′′ −→ 0.

Let s ∈ R1 which avoids all minimal primes of the ring R (note that R is a standard
graded ring and k is infinite). For 0 ≤ n1 < q′ and 0 ≤ n2 < p, we consider the
following exact sequences of graded R-modules:

0 −→ Q′
n1

−→ M(−m2q
′)

fn1−→ M(n1) −→ Q′′
n1

−→ 0,

where fn1
is the multiplication map given by sn1+m2q

′
. This induces canonical

exact sequences of sheaves of OX -modules

0 −→ Q′
n1

−→ M(−m2q
′)

fn1−→ M(n1) −→ Q′′
n1

−→ 0,

Similarly we have exact sequences of graded R-modules

0 −→ K ′
n2,n1

−→ M
hn2,n1−→ M(n1p+ n1) −→ K ′′

n2,n1
−→ 0,

where hn2,n1
is the multiplication map given by sn1p+n2 . This induces exact se-

quences of sheaves of OX -modules

0 −→ K′
n2,n1

−→ M
hn2,n1−→ M(n1p+ n1) −→ K′′

n2,n1
−→ 0.

By construction, each of the sheaves Q′, Q′′, Q′
n1
, Q′′

n1
, K′

n2,n1
, and K′′

n2,n1
, has

support of dimension < d− 1.
Let

C̃0(M) = max
0≤n1<q′, 0≤n2<p

{
C(fn1

) + CQ′
n1

+ CQ′′
n1
, C(g) + 2CM , C(hn2,n1

)

+CK′
n2,n1

+ CK′′
n2,n1

}
,

where C(fn1
), C(g) and C(hn2,n1

) are the constants (see Lemma 2.8) associated to
the maps fn1

, g and hn2,n1
respectively.

Since x ≥ 1, for given q = pn, there exists a unique integer m ≥ 0, such that
(m+ q)/q ≤ x < (m+ q + 1)/q. Therefore, for q′ = ps we have

(m+ q)q′ + n1

qq′
≤ x <

(m+ q)q′ + n1 + 1

qq′
for some n1 < q′

and

(m+ q)q′p+ n1p+ n2

qq′p
≤ x <

(m+ q)q′p+ n1p+ n2 + 1

qq′p
for some n2 < p.

Hence, by definition

fn+s(x) =
1

(qq′)d−1
�

(
M

I [qq′]M

)
(m+q)q′+n1

and

fn+s+1(x) =
1

(qq′p)d−1
�

(
M

I [qq′p]M

)
(m+q)q′p+n1p+n2

.
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Let mM (q) = m̃ + n0(
∑

i di)q (defined as in Notation 2.4). If m ≥ mM (q), then
we have mq′ ≥ mM (qq′) and mq′p ≥ mM (qq′p). Therefore, by Lemma 2.5 (1), for
m ≥ mM (q),

�

(
M

I [qq′]M

)
(m+q)q′+n1

= �

(
M

I [qq′p]M

)
(m+q)q′p+n1p+n2

= 0,

which implies |fn+s(x)− fn+s+1(x)| = 0.
Therefore, we can assume m ≤ mM (q) and hence can assume that (m+ q)d−2 ≤

L0q
d−2, where L0 = (m̃+ n0(

∑
i di) + 1)d−2.

We have

|fn+s(x)− fn+s+1(x)| = |fn+s(
(m+ q)q′ + n1

qq′
)− fn+s+1(

(m+ q)q′p+ n1p+ n2

qq′p
)|.

Hence we have

|fn+s(x)− fn+s+1(x)| ≤ A1(x) +A2(x) +A3(x),

where

A1(x) = |fn+s(
(m+ q)q′ + n1

qq′
)− fn+s(

(m+ q −m2)q
′

qq′
)|,

A2(x) = |fn+s(
(m+ q −m2)q

′

qq′
)− fn+s+1(

(m+ q)q′p

qq′p
)|,

A3(x) = |fn+s+1(
(m+ q)q′p

qq′p
)− fn+s+1(

(m+ q)q′p+ n1p+ n2

qq′p
).

Now

A1(x) =
1

(qq′)d−1

∣∣∣∣∣�
(

M

I [qq′]M

)
(m+q)q′+n1

− �

(
M

I [qq′]M

)
(m−m2+q)q′

∣∣∣∣∣ ,
A1(x) ≤

C(fn1
)(m+ q)d−2 + C(Q′

n1
) + C(Q′′

n1
)

(qq′)d−1
≤ 1

qq′
C̃0(M)L0

(q′)d−2
,

A2(x) =
1

(qq′p)d−1

∣∣∣∣∣pd−1�

(
M

I [qq′]M

)
(m+q−m2)q′

− �

(
M

I [qq′p]M

)
(m+q)q′p

∣∣∣∣∣ ,
A2(x) ≤

C(g)(m+ q)d−2 + 2CM

(qq′p)d−1
≤ C̃0(M)L0q

d−2

(qq′p)d−1
≤ 1

qq′
C̃0(M)L0

q′d−2pd−1
,

A3(x) =
1

(qq′p)d−1

∣∣∣∣∣�
(

M

I [qq′p]M

)
(m+q)q′p

− �

(
M

I [qq′p]M

)
(m+q)q′p+n1p+n2

∣∣∣∣∣ ,
A3(x) ≤

C(hn2,n1
)(mq′p+ qq′p)d−2 + CK′

n2,n1
+ CK′′

n2,n1

(qq′p)d−1
≤ 1

qq′
C̃0(M)L0

p
.

Therefore,

|fn+s(x)− fn+s+1(x)| ≤ A1(x) +A2(x) +A3(x)

≤ L0

qq′

[
C̃0(M)

(q′)d−2
+

C̃0(M)

q′d−2pd−1
+

C̃0(M)

p

]
.

Let C̃1(M) = 3L0C̃0(M). In particular, C̃1(M) is a constant (which depends only
on M) such that
(2.18)

|fn+s(x)− fn+s+1(x)| ≤ C̃1(M)/(qq′) = C̃1(M)/pn+s for all n ≥ 0 and x ≥ 1.
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Since
|C̃1(M)/pn0 + C̃1(M)/pn0+1 + · · ·+ | ≤ 2C̃1(M)/pn0

for C ≥ 2C̃1(M) we get

|fn(x)− fn1
(x)| ≤ C/pn for all n1 ≥ n ≥ n0 and for all x ≥ 1.

Combining this with (2.17), we get that for any C ≥ 2C̃2(M) + 2C̃1(M)

|fn(x)− fn1
(x)| ≤ C/pn for all n1 ≥ n ≥ n0 and for all x ∈ R.

This proves the proposition. �

Proof of Theorem 1.1. By Remark 2.3, we may assume k = k̄. For n ∈ N, let
fn : R −→ R and gn : R −→ R be functions as given in Definition 2.11.

Claim. Both the sequences {fn}n and {gn}n converge uniformly and to the same
limit function.

Proof of the claim. Let q = pn and x ∈ R. If x < 0, then fn(x) = gn(x) = 0 for all
n ≥ 0.

Let x ≥ 0; then x = (1− t) �xq�q + t �xq�+1
q for some t ∈ [0, 1). Therefore,

fn(x) =
1

qd−1
�

(
M

I [q]M

)
�xq�

and

gn(x) =
(1− t)

qd−1
�

(
M

I [q]M

)
�xq�

+
t

qd−1
�

(
M

I [q]M

)
�xq�+1

.

Let

0 −→ Q′ −→ M(−1)
f−→ M −→ Q′′ −→ 0

be the exact sequence of graded R-modules where the map f is given by multiplica-
tion by an element s ∈ R1, By choosing such an s which avoids all minimal primes
of M , we ensure that support of each of Q′ and Q′′ is of dimension < d. If

0 −→ Q′ −→ M(−1)
f−→ M −→ Q′′ −→ 0

is the associated exact sequence of sheaves of OX -modules, then by Lemma 2.10 (2)
and Lemma 2.5 (1),

|�
(

M

I [q]M

)
�xq�

− �

(
M

I [q]M

)
�xq�+1

| ≤ (C(g) + 2CM )L0q
d−2 = C1q

d−2

for all n ≥ 1 and x ≥ 0, where L0 = (m̃+ n0(
∑

i di) + 1)d−2.
This implies, for all n ≥ 1 and x ≥ 0, we have,

|fn(x)− gn(x)| =
t

qd−1

∣∣∣∣∣�
(

M

I [q]M

)
�xq�

− �

(
M

I [q]M

)
�xq�+1

∣∣∣∣∣ ≤ C1

pn
.

By Proposition 2.12, there is a constant C depending on M and n0 ∈ N such that

|fn(x)− fn1
(x)| ≤ C/pn for all n1 ≥ n ≥ n0 and for all x ∈ R.

This implies,

|gn(x)− gn1
(x)| ≤ |gn(x)− fn(x)|+ |fn(x)− fn1

(x)|+ |fn1
(x)− gn1

(x)|

≤ C1

pn
+

C

pn
+

C1

pn1
.
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Therefore, we have

|fn(x)− fn1
(x)|, |fn(x)− gn(x)|, |gn(x)− gn1

(x)| ≤ 2C1 + C

pn

for all n1 ≥ n ≥ n0 and for all x ∈ R.
Hence {fn}n and {gn}n are uniformly convergent sequences with the same limit.

This proves the claim.
Let f : R −→ R be the limit function given by

f(x) = lim
n→∞

fn(x)dx = lim
n→∞

gn(x)dx.

By the proof of Lemma 2.2, gn is a continuous function with the support gn ⊆
[0, (n0μ) + l/q]. Therefore, the function f : R −→ R is a continuous compactly
supported real valued function such that supp f ⊆ [0, n0μ]. For q = pn where
n ≥ 1, we can write

1

qd
�(M/I [q]M) =

1

qd

∑
m≥0

�(M/I [q]M)m

=

∫ 1/q

0

1

qd−1
�(M0)dx+ · · ·+

∫ 1

1− 1
q

1

qd−1
�(Mq−1)dx+

∫ 1+ 1
q

1

1

qd−1
�(

M

I [q]M
)qdx

+

∫ 1+ 2
q

1+ 1
q

1

qd−1
�(

M

I [q]M
)q+1dx+ · · ·+

∫ n0μ

n0μ− 1
q

1

qd−1
�(

M

I [q]M
)n0μq−1dx

=

∫ n0μ

0

fn(x)dx.

Therefore,

eHK(M, I) = lim
n→∞

∫ n0μ

0

fn(x)dx.

But, as {fn}n∈N converges uniformly to f , we have

lim
n→∞

∫ n0μ

0

fn(x)dx =

∫ n0μ

0

lim
n→∞

fn(x)dx =

∫
R

f(x)dx.

This proves the theorem. �

Having proved the existence of the Hilbert-Kunz density function we are ready
to check some properties of the function.

Remark 2.13. Note that (as argued in the proof of the above theorem) the sup-
port HKd(M, I) ⊆ [0, n0μ], where n0 and μ are invariants depending on I and R,
as given in Notation 2.4 part (3).

The first thing we note (Proposition 2.14 below) is that like HK multiplicity, the
function

HKd(−, I) : {finitely generated graded R modules} −→ C0
c (R)

is additive, where C0
c (R) denotes the set of continous compactly supported real

valued functions. Hence we can reduce various results about an HK density function
of a module to an HK density function of an integral domain. Corollary 2.18, shows
that the HKd function is a multiplicative functor with respect to the Segre products
on the set of graded R-modules.
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Proposition 2.14 (Additive property). Let R be a standard graded ring of di-
mension d ≥ 2 over a perfect field, and let I ⊂ R be a homogeneous ideal of finite
colength. Let M be a finitely generated graded R module. Let Λ be the set of minimal
prime ideals P of R such that dim R/P = dim R. Then

HKd(M, I) =
∑
P∈Λ

HKd(R/P, I)λ(MP ).

Proof. As usual, there is no loss of generality in assuming that the ground field k
is algebraically closed. Let M be the sheaf of OX -modules associated to M . For

q = pn, recall fn(M)(x) = 1
qd−1 �(

M
I[q]M

)m+q, where �xq� = m+ q. Let f̃n(M)(x) =

cokerφm,q(M)/qd−1. Note, by Lemma 2.7 (5), we have

lim
n→∞

f̃n(M)(x) = lim
n→∞

fn(M)(x) for all x ∈ R.

Therefore, if Q is a coherent sheaf on X, then we can define

HKd(Q, I) := HKd(Q, I),

where Q is any finitely generated graded R-module with Q as the associated sheaf
of OX -modules. Note that, due to Remark 2.13, one can assume (m + q)d−2 ≤
(n0μq)

d−2. Therefore, it follows from Lemma 2.8 that if M ′ −→ M ′′ is a generic
isomorphism of R-modules (i.e., the kernel and cokernel of the map are of dimen-
sion < dim R), then HKd(M ′, I) = HKd(M ′′, I). Similarly if M′ −→ M′′ is
a generic isomorphism of coherent sheaves of OX -modules, then HKd(M′, I) =
HKd(M′′, I).

Now let s ≥ 0 such that (nilradical R)p
s

= 0. Define N = F s
∗ (M), let q′ = ps.

Then N is a coherent sheave of OXred
-modules. Let

C(h) = max
0≤n1<q′

{C(hn1
) | hn1

: M −→ M(n1)} ,

where hn1
is a fixed generically isomorphic map of sheaves of OX -modules and

C(hn1
) is the constant (see Lemma 2.8) associated to the map hn1

(note that
since k is infinite, we can always find such a map hn1

for each n1). Moreover,
(compare (2.15)

cokerφm,q(N ) = cokerφmq,qq′(M) for all m ≥ 0 and n ≥ 0.

Therefore,

| 1

q′d−1
f̃n(N )(x)− f̃n+s(M̃)| = 1

(qq′)d−1
| cokerφmq,qq′(M)− cokerφmq+n1,qq′(M)|

≤ C(hn)(m+ q)d−2

(qq′)d−1
≤ C(h)(n0μ)

d−2

qq′
.

This implies HKd(N , I)/(q′)d−1 = HKd(M, I).
Let Y1, . . . , Yr be the irreducible reduced components of Y = Xred corresponding

to the prime ideals in the set Λ = {P1, . . . , Pr}. Let x1, . . . , xr denote the respective
generic points in Y . Now the canonical generic isomorphism N −→

⊕
i N |Yi

of
sheaves of OY (hence OX -modules) gives

HKd(N , I) =
r∑

i=1

HKd(N |Yi
, I).

Since Ni = N |Yi
is a coherent sheaf of OYi

-modules, there exists a ≥ 0 such that
Ni(a) is globally generated (Theorem 5.17, Chapter II in [Ha]) for all i. Hence,
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if rank Nxi
= rank (Ni)xi

= ri as OYi,xi
= OY,xi

-modules, then there exists a
generic isomorphism

⊕ri OYi
−→ Ni(a) ofOY -modules. Note thatNi is generically

isomorphic to Ni(a). Therefore,

HKd(Ni, I) = HKd(Ni(a), I) = HKd(OYi
, I)�(Nxi

)

=⇒ HKd(N , I) =
r∑

i=1

HKd(OYi
, I)�(Nxi

) = (ps)d−1
r∑

i=1

�(MPi
)HKd(R/Pi, I).

Therefore,

HKd(M, I) =

r∑
i=1

�(MPi
)HKd(R/Pi, I).

Hence the result. �

Remark 2.15. For R and I as above, in addition suppose R is an equidimensional
ring and I ⊆ J are two graded ideals of R. Then we claim:

HKd(R, I) 
 HKd(R, J) if and only if J ⊆ I∗,

where I∗ denotes the tight closure of I in R. To see this, we use the following result
by [HH] and [A]: If (R,m) is a formally unmixed local ring with m-primary ideals
I ⊆ J . Then eHK(I) = eHK(J) if and only if J ⊆ I∗.

Note that in the graded case, the completion R̂ of R with respect to R+ is an
equidimensional local ring. Also it is easy to see that the tight closure of a graded
ideal is a graded ideal. Now if HKd(I) = HKd(J), then by Theorem 1.1 we have

eHK(I) = eHK(J), therefore eHK(Î) = eHK(Ĵ). By [HH] and [A], we have Ĵ ⊆
(Î)∗ ⊂ (I∗)∧. Hence J ⊆ I∗. Conversely J ⊆ I∗ implies that eHK(I) = eHK(J).
But then HKd(I) ≥ HKd(J) are continuous functions with the same integrals,
which implies HKd(I) = HKd(J).

Definition 2.16. Similar to the HK density function for a pair (R,m), where R
is a standard graded ring R, of dim R ≥ 2, and m is the graded maximal ideal, we
can define the Hilbert-Samuel density function as

HSd(R)(x) = F (x) = lim
n→∞

Fn(x), where Fn(x) =
1

qd−1
�(R�xq�).

One can check that

F : R → R is given by F (x) = 0 for x < 0

and

F (x) = e0(R,m)xd−1/(d− 1)! for x ≥ 0,

where e0(R,m) is the Hilbert-Samuel multiplicity of R with respect to m.
Note that

HKd(R, I)(x) = HSd(R)(x) = e0(R,m)xd−1/(d− 1)! for all x < min{n | In �= 0},

in particular for all x < 1.

Proposition 2.17. Let R1, . . . , Rr be standard graded rings of dimensions ≥ 2,
over an algebraically closed field k of char p > 0, with irrelevant maximal ideals
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m1, . . . ,mr and let I1, . . . , Ir be homogeneous ideals, respectively, such that �(Ri/Ii)

< ∞. Let us denote HSd(Ri)(x) = F̃i(x) and HKd(Ri, Ii) = f̃i(x). Then

HKd(R1# · · ·#Rr, I1# · · ·#Ir)(x) =

r∏
i=1

F̃i(x)−
r∏

i=1

(
F̃i(x)− f̃i(x)

)
.

In particular,

eHK(R1# · · ·#Rr, I1# · · ·#Ir) =

∫ n0μ

0

{
r∏

i=1

F̃i(x)−
r∏

i=1

(
F̃i(x)− f̃i(x)

)}
dx,

where R#S denotes the Segre product of graded rings R and S, given by (R#S)n =
Rn ⊗ Sn.

Proof. We prove the case r = 2, the rest follows by induction. Let (R,m1) and
(S,m2) be two standard graded rings of dimension d1 and d2, respectively, such
that I and J are two homogeneous ideals of R and S, respectively, with �(R/I) < ∞
and �(S/J) < ∞. Then

�

(
R#S

(I#J)[q]

)
m+q

= �(Rm+q)�(Sm+q)−
[
�(Rm+q)− �(

R

I [q]
)m+q

] [
�(Sm+q)− �(

S

J [q]
)m+q

]
= �(Rm+q)�(S/J

[q])m+q + �(Sm+q)�(R/I [q])m+q − �(R/I [q])m+q�(S/J
[q])m+q.

Let F (x) and G(x) be HSd functions of R and S, respectively, and let f(x) and
g(x) be HKd functions of (R, I) and (S, J), respectively. Then

1

qd1+d2−2
�
(
R#S/(I#J)[q]

)
�xq�

= Fn(x)gn(x) +Gn(x)fn(x)− fn(x)gn(x).

If n0 ≥ 1 is such that mn0
1 ⊆ I and mn0

2 ⊆ J , for graded maximal ideals m1

and m2 of R and S, respectively, and μ ≥ μ(I) and μ(J), then, by Lemma 2.2,
Fn(x)gn(x), Gn(x)gn(x) fn(x)gn(x) are bounded real valued functions with sup-
port in the interval [0, n0μ]. Moreover, by Theorem 1.1, fn(x) and gn(x) converge
uniformly to f(x) and g(x), respectively. It is obvious that, on any compact in-
terval, the functions Fn(x) and Gn(x) converge uniformly to F (x) and G(x), re-
spectively. Therefore, Fn(x)gn(x) + Gn(x)fn(x) − fn(x)gn(x) converge uniformly
to F (x)G(x) +G(x)f(x)− f(x)g(x) and

HKd (R#S, I#J) = F (x)g(x) +G(x)f(x)− f(x)g(x).

This implies that

eHK(R#S.I#J) =
e0(R)

(d1 − 1)!

∫ n0μ

0

xd1−1g(x)dx

+
e0(S)

(d2 − 1)!

∫ n0μ

0

xd2−1f(x)dx−
∫ n0μ

0

f(x)g(x)dx.

This proves the proposition. �

Corollary 2.18 (Multiplicative property). For pairs (R, I) and (S, J) with dim R=
d1 and dim S = d2, if F (x) and G(x) denote HSd functions of R and S, respectively,
as given in Definition 2.16, then we have

FR#S −HKd(R#S, I#J) = [FR −HKd(R, I)] · [FS −HKd(S, J)] .



HILBERT-KUNZ DENSITY FUNCTION & HILBERT-KUNZ MULTIPLICITY 8423

Proof. Follows from Proposition 2.17. �

Theorem 2.19. Let R be a standard graded reduced ring of dimension 1 and let
I be a homogeneous ideal of R such that �(R/I) < ∞. Let fn(x) = �(R/I [q])�xq�.
Then {fn(x)}n∈N is a convergent (but need not be uniformly convergent) sequence
for every x ∈ [0,∞) and

eHK(I, R) =

∫
R

f(x)dx,

where f(x) = limn→∞ fn(x).

Proof. Let h1, . . . , hμ be a set of homogeneous generators of I of degree d1, . . . , dμ
such that d0 = 0 < d1 ≤ d2 ≤ . . . ≤ dμ.

Since R is a one dimensional ring there exists an integer m0 ≥ 1 such that
�(Rm) = �(Rm+1) for all m ≥ m0. For n ∈ N, we define

Tn = (0,m0/q] ∪ (d1, d1 +m0/q] ∪ · · · ∪ (dμ, dμ +m0/q] ⊆ (0,∞].

Claim. If x /∈ Tn then fn(x) = fn+l(x) for all l ≥ 0.

Proof of the claim. Since Tn+l ⊆ Tn for all l ≥ 0, it is enough to prove that x /∈ Tn

implies fn(x) = fn+1(x). Note that x �∈ Tn; then

m = �xq� /∈ (0,m0) ∪ (d1q, d1q +m0) ∪ · · · ∪ (dμq, dμq +m0).

By definition

fn(x) = �(R/I [q])m and fn+1(x) = �(R/I [qp])mp+n1
,

where �xpq� = �xq�p+ n1 for some 0 ≤ n1 < p. Choose a non-zero divisor a ∈ R1.
Then we have the injective map Rm → Rmp+n1

given by y �→ an1yp (this is a
composition of two maps namely Rm → Rmp, given by y �→ yp, and Rmp →
Rmp+n1

, given by x �→ an1x) which is an isomorphism (as k-vectorspaces) as m =

�xq� ≥ m0. This gives a canonical surjective map φ : (R/I [q])m −→ (R/I [qp])mp+n1
.

Now to prove the claim, it is enough to prove that (I [qp])mp+n1
⊆ φ(I

[q]
m ). Let

f ∈ (I [qp])mp+n1
; then f = hqp

1 r1 + · · ·+ hqp
μ rμ, where deg rj = mp+ n1 − djqp.

If rj �= 0 =⇒ mp + n1 − djqp ≥ 0 =⇒ m − djq ≥ −n1/p =⇒ m − djq ≥
0 =⇒ xq ≥ djq.

(1) xq = djq; then n1 = 0 and mp− djqp = 0. Therefore, rj ∈ R0 = k. Hence
rj = lpj for some lj ∈ R0.

(2) xq > djq =⇒ m ≥ djq+m0, but then deg rj ≥ mp−djqp+n1 ≥ m0p+n1.
Therefore, rj = lpja

n1 for some lj ∈ djq +m.

This implies f = (hq
1l1 + · · ·+ hq

μlμ)
pan1 ∈ φ(I

[q]
m ). This proves the claim.

Define f(x) = limn→∞ fn(x); this makes sense because

(1) if x = 0, then fn(0) = �(R0) for all n.
(2) If x > 0, then there exists n > 0 such that x /∈ Tn, which implies that

fn(x) = fn+1(x) = · · · = f(x).
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Moreover, for y ∈ R, fn(y)≤L2(R), where L2(R) = max{�(R0), �(R1), . . . , �(Rm0
)}.

Therefore, we have

|
∫
R

fn(x)dx−
∫
R

f(x)dx| ≤
∫
R

|fn(x)− f(x)|dx

≤
∫
Tn

|fn(x)− f(x)|dx ≤ L2(R)(μ+ 1)m0/q.

Hence

lim
n→∞

∫
R

fn(x)dx =

∫
R

f(x)dx =

∫
R

(
lim
n→∞

fn(x)
)
dx.

�

Remark 2.20. It is easy to check that in the case of dimension 1, fn → f does not
converge to f uninformly.

3. Examples

3.1. Projective spaces and their Segre products.

Example 3.1. Let X = Pd
k and let R = k[X0, . . . , Xd] =

⊕
m Rm. We denote

the function HKd(R,m) by HKd(Pd
k) and for a fixed q = pn we denote the map

φm,q(R) by φm where we recall that φm,q(R) : R
[q]
1 ⊗Rm → Rm+q is the canonical

multiplication map. For Am =
(
m+d
d

)
, it is obvious that

cokerφtq+l = A(t+1)q+l −A1 cokerφ(t−1)q+l

+A2 cokerφ(t−2)q+l + · · ·+ (−1)t+1At+1 cokerφl−q.

Now, for q = pn,

fn(x) = cokerφtq+l, where
(t+ 1)q + l

q
≤ x <

((t+ 1)q + l + 1)

q
with 0 ≤ l < q.

Hence

fn(x) = (1/qd)A(t+1)q+l −A1fn(x− 1) + · · ·+ (−1)t+1At+1fn(x− t− 1).

Moreover, fn(x) = 0 if x ≥ d+ 1. Therefore,

HKd(Pd
k)(x)

= f(x) =
1

d!

[
xd − Ã1(x− 1)d + Ã2(x− 2)d + · · ·+ (−1)t+1Ãt+1(x− t− 1)d

]
,

where Ã1 = (d+ 1) and Ã2 =
(
d+1
2

)
and Ãi+1 are defined iteratively as

Ãi+1 = A1Ãi − A2Ãi−1 + · · ·+ y(−1)i−1AiÃ1 + (−1)iAi+1.

This implies Ãi =
(
d+1
i

)
for 1 ≤ i ≤ d. In particular,

HKd(Pd
k)(x) = xd/d! for 0 ≤ x < 1

= xd/d!−Ad
i (x) for i ≤ x < i+ 1 provided 1 ≤ i ≤ d

= 0 otherwise,

where

Ad
i (x) =

1

d!

[(
d+ 1

1

)
(x− 1)d + · · ·+ (−1)i+1

(
d+ 1

i

)
(x− i)d

]
.

Moreover, HSd(Pd
k)(x) = xd/d!.
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Therefore, for the Segre product Pd
k#Pe

k, where d ≤ e, we have

HKd(Pd
k#Pe

k)(x)

=
xdxe

d!e!
−Ad

i (x)A
e
i (x) for i ≤ x < i+ 1, provided 1 ≤ i ≤ d

=
xdxe

d!e!
− xd

d!
Ae

i (x) for d ≤ x < e

= 0, for e ≤ x.

Remark 3.2. Similar (but more complicated) formulas can be obtained for arbitrary
Segre products of projective spaces. The Hilbert-Kunz multiplicity of the Segre
product of Pn

k × Pm
k has been computed by [EY].

3.2. Projective curves and their Segre products.

Example 3.3. Let R be a Noetherian standard graded ring of dimension 2. Then,
for a pair (R,m), where m is the graded maximal ideal, eHK(R,m) has been
computed in [B] and [T1], Here we compute HKd(R,m) = f : R −→ R using the
similar techniques used in these two papers.

Recall that if x ∈ [0, 1), then

fn(x) =
1

q
�(Rm), where m/q ≤ x < m+ 1/q.

This implies that HKd(R,m)(x) = f(x) = limn�→∞ fn(x) = (d)(x), where d :=
e0(R,m) is the Hilbert-Samuel multiplicity of R with respect to the graded maximal
ideal m.

Now let 1 ≤ x; then (m+ q)/q ≤ x < (m+ q + 1)/q for some m ≥ 0, and

fn(x) =
1

q
�(R/m[q])m+q =

1

q
�(R/m[q])�xq�.

Let h1, . . . , hs ∈ R1 be a set of generators of m and let

0 −→ V −→
⊕

OX −→ OX(1) −→ 0

be the map of locally free sheaves of OX -modules. By Lemma 2.5, part(2), it follows
that

HKd(R,m)(x) = f(x) = lim
n�→∞

1

q
h1(X,Fn∗V (�(x− 1)q�)).

By Theorem 2.7 in [L], there exists n1 	 0 such that

0 = E0 ⊂ E1 ⊂ · · · ⊂ El ⊂ El+1 ⊂ Fn1∗V

is the strong Harder-Narasimhan filtration of Fn1∗V . Let

(3.1) ai = μi(F
n1∗V )/pn1 = μ(Ei/Ei−1)/p

n1 , ri = rank(Ei/Ei−1)

be the normalized HN slope of V . Note that a′is are independent of the choice of
n1 as μi(F

n∗V ) = pn−n1μi(F
n1∗V ) for all n ≥ n1. Since V ↪→ ⊕OX , ai(V ) ≤ 0.

In fact

−a1
d

< −a2
d

< · · · < −al+1

d
.

Moreover, we can take n1 	 0 such that

μi(F
n1∗V )− μi+1(F

n1∗V ) ≥ 2g − 2.
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Therefore,

h1(X,Fn∗V (m)) =

l+1∑
i=1

h1(X,Fn−n1∗(Ei/Ei−1)(m))

and

−a1q

d
< −a1q

d
+ (d− 3) < −a2q

d
< −a2q

d
+ (d− 3) < · · · < −al+1q

d
.

Hence, we have

0 ≤ m < −a1q

d

=⇒ fn(x) = −1

q

l+1∑
i=1

(aiqri + ridm+ ri(g − 1))− aiq

d
≤m<−aiq

d
+(d− 3)

=⇒ fn(x) = −1

q

l+1∑
j=i+1

(ajqrj + rjdm+rj(g − 1))+
Ci

q
− aiq

d
≤ m<−ai+1q

d

=⇒ fn(x) = −1

q

l+1∑
j=i+1

(ajqrj + rjdm+ rj(g − 1)),

where |Ci| ≤ ri(g(X)− 1).
Therefore,

1 ≤ x < 1− a1/d =⇒ f(x) = −
∑l+1

i=1(airi + rid(x− 1))

1− a1/d ≤ x < 1− a2/d =⇒ f(x) = −
∑l+1

i=2(airi + rid(x− 1))

1− ai/d ≤ x < 1− ai+1/d =⇒ f(x) = −
∑l+1

j=i+1(ajrj + rjd(x− 1))

This implies

eHK(R,m) =

∫ 1−al+1/d

x=0

f(x)dx

=

∫ 1

x=0

f(x)dx+

∫ 1−a1/d

x=1

f(x)dx+ · · ·+
∫ 1−al+1/d

x=1−al/d

f(x)dx

= d/2−
∫ −a1/d

y=0

[a1r1 + (r1d)y]dy −
∫ −a2/d

y=0

[a2r2 + (r2d)y]dy

+ · · ·+−
∫ −al+1/d

y=0

[al+1rl+1 + (rl+1d)y]dy.

Therefore,

eHK(R,m) =
d

2
+

l+1∑
i=1

ria
2
i

2d
.

Remark 3.4. As {ai}i are distinct numbers, the above formula for f implies that
HKd(R,m) determines the data (d, {ri}i, {ai}i).
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Moreover, for a pair (R, I), where I is a graded ideal generated by homogeneous
elements h1, . . . , hμ of degrees d1 ≤ · · · ≤ dμ, respectively,

HKd(R, I)(x) = f(x)

= lim
n�→∞

1

q
h1(X,Fn∗V (�(x− 1)q�))− lim

n�→∞

1

q

μ∑
i=1

h1(X,OX(�xq� − qdi)).

It is easy to check that the second term is a piecewise linear polynomial (with
rational coefficients) with singularities at distinct points of the set {d1, . . . , dμ}
and support in [0, dμ]. In particular, there exists rational numbers 0 = x0 <
x1 < · · · < xs ≤ max{n0μ, dμ} and linear polynomials qi(x) ∈ Q[x], such that
HKd(R, I)(x) = qi(x) if x ∈ [xi, xi+1] and HKd(R, I)(x) = 0 otherwise.

For the following corollary, we use the notation of Proposition 2.17.

Corollary 3.5. Any Segre product of projective curves has rational Hilbert-Kunz
multiplicity. More precisely, eHK(R1# · · ·#Rr, I1# · · ·#Ir) is a rational number,
where dim Ri = 2, for each i.

Proof. Let n0, μ ≥ 1 such that mn0
i ⊆ I and μ ≥ μ(Ii) for all i, where mi denotes

the graded maximal ideal of Ri. Let d̃ be the maximum of the degree of the chosen
generators of Ii and n0μ. Now, the above calculation shows that one can take a

finite subdivision of the interval [0, d̃] by rational points ti, namely

[0, d̃] =
⋃

1≤i≤m

[ti, ti+1], where t1 < t2 < . . . < tm

such that each function HKd(Ri, Ii)(x), on each such interval [tj , tj+1], is a linear
polynomial in Q[x]. Note that each HSd(Ri)(x) is a polynomial in Q[x] on the

whole of [0, d̃]. Therefore, the assertion follows from Proposition 2.17. �

Remark 3.6. By the same reasoning as in the above corollary, one can prove that
the Hilbert-Kunz multiplicities of the arbitrary Segre product of full flag varieties,
Pn
k , Hirzebruch surfaces, projective curves, etc., (over a fixed algebraically closed

field k) are rational numbers.

Example 3.7. Let (R,m1) and (S,m2) be two standard graded rings of dimen-
sion 2 with graded maximal ideals m1 and m2, respectively. Let V1 and V2 be
corresponding syzygy bundles for (R,m1) and (S,m2) with normalized slopes
a1, a2, . . . , ai3 and b1, . . . , bj2 , respectively. Let X = Proj R and Y = Proj S
be of degree d and g, respectively. If

−a1
d

< −a2
d

< · · · < −ai1
d

≤ −b1
g

< −b2
g

< · · · < −bj1
d

≤ −ai1+1

d
< · · · < −ai2

d

≤ −bj1+1

g
< −bj1+2

g
< · · · < −bj2

d
≤ −ai2+1

d
< · · · < −ai3

d
,
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then for xi = ai/d and yi = bi/g we find (after some computation) that

eHK(R#S,m1#m2) =
dg

6

⎡⎣2 +∑
j≥1

3sjy
2
j −

∑
j≥1

sjy
3
j +

∑
i≥1

3rix
2
i −

∑
i≥1

rix
3
i

+(
∑
j≥1

3sjyj)(r1x
2
1 + · · ·+ ri1x

2
i1)− (

∑
j≥1

sj)(r1x
3
1 + · · ·+ ri1x

3
i1)

+(
∑

i≥i1+1

3rixi)(s1y
2
1 + · · ·+ sj1y

2
j1)− (

∑
i≥i1+1

ri)(s1y
3
1 + · · ·+ sj1y

3
j1)

+(
∑

j≥j1+1

3sjyj)(ri1+1x
2
i1+1 + · · ·+ ri2x

2
i2)−(

∑
j≥j1+1

sj)(ri1+1x
3
i1+1 + · · ·+ ri2x

3
i2)

+(
∑

i≥i2+1

3rixi)(sj1+1y
2
j1+1 + · · ·+ sj2y

2
j2)−(

∑
i≥i2+1

ri)(sj1+1y
3
j1+1 + · · ·+ sj2y

3
j2)

⎤⎦ .

Note that every term of the first row is non-negative, whereas, in the second to last
row, all the first terms are non-positive and all the second terms are non-negative.
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