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THE STRUCTURE MONOID AND ALGEBRA

OF A NON-DEGENERATE SET-THEORETIC SOLUTION

OF THE YANG–BAXTER EQUATION

ERIC JESPERS, �LUKASZ KUBAT, AND ARNE VAN ANTWERPEN

Abstract. For a finite involutive non-degenerate solution (X, r) of the Yang–
Baxter equation it is known that the structure monoid M(X, r) is a monoid
of I-type, and the structure algebra K[M(X, r)] over a field K shares many
properties with commutative polynomial algebras; in particular, it is a Noe-
therian PI-domain that has finite Gelfand–Kirillov dimension. In this paper
we deal with arbitrary finite (left) non-degenerate solutions. Although the
structure of both the monoid M(X, r) and the algebra K[M(X, r)] is much
more complicated than in the involutive case, we provide some deep insights.

In this general context, using a realization of Lebed and Vendramin of
M(X, r) as a regular submonoid in the semidirect product A(X, r)� Sym(X),
where A(X, r) is the structure monoid of the rack solution associated to (X, r),
we prove that K[M(X, r)] is a finite module over a central affine subalgebra.
In particular, K[M(X, r)] is a Noetherian PI-algebra of finite Gelfand–Kirillov

dimension bounded by |X|. We also characterize, in ring-theoretical terms
of K[M(X, r)], when (X, r) is an involutive solution. This characterization
provides, in particular, a positive answer to the Gateva-Ivanova conjecture
concerning cancellativity of M(X, r).

These results allow us to control the prime spectrum of the algebra
K[M(X, r)] and to describe the Jacobson radical and prime radical of
K[M(X, r)]. Finally, we give a matrix-type representation of the algebra
K[M(X, r)]/P for each prime ideal P of K[M(X, r)]. As a consequence, we
show that if K[M(X, r)] is semiprime, then there exist finitely many finitely
generated abelian-by-finite groups, G1, . . . , Gm, each being the group of quo-
tients of a cancellative subsemigroup of M(X, r) such that the algebra
K[M(X, r)] embeds into Mv1 (K[G1]) × · · · × Mvm (K[Gm]), a direct product
of matrix algebras.
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Introduction

Let V be a vector space over a field K. A linear map R : V ⊗ V → V ⊗ V is
called a solution of the Yang–Baxter equation (or braided equation) if

(R⊗ id) ◦ (id⊗R) ◦ (R⊗ id) = (id⊗R) ◦ (R⊗ id) ◦ (id⊗R).

Recall that this equation originates from papers by Baxter [8] and Yang [47] on
statistical physics, and the search for solutions has attracted numerous studies
both in mathematical physics and pure mathematics.

As the study of arbitrary solutions is complex, Drinfeld, in 1992 [15], proposed
to study the solutions which are induced by a linear extension of a map r : X×X →
X ×X, where X is a basis of V . In this case r satisfies

(r× id) ◦ (id× r) ◦ (r× id) = (id× r) ◦ (r× id) ◦ (id× r),

and one says that (X, r) is a set-theoretic solution of the Yang–Baxter equation. For
any x, y ∈ X, we put r(x, y) = (λx(y), ρy(x)). Since the late 1990’s several ground-
breaking results have been discovered on this topic, including those by Gateva-
Ivanova and Van den Bergh [21], Etingof, Schedler, and Soloviev [16], and Lu, Yan,
and Zhu [34]. The investigations on the subject have intensified even more since
the discovery of several algebraic structures associated to set-theoretic solutions.
A particularly nice class of set-theoretic solutions (X, r) are the bijective (i.e., r is
a bijection) solutions that are left and right non-degenerate (i.e., each λx, respec-
tively each ρx, is a bijection). If furthermore r2 = id, then the solution is said to be
involutive. In order to deal with such involutive solutions Rump [41,43] introduced
the new algebraic structure called “(left) brace”, and Guarnieri and Vendramin [23]
extended this algebraic structure to a “(left) skew brace” in order to also deal with
arbitrary bijective non-degenerate solutions. Many fundamental results on these
structures already have been obtained [4,5,7,12,13,18,30,33,42,45]. In particular,
it has been shown that determining all finite (i.e., X is a finite set) bijective invo-
lutive non-degenerate solutions is equivalent to describing all finite (left) braces. In
[6] a concrete realization of this description has been given. Moreover, braces have
lent themselves as a novel method to solve questions in group and ring theory. For
instance, Amberg, Dickenschied, and Sysak in [1] posed the question whether the
adjoint group of a nil ring is an Engel group, and Zelmanov asked a similar question
in the context of nil algebras over an uncountable field. Smoktunowicz, using tools
related to braces, gave negative answers to both of these questions in [44]. Also
non-bijective set-theoretic solutions are of importance and receive attention. For
example Lebed in [31] shows that idempotent solutions provide a unified treatment
of factorizable monoids, free and free commutative monoids, distributive lattices
and Young tableaux, and Catino, Colazzo, and Stefanelli [10] and Jespers and Van
Antwerpen [27] introduced the algebraic structure called “(left) semi-brace” to deal
with solutions that are not necessarily non-degenerate or that are idempotent.

Etingof, Schedler, and Soloviev in [16] and Gateva-Ivanova and Van den Bergh
in [21] introduced the following associated algebraic structures to a set-theoretic
solution (X, r): the structure group G(X, r) = gr(X | xy = uv if r(x, y) = (u, v))
and the structure monoid M(X, r) = 〈X | xy = uv if r(x, y) = (u, v)〉. In case
(X, r) is finite involutive and non-degenerate it is shown that the group G(X, r) is
solvable and it is naturally embedded into the semidirect product Z(X) � Sym(X),
where Sym(X) acts naturally on the free abelian group Z(X) of rank |X|. It turns
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out that G(X, r) = gr((x, λx) | x ∈ X) and, in particular, these groups are (free
abelian)-by-finite. Furthermore, in [25] it is shown that M(X, r) is embedded in
G(X, r) and the latter is the group of fractions of M(X, r). Furthermore, G(X, r)
and G(X, r) = gr(λx | x ∈ X) are left braces, and, for finite X, groups of the
type G(X, r) correspond to all finite (left) braces (for details we refer to [11]). In
[21] Gateva-Ivanova and Van den Bergh showed that these structure groups are
groups of I-type and, in particular, they are finitely generated and torsion-free, i.e.,
Bieberbach groups. These groups and monoids are of combinatorial interest, and
their associated monoid algebra K[M(X, r)], simply called the structure algebra
of (X, r) (as it is the algebra generated by the set X and with defining relations
xy = uv if r(x, y) = (u, v)), provide non-trivial examples of quadratic algebras.
That is, they are positively graded algebras generated by the homogeneous part
of degree 1 and with defining homogeneous degree 2 relations. The structure al-
gebras have similar homological properties to polynomial algebras in finitely many
commuting variables; in particular they are Noetherian domains that satisfy a poly-
nomial identity (PI-algebras) and have finite Gelfand–Kirillov dimension.

Recently, Lebed and Vendramin [32] studied the structure group G(X, r) for ar-
bitrary finite bijective non-degenerate solutions (i.e., not necessarily involutive). In
[32, 34, 46] they associate, via a bijective 1-cocycle, to the structure group G(X, r)
the structure group G(X, �r) of the structure rack (X, �r) of (X, r). As a conse-
quence, it follows that again the groups G(X, r) are abelian-by-finite. Recall that
a set X with a self-distributive operation � is called a rack if the map y �→ y � x is
bijective for any x ∈ X (cf. [29]). In contrast to the involutive case, the set X is
not necessarily canonically embedded into G(X, r), the reason being that M(X, r)
need not be cancellative in general (i.e., it is not necessarily embedded in a group).
Hence, for an arbitrary solution (X, r) the structure monoid M(X, r) contains more
information on the original solution. However, it is in general not true that two
set-theoretic solutions (X, r) and (Y, s) are isomorphic if and only if the monoids
M(X, r) and M(Y, s) are isomorphic. This does hold if one of the solutions (and
thus both) is assumed to be an involutive non-degenerate set-theoretic solution.

In this paper we give a structural approach to the study of the structure monoid
M(X, r) and the structure algebra K[M(X, r)] for an arbitrary bijective left non-
degenerate solution (X, r). In the same spirit as in [32], in Section 1 we associate
a structure monoid, called the derived structure monoid and denoted A(X, r), to
such a solution and we show that the monoid M(X, r) is a regular submonoid of
A(X, r) � Sym(X); i.e., there is a bijective 1-cocycle M(X, r) → A(X, r). Again
A(X, r) turns out to be the structure monoid of a rack. This description allows us
to study, in Sections 2 and 4, the algebraic structure of the monoids A(X, r) and
M(X, r) and the structure algebras K[A(X, r)] and K[M(X, r)]. It is shown that
for a finite bijective left non-degenerate solution both monoids A(X, r) and M(X, r)
are central-by-finite; i.e., they are finite “modules” over a finitely generated central
submonoid. Hence, both structure algebras are Noetherian and PI. Furthermore,
these algebras are closely related to polynomial algebras in finitely many commuting
variables. For instance we show that the classical Krull dimensions and Gelfand–
Kirillov dimensions of both algebras K[A(X, r)] and K[M(X, r)] coincide and are
equal to rkA(X, r) = rkM(X, r), i.e., the rank of the respective monoids (that is,
the largest possible rank of a free abelian submonoid). Moreover, this dimension
is bounded by |X|, and it also is shown that these dimensions are determined by
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the orbits of subsolutions of the rack solution (X, s) associated to (X, r). Gateva-
Ivanova in [19] conjectured that the structure monoid of a finite square-free (i.e.,
r(x, x) = (x, x) for all x ∈ X) non-degenerate solution (X, r) is cancellative if and
only if the solution (X, r) is involutive. Using the structural results we prove that
this conjecture is true, even without assuming that the solution (X, r) is square-free.
Moreover, we show that the involutiveness of a solution is characterized by many
properties of the structure algebra K[M(X, r)]. Among others, this coincides with
the maximality of the Gelfand–Kirillov dimension, i.e., GKdimK[M(X, r)] = |X|,
and it is equivalent to K[M(X, r)] being a prime algebra or a domain.

In Section 3 we study the prime ideals of the monoid A(X, r) and the prime
ideals of the related algebra. It is shown that prime ideals of A(X, r) are in corre-
spondence with specific subsolutions of the rack solution (X, s) associated to (X, r).
Furthermore, we provide a description of the prime ideals of K[A(X, r)].

In Section 5 we study the prime ideals of the monoid M(X, r) and the prime
ideals of K[M(X, r)]. In [22] prime ideals of monoids of IG-type were studied by
Goffa and Jespers. It is shown that for a finite square-free left non-degenerate solu-
tion (X, r) the prime ideals of A(X, r) determine the prime ideals of M(X, r); these
results are similar to those obtained for monoids of IG-type, i.e., regular submonoids
of the holomorph of a finitely generated cancellative abelian monoid. Furthermore,
prime ideals of the algebra K[M(X, r)], where (X, r) is a finite bijective left non-
degenerate solution, which intersect the monoid trivially correspond to prime ideals
of the group algebra K[G(X, r)]. As G(X, r) is a finitely generated finite-conjugacy
group (FC-group for short) the prime ideals of K[G(X, r)] are easy to describe.
For more fundamental results of prime ideals of finitely generated abelian-by-finite
groups or, more generally, polycyclic-by-finite groups, we refer the reader to the
fundamental work of Roseblade [40].

In [20] Gateva-Ivanova, Jespers, and Okniński and in [26,28] Jespers, Okniński,
and Van Campenhout studied the prime ideals of quadratic algebras coming from
monoids of quadratic type. These are monoids defined on a finite set X of cardi-
nality n and defined by

(
n
2

)
monomial relations of degree two so that the associated

map r : X×X → X×X is non-degenerate, but it does not have to be a set-theoretic
solution of the Yang–Baxter equation. They showed that the intersection of such
prime ideals with the monoid is highly dependent on the divisibility structure of the
monoid. In Section 6 the divisibility structure of M(X, r) is studied. It is shown
that the intersection of a prime ideal of K[M(X, r)] with M(X, r) is determined by
divisibility properties. These results allow us to give a description of the Jacobson
radical J (K[M(X, r)]) and prime radical B(K[M(X, r)]) of K[M(X, r)].

In the final section, Section 7, we prove a matrix-type representation of the
prime algebra K[M(X, r)]/P for each prime ideal P of K[M(X, r)]. It is shown
that the classical ring of quotients Qcl(K[M(X, r)]/P ) of K[M(X, r)]/P is the
same as Qcl(Mv(K[G]/P0)), where P0 is a prime ideal of a group algebra K[G]
with G the group of quotients of a cancellative subsemigroup of M(X, r) and v �
1 is determined by the number of orthogonal cancellative subsemigroups of an
ideal in M(X, r)/(P ∩M(X, r)). As a consequence, we show that if, furthermore,
K[M(X, r)] is semiprime, then there exist finitely many finitely generated abelian-
by-finite groups, say G1, . . . , Gm, each being the group of quotients of a cancellative
subsemigroup of M(X, r) such that K[M(X, r)] embeds into Mv1(K[G1]) × · · · ×
Mvm(K[Gm]) for some v1, . . . , vm � 1.
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1. Preliminaries

Let X be a non-empty set and let r : X ×X → X ×X be a map denoted as

r(x, y) = (λx(y), ρy(x))

for x, y ∈ X. Then (X, r) is a solution of the Yang–Baxter equation if and only if,
for any x, y, z ∈ X, the following equalities hold:

λx(λy(z)) = λλx(y)(λρy(x)(z)),(1)

λρλy(z)(x)(ρz(y)) = ρλρy(x)(z)(λx(y)),(2)

ρz(ρy(x)) = ρρz(y)(ρλy(z)(x)).

For a solution (X, r) we define its structure monoid (we use the terminology intro-
duced in [16]; in [19] this is called the monoid associated with (X, r))

M(X, r) = 〈X | xy = λx(y)ρy(x) for all x, y ∈ X〉.
It turns out that in the study of M(X, r) the derived structure monoid (we use
terminology similar to [46] in the context of groups)

A(X, r) = 〈X | xλx(y) = λx(y)λλx(y)(ρy(x)) for all x, y ∈ X〉
plays a crucial role. If we put z = λx(y), then the defining relations of A(X, r) can
be rewritten as xz = zσz(x), where σz(x) = λz(ρλ−1

x (z)(x)). Hence,

A(X, r) = 〈X | xz = zσz(x) for all x, z ∈ X〉.
Moreover, if (X, r) is bijective left non-degenerate, it can be proved that (X, r−1)
is automatically a left non-degenerate solution. In this case, writing r−1(x, y) =

(λ̂x(y), ρ̂y(x)) for x, y ∈ X, it can be verified that

(3) σz(x) = λz(ρλ−1
x (z)(x)) = λz(λ̂

−1
z (x))

for all x, z ∈ X. Notice that the second equality in (3) leads to σz ∈ Sym(X). Note
also that if the solution (X, r) is involutive, then σx = id for all x ∈ X and thus
A(X, r) is the free abelian monoid of rank |X|.

Since the defining relations of M(X, r) and A(X, r) are homogeneous, both these
monoids inherit a gradation determined by the length function on words in the free
monoid on X. We shall freely use this fact throughout the paper. Moreover, the
length of an element s in one of the monoids under consideration will be denoted
by |s|.

Let (X, r) and (Y, s) be solutions of the Yang–Baxter equation. We say that a
map f : X → Y is a morphism of solutions (and we write f : (X, r) → (Y, s)) if
(f × f) ◦ r = s ◦ (f × f) or, in other words, if the following diagram

X ×X Y × Y

X ×X Y × Y

f × f

r s

f × f

is commutative. Moreover, the solutions (X, r) and (Y, s) are called isomorphic
provided there exists a bijective morphism of solutions f : (X, r) → (Y, s). Two
involutive non-degenerate solutions (X, r) and (Y, s) are isomorphic if and only if
their structure monoids M(X, r) and M(Y, s) are isomorphic. To see this, it is
sufficient to induce an action of r on the words of length two in the alphabet X and
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observe that these orbits are of size two or smaller. However, the following example
shows that this is no longer true for non-involutive solutions.

Example 1.1. Let X = {x1, x2, x3}. Define σ1 = (2, 3), σ2 = (1, 3), σ3 = (1, 2)
and consider the maps r, s : X ×X → X ×X given by

r(xi, xj) = (xj , xσj(i)) and s(xi, xj) = (xσi(j), xi).

It is easy to check that both (X, r) and (X, s) are bijective (in fact, r3 = s3 =
id) non-degenerate solutions of the Yang–Baxter equation. Moreover, M(X, r) =
A(X, r) = A(X, s) = M(X, s). However, (X, r) and (X, s) are not isomorphic as
solutions. Indeed, if f : (X, r) → (X, s) were an isomorphism of solutions, then, in
particular, f ◦ σx = f for all x ∈ X, which would lead to σx = id, a contradiction.

The remaining part of this section is based on the work of Lebed and Vendramin
[32]. For completeness’ sake and to translate their results on bijective 1-cocycles
into the language of regular submonoids, which will be crucial to all sections in this
paper, we include detailed proofs.

By an action of a monoid M on a monoid A we mean a left action by automor-
phisms, that is, a morphism of monoids θ : M → Aut(A) (multiplication in Aut(A)
will often be written as a juxtaposition). Recall that a map ϕ : M → A is called
a bijective 1-cocycle with respect to the action θ provided ϕ is bijective, ϕ(1) = 1
(i.e., ϕ preserves units of monoids) and satisfies the 1-cocycle condition

ϕ(xy) = ϕ(x)θ(x)(ϕ(y))

for all x, y ∈ M .

Lemma 1.2. Assume that θ : M → Aut(A) is an action and ϕ : M → A is a
bijective 1-cocycle with respect to θ. For a congruence η on M define

ϕ(η) = {(ϕ(x), ϕ(y)) : (x, y) ∈ η} ⊆ A×A.

If the congruence η satisfies the following properties:

(1) η ⊆ Ker θ = {(x, y) ∈ M ×M : θ(x) = θ(y)} and
(2) ϕ(η) = {(θ(z)(ϕ(x)), θ(z)(ϕ(y))) : (x, y) ∈ η} for all z ∈ M ,

then ϕ(η) is a congruence on A. Moreover, θ induces an action θ : M/η →
Aut(A/ϕ(η)) and ϕ induces a bijective 1-cocycle ϕ : M/η → A/ϕ(η) with respect
to θ.

Proof. Using bijectivity of ϕ it is easy to verify that ϕ(η) is an equivalence relation
on A. To check that ϕ(η) is a left congruence fix (a, b) ∈ ϕ(η) and c ∈ A. Since ϕ
is bijective, we can write c = ϕ(z) for some z ∈ M . By (2) we get a = θ(z)(ϕ(x))
and b = θ(z)(ϕ(y)) for some (x, y) ∈ η. Now

ca = ϕ(z)θ(z)(ϕ(x)) = ϕ(zx) and cb = ϕ(z)θ(z)(ϕ(y)) = ϕ(zy).

Because η is a left congruence we get (zx, zy) ∈ η, and thus (ca, cb) ∈ ϕ(η). To
prove that ϕ(η) is a right congruence assume that (a, b) ∈ ϕ(η) and c ∈ A. By the
definition of ϕ(η) there exists (x, y) ∈ η such that (a, b) = (ϕ(x), ϕ(y)). By (1) we
know that θ(x) = θ(y). Moreover, bijectivity of ϕ assures that c = θ(x)(ϕ(z)) =
θ(y)(ϕ(z)) for some z ∈ M . Now

ac = ϕ(x)θ(x)(ϕ(z)) = ϕ(xz) and bc = ϕ(y)θ(y)(ϕ(z)) = ϕ(yz).

Since η is a right congruence we get (xz, yz) ∈ η. Hence (ac, bc) ∈ ϕ(η).
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To finish the proof observe that (1) implies that there exists an action of M/η on
A induced by θ. Moreover, (2) guarantees that the latter action induces an action
θ : M/η → Aut(A/ϕ(η)). Finally, it is clear that ϕ induces a map ϕ : M/η →
A/ϕ(η) satisfying ϕ(1) = 1 and the cocycle condition with respect to θ. Moreover,
bijectivity of ϕ follows easily from bijectivity of ϕ. �

Lemma 1.3. Assume that θ : M → Aut(A) is an action and ϕ : M → A is a
bijective 1-cocycle with respect to θ. Let G = θ(M) ⊆ Aut(A), which is a submonoid
of Aut(A). Then the map f : M → A�G defined as f(x) = (ϕ(x), θ(x)) for x ∈ M
is an injective morphism of monoids. In particular,

M ∼= f(M) = {(a, φ(a)) : a ∈ A} ⊆ A� G,

where the map φ = θ ◦ ϕ−1 : A → G satisfies φ(a)φ(b) = φ(aφ(a)(b)) for a, b ∈ A.

Proof. We have f(1) = (ϕ(1), θ(1)) = (1, id). Moreover, if x, y ∈ M , then

f(xy) = (ϕ(xy), θ(xy))

= (ϕ(x)θ(x)(ϕ(y)), θ(x)θ(y))

= (ϕ(x), θ(x))(ϕ(y), θ(y))

= f(x)f(y).

Since ϕ is injective, f is injective as well. Finally, if a, b ∈ A, then a = ϕ(x) and
b = ϕ(y) for some x, y ∈ M . Therefore

φ(a)φ(b) = θ(x)θ(y) = θ(xy) = φ(ϕ(xy)) = φ(ϕ(x)θ(x)(ϕ(y))) = φ(aφ(a)(b)).

Hence the result follows. �

Proposition 1.4. Assume that (X, r) is a left non-degenerate solution of the
Yang–Baxter equation. Let A = A(X, r), M = M(X, r), and G = G(X, r) =
gr(λx | x ∈ X) ⊆ Sym(X).

(1) There exists an action θ : M → Aut(A) and a bijective 1-cocycle ϕ : M →
A with respect to θ satisfying θ(x) = λx and ϕ(x) = x for x ∈ X. In
particular, G = θ(M).

(2) The map f : M → A � G defined as f(x) = (ϕ(x), θ(x)) for x ∈ M is an
injective morphism of monoids. In particular,

M ∼= f(M) = {(a, φ(a)) : a ∈ A} ⊆ A� G,

where the map φ = θ ◦ ϕ−1 : A → G satisfies φ(a)φ(b) = φ(aφ(a)(b)) for
a, b ∈ A. That is, M is a regular submonoid of the semidirect product A�G.

(3) If the set X is finite, then G is a finite group.

Proof. Let F denote the free monoid on X. Define the action ϑ : F → Aut(F ) by
the rule ϑ(x) = λx for x ∈ X. Similarly, let ψ : F → F be the bijective 1-cocycle
with respect to ϑ induced by the rule ψ(x) = x for x ∈ X. Denote by η the
congruence on F generated by pairs (xy, λx(y)ρy(x)) for all x, y ∈ X. Clearly, we
have F/η ∼= M . Moreover, it follows from equation (1) that η ⊆ Kerϑ. Now, fix
x, y, z ∈ X and put

u = λz(x) ∈ X and v = λρx(z)(y) ∈ X.
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Then using equation (1) we get

ϑ(z)(ψ(xy)) = λz(xλx(y))

= λz(x)λz(λx(y))

= λz(x)λλz(x)(λρx(z)(y))

= uλu(v)

= ψ(uv).

Furthermore, equations (1) and (2) yield

ϑ(z)(ψ(λx(y)ρy(x))) = λz(λx(y)λλx(y)(ρy(x)))

= λz(λx(y))λz(λλx(y)(ρy(x)))

= λλz(x)(λρx(z)(y))λλz(λx(y))(λρλx(y)(z)(ρy(x)))

= λλz(x)(λρx(z)(y))λλλz(x)(λρx(z)(y))(ρλρx(z)(y)(λz(x)))

= λu(v)λλu(v)(ρv(u))

= ψ(λu(v)ρv(u)).

Hence ψ(η) = {(ϑ(z)(x), ϑ(z)(y)) : (x, y) ∈ η} for all z ∈ F . Concluding, the
congruence η satisfies both conditions (1) and (2) from Lemma 1.2. Thus ψ(η) is a
congruence on F . Moreover, the congruence ψ(η) is generated by pairs

(ψ(xy), ψ(λx(y)ρy(x))) = (xλx(y), λx(y)λλx(y)(ρy(x)))

for all x, y ∈ X. Therefore F/ψ(η) ∼= A and both statements (1) and (2) of the
proposition are direct consequences of Lemmas 1.2 and 1.3. Since statement (3) is
obvious, the result is proved. �

It is worth adding that for a solution (X, r) we can also define a “right analog”
A′(X, r) of the monoid A(X, r) as

A′(X, r) = 〈X | ρy(x)y = ρρy(x)(λx(y))ρy(x) for all x, y ∈ X〉.

If the solution (X, r) is right non-degenerate, then one can show (in a simi-
lar manner as in Proposition 1.4) that there exist a right action of M(X, r) on
A′(X, r) and a bijective (right) 1-cocycle M(X, r) → A′(X, r) with respect to
this action. Hence, one obtains that the structure monoid M(X, r) is isomor-
phic to the regular submonoid {(φ′(a), a) : a ∈ A′(X, r)} of the semidirect product
G′(X, r)op � A′(X, r), where G′(X, r) = gr(ρx | x ∈ X) ⊆ Sym(X) and the map
φ′ : A′(X, r) → G′(X, r) satisfies φ′(b)φ′(a) = φ′(φ′(b)(a)b) for all a, b ∈ A′(X, r).

2. Structure of the monoid A(X, r) and its algebra

The following lemma and proposition are proved in [46] and [34] for right non-
degenerate solutions. We include the proofs for completeness’ sake.

Lemma 2.1. Let (X, r) be a left non-degenerate solution of the Yang–Baxter equa-
tion. Then

λx ◦ σy = σλx(y) ◦ λx

for all x, y ∈ X, where σz for z ∈ X is defined by the first equality in (3).
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Proof. Let z ∈ X. By (3) and (1) we get

λx(σy(z)) = λx(λy(ρλ−1
z (y)(z))) = λλx(y)(λρy(x)(ρλ−1

z (y)(z))).

Denote t = λ−1
z (y) ∈ X. Then using (2) the previous equation becomes

λλx(y)(λρλz(t)(x)(ρt(z))) = λλx(y)(ρλρz(x)(t)(λx(z))) = λλx(y)(ρλρz(x)(λ
−1
z (y))(λx(z))).

Applying (1) and (3) once more, we get that this is equal to

λλx(y)(ρλ−1
λx(z)

(λx(y))
(λx(z))) = σλx(y)(λx(z)),

and the result follows. �

Proposition 2.2. Assume that (X, r) is a left non-degenerate solution of the Yang–
Baxter equation. Define s : X ×X → X ×X by s(x, y) = (y, σy(x)). Then (X, s)
is a left non-degenerate solution of the Yang–Baxter equation satisfying M(X, s) =
A(X, s) = A(X, r). Moreover, the solution (X, r) is bijective if and only if (X, s)
is bijective if and only if (X, s) is right non-degenerate, and in this case (X, s) is
called the rack solution associated to (X, r).

Proof. Let r1 = id× r, r2 = r× id, s1 = id× s, and s2 = s× id. Our aim is to show
that

s1 ◦ s2 ◦ s1 = s2 ◦ s1 ◦ s2.
We shall prove that si = J ◦ri ◦J−1 for 1 � i � 2, where the map J : X×X×X →
X × X × X is defined as J(x, y, z) = (x, λx(y), λx(λy(z))), which clearly implies
what we need. First note that J is indeed a bijection with the inverse given by
J−1(x, y, z) = (x, λ−1

x (y), λ−1

λ−1
x (y)

(λ−1
x (z))). Put

u = λ−1
x (y) ∈ X and v = λ−1

x (z) ∈ X.

Then we have J−1(x, y, z) = (x, u, λ−1
u (v)). Since λy(ρu(x)) = σy(x) by (3) and

λy(λρu(x)(λ
−1
u (v))) = λλx(u)(λρu(x)(λ

−1
u (v))) = λx(λu(λ

−1
u (v))) = λx(v) = z

by (1), we obtain

(J ◦ r1 ◦ J−1)(x, y, z) = J(r1(x, u, λ
−1
u (v)))

= J(y, ρu(x), λ
−1
u (v))

= (y, λy(ρu(x)), λy(λρu(x)(λ
−1
u (v))))

= (y, σy(x), z)

= s1(x, y, z).

Moreover, because λv(ρλ−1
u (v)(u)) = σv(u) by (3) and

λx(λv(ρλ−1
u (v)(u))) = λx(σv(u)) = σλx(v)(λx(u)) = σz(y)

by Lemma 2.1, we conclude that

(J ◦ r2 ◦ J−1)(x, y, z) = J(r2(x, u, λ
−1
u (v)))

= J(x, v, ρλ−1
u (v)(u))

= (x, z, λx(λv(ρλ−1
u (v)(u))))

= (x, z, σz(y))

= s2(x, y, z).
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Hence the first part of the result is proved. To finish the proof it is enough to
observe that s = I ◦ r ◦ I−1, where the bijection I : X ×X → X ×X is defined as
I(x, y) = (x, λx(y)). �

Moreover, in case the solution (X, r) is bijective, if we define x � y = σy(x) for
x, y ∈ X, then the resulting structure (X, �) is a rack. If, furthermore, σy(y) = y
for all y ∈ X, this is a quandle (see also [16]).

Remark 2.3. Note that if (X, r) is a bijective left non-degenerate solution, then,
by virtue of the defining relations, every element x of X is normal in A = A(X, r).
Hence each element of A is normal; i.e., aA = Aa for all a ∈ A. If X = {x1, . . . , xn}
is a finite set, then

A = {xk1
1 · · ·xkn

n : k1, . . . , kn � 0}.

In essence, Proposition 2.2 boils down to the equality

σx ◦ σy = σσx(y) ◦ σx

for all x, y ∈ X. Moreover, the above equality assures that the action of A = A(X, r)
on A, given as

σa = σxn
◦ · · · ◦ σx1

and σa(b) = σa(y1) · · ·σa(ym)

for a = x1 · · ·xn ∈ A and b = y1 · · · ym ∈ A, where xi, yj ∈ X, is well-defined. We
shall freely use this fact throughout the paper.

Proposition 2.4. Assume that (X, r) is a bijective left non-degenerate solution of
the Yang–Baxter equation. Then there exist a set I and σ-invariant submonoids
Ai of A = A(X, r) for i ∈ I (i.e., σa(Ai) ⊆ Ai for all a ∈ A and i ∈ I) such that
A is the subdirect product of the family (Ai)i∈I and AiAj = AjAi for all i, j ∈ I.
Furthermore, if X is a finite set, then I can be taken as a finite set.

Proof. For x, y ∈ X we declare that x ∼ y if and only if there exists a ∈ A such that
σa(x) = y. It is clear that ∼ is an equivalence relation onX. So, letX =

⋃
i∈I Xi be

the partition of X with respect to ∼. Let Ai = 〈Xi〉 for i ∈ I denote the submonoid
of A generated by Xi. Clearly, each monoid Ai is σ-invariant. Moreover, as each
element of A is normal, it follows that A is the subdirect product of the family
(Ai)i∈I . �

Lemma 2.5. Assume that (X, r) is a finite bijective left non-degenerate solution
of the Yang–Baxter equation. Then there exists d � 1 such that ad is a central
element of A = A(X, r) for each a ∈ A.

Proof. As X is a finite set, it follows that there exists d � 1 (we can choose d as a
divisor of n!, where n = |X|) such that σd

a = id for each a ∈ A. Now, if b ∈ A, then

bad = aσa(b)a
d−1 = · · · = adσd

a(b) = adb,

and the result follows. �

Remark 2.6. Moreover, if ac = bc or ca = cb holds for some a, b, c ∈ A, then
azi = bzi for some i � 1, where z = xd

1 · · ·xd
n ∈ Z(A) (here d � 1 is defined as

in Lemma 2.5). Hence the monoid A is left cancellative if and only if it is right
cancellative if and only if the central elements of A are cancellable.
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Theorem 2.7. Assume that (X, r) is a finite bijective left non-degenerate solution
of the Yang–Baxter equation. Then A = A(X, r) is a central-by-finite monoid;
i.e., A =

⋃
f∈F Cf for a central submonoid C ⊆ A and a finite subset F ⊆ A.

In particular, if K is a field, then K[A] is a finite module over a central affine
subalgebra of K[A]. Hence, K[A] is a Noetherian PI-algebra satisfying

clKdimK[A] = GKdimK[A] = rkA � |X|,
and the equality holds if and only if the solution (X, r) is involutive.

Proof. Write X = {x1, . . . , xn} with n = |X|. By Lemma 2.5 we know that there
exists d � 1 such that xd

1, . . . , x
d
n are central elements of A. Define C = 〈xd

1, . . . , x
d
n〉.

Clearly C is a central submonoid of A. Moreover, Remark 2.3 yields A =
⋃

f∈F Cf ,
where

F = {xk1
1 · · ·xkn

n : 0 � k1, . . . , kn < d} ⊆ A.

In particular, K[A] =
∑

f∈F K[C]f is a finite module over the central affine

subalgebra K[C] of K[A]. Therefore, the algebra K[A] is Noetherian and PI.
Hence clKdimK[A] = GKdimK[A] = rkA by [37, Theorem 14, p. 284]. Be-
cause the commutative algebra K[C] can be generated by n elements, we get
GKdimK[A] = GKdimK[C] � n, as desired.

Finally, it is clear that if (X, r) is involutive, then the equality clKdimK[A] =
GKdimK[A] = rkA = n holds as A is a free abelian monoid of rank n. Whereas if
(X, r) is not involutive, then we claim that σx(y) �= y for some x, y ∈ X. Indeed,

otherwise σx = id for all x ∈ X and then λx = λ̂x by (3). Since

ρy(x) = λ̂−1
λx(y)

(x) = λ−1

λ̂x(y)
(x) = ρ̂y(x),

we get ρy = ρ̂y for all y ∈ X. Thus r = r−1 and (X, r) is involutive, a contradic-
tion. Hence σx(y) �= y for some x, y ∈ X. Now ydx = xσx(y)

d = σx(y)
dx yields

(yd − σx(y)
d)xd = 0 ∈ K[C]. Therefore, if p is a prime ideal of K[C], then xd ∈ p

or yd − σx(y)
d ∈ p. Thus the commutative algebra K[C]/p can be generated by

fewer than n elements, and it follows that clKdimK[A] = clKdimK[C] < n. �

Theorem 2.8. Assume that (X, r) is a finite bijective left non-degenerate solution
of the Yang–Baxter equation. Let A = A(X, r). If K is a field, then the following
conditions are equivalent:

(1) (X, r) is an involutive solution.
(2) A is a free abelian monoid of rank |X|.
(3) A is a cancellative monoid.
(4) rkA = |X|.
(5) K[A] is a prime algebra.
(6) K[A] is a domain.
(7) clKdimK[A] = |X|.
(8) GKdimK[A] = |X|.

Proof. It is obvious that (1) =⇒ (2) =⇒ (8). Moreover, we have (1) ⇐⇒ (4) ⇐⇒
(7) ⇐⇒ (8) by Theorem 2.7. Since clearly (2) =⇒ (6) =⇒ (5), and (5) =⇒ (3)
follows by Remark 2.3, it is enough to show that (3) =⇒ (2). So assume (3) and
observe first that xx = xσx(x) yields σx(x) = x for each x ∈ X. Now, choose d � 1
such that ad ∈ Z(A) for each a ∈ A. Then for x, y ∈ X we have

ydx = yd−1xσx(y) = · · · = xσx(y)
d = σx(y)

dx,
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which leads to σx(y)
d = yd. Because the elements yd and σx(y)

d cannot be rewritten
using the defining relations of A (the only way to rewrite the word zd for z ∈ X
would be to use a relation of the form zσz(z) = zz = σ−1

z (z)z), we conclude that
σx(y) = y. Hence σx = id and (2) follows. This finishes the proof. �

Assume that (X, r) is a finite bijective left non-degenerate solution of the Yang–
Baxter equation. Let A = A(X, r) and define

ηA = {(a, b) ∈ A×A : ac = bc for some c ∈ A}.
By Remark 2.3 it follows that ηA is the cancellative congruence of the monoid A,
that is, the smallest congruence η on A such that the quotient monoid A/η is can-
cellative. Moreover, ηA =

⋃∞
i=1 ηi is a union of the ascending chain of congruences

ηi = {(a, b) ∈ A × A : azi = bzi} (here z =
∏

x∈X xd ∈ Z(A) is defined as in
Remark 2.3). Note that the lattice of congruences on A can be embedded into the
lattice of ideals of the algebra K[A] (here K is an arbitrary field) by associating to
a congruence η on A the ideal

I(η) = SpanK{a− b : (a, b) ∈ η},
the K-linear span of the set consisting of all elements a − b with (a, b) ∈ η. We
conclude by Theorem 2.7 that the monoid A satisfies the ascending chain condition
on congruences. Hence there exists t � 1 such that ηi = ηt for each i � t, and thus
ηA = ηt. Therefore, we have proved the following result.

Proposition 2.9. Assume that (X, r) is a finite bijective left non-degenerate solu-
tion of the Yang–Baxter equation. Then there exists t � 1 such that

ηA = {(a, b) ∈ A×A : azi = bzi}
for all i � t, where z =

∏
x∈X xd ∈ Z(A) is defined as in Remark 2.3. In particular,

the ideal Azt is cancellative, and if K is a field, then I(ηA) = AnnK[A](z
i) for all

i � t.

3. Prime ideals of A(X, r) and K[A(X, r)]

We shall begin this section with the following description of prime ideals of the
monoid A = A(X, r). The prime spectra of A and K[A] (for a field K) are denoted
as Spec(A) and Spec(K[A]), respectively.

Proposition 3.1. Assume that (X, r) is a finite bijective left non-degenerate solu-
tion of the Yang–Baxter equation. Let A = A(X, r) and

Z = Z(X, r) = {Z ⊆ X : ∅ �= Z �= X and σx(Z) = Z for all x ∈ X \ Z}.
Define P (Z) =

⋃
z∈Z Az for Z ∈ Z. Then the maps

Z → Spec(A) : Z �→ P (Z) and Spec(A) → Z : P �→ X ∩ P

are mutually inverse bijections.

Proof. Since the elements of A are normal it is clear that if P ∈ Spec(A), then
∅ �= X ∩P �= X and P =

⋃
x∈X∩P Ax. Moreover, if x ∈ X ∩P and y ∈ X \P , then

yσy(x) = xy ∈ P . Hence y /∈ P implies that σy(x) ∈ P . Therefore, σy(X ∩ P ) =
X ∩ P and X ∩ P ∈ Z.

Conversely, if Z ∈ Z, then we claim that P (Z) is a prime ideal of A. To show
this observe that if x1 · · ·xn ∈ P (Z) for some x1, . . . , xn ∈ X, then necessarily
xi ∈ P (Z) for some 1 � i � n. Otherwise x1, . . . , xn ∈ X \ Z, and then each word
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in the free monoid on X representing the element x1 · · ·xn ∈ A must be a product
of letters in X \ Z, which leads to a contradiction. Indeed, if x, y ∈ X \ Z, then
the only way to rewrite the word xy is to use one of the relations xy = yσy(x) and
xy = σ−1

x (y)x. Since σx(Z) = σy(Z) = Z, we get σx(X \ Z) = σy(X \Z) = X \ Z.
Hence both σy(x) and σ−1

x (y) are elements of X \ Z. �

Our next result provides an inductive description of all prime ideals of the monoid
algebra K[A(X, r)] over a field K in terms of prime ideals of group algebras over K
of certain finitely generated FC-groups (finite conjugacy groups) closely related to
the monoid A(X, r). Recall that for such a group G = Δ(G) the torsion elements
form a finite characteristic subgroup G+ = Δ+(G) such that G/G+ is a finitely
generated free abelian group (see, e.g., [39, Section 4.1]).

Proposition 3.2. Assume that (X, r) is a finite bijective left non-degenerate so-
lution of the Yang–Baxter equation. Let A = A(X, r) and Z = Z(X, r). If K is
a field and P is a prime ideal of the algebra K[A], then X ∩ P ∈ Z ∪ {∅, X}.
Moreover, for such a prime ideal P the following properties hold:

(1) There exists an inclusion preserving bijection between the set of prime ideals
Q of K[A] with the property X ∩Q = X ∩P and the set of all prime ideals
of the algebra K[A \ P ]. Moreover, the monoid A \ P has the following
presentation:

A \ P ∼= 〈X \ P | xy = yσy(x) for all x, y ∈ X \ P 〉.
(2) There exists an inclusion-preserving bijection between the set of prime ideals

Q of K[A] satisfying Q∩A = ∅ and the set of all prime ideals of the group
algebra K[G], where

G = gr(X | xy = yσy(x) for all x, y ∈ X).

Furthermore, the cancellative monoid A = A/ηA has a group of quotients
which is equal to the central localization A〈z〉−1 for some z ∈ Z(A), and
G ∼= A〈z〉−1. Clearly, G is a finitely generated FC-group.

Proof. Clearly P ∩A is a prime ideal of A and X ∩ (P ∩A) = X ∩ P . Hence, from
Proposition 3.1, we get that X ∩ P ∈ Z if ∅ �= X ∩ P �= X. Therefore, the first
part of the proposition follows.

Since Q∩A =
⋃

x∈Q∩X Ax, it is clear that the set of prime ideals Q of K[A] with
the property X ∩ Q = X ∩ P is in an inclusion-preserving bijection with the set
of all prime ideals of the algebra K[A]/K[P ∩A] ∼= K0[A/(P ∩A)], the contracted
semigroup algebra of A/(P∩A) (recall that the contracted semigroup algebraK0[S],
for a semigroup S with zero element θ, is defined as K[S]/Kθ). By Proposition 3.1
we get A \ P = 〈X \ P 〉 ⊆ A and also A \ P ∼= 〈X \ P | xy = yσy(x) for all x, y ∈
X \ P 〉. Therefore, A/(P ∩A) ∼= (A \ P ) ∪ {θ}. Hence K0[A/(P ∩A)] ∼= K[A \ P ],
and (1) follows.

Assume now that Q is a prime ideal of K[A] such that Q ∩ A = ∅. We claim
that Q contains the ideal I(ηA). Indeed, if a, b ∈ A satisfy ac = bc for some central
element c ∈ A, then

(a− b)K[A]c = (a− b)cK[A] = 0 ⊆ Q.

Since c /∈ Q, we get a− b ∈ Q. Therefore the ideals of K[A] intersecting A trivially
correspond bijectively to the prime ideals of the algebra K[A]/I(ηA) ∼= K[A] and
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hence also to the prime ideals of the central localization K[A]〈z〉−1 ∼= K[A〈z〉−1],
where z =

∏
x∈X xd ∈ Z(A) (here d � 1 is defined as in Lemma 2.5). So, it remains

to show that the group G is isomorphic to A〈z〉−1, which is clearly equal to the
group of quotients of the monoid A. Observe that the natural morphism A → G
factors through A and thus also through A〈z〉−1. Hence we get a natural morphism
of groups ϕ : A〈z〉−1 → G.

Surjectivity of ϕ is obvious. Let a, b ∈ A〈z〉−1 such that ϕ(a) = ϕ(b). We may
assume that a, b ∈ A, as we can multiply them by their highest denominator in z.
Consider a and b as words in the free group F with generators in X. By adding
the relation xy = yσy(x) on the free group F , we get the group G, where the
words corresponding to a and b are equal. Hence, they are equal in every group
generated in X, satisfying the relation xy = yσy(x). Thus, a = b in the group

A〈z〉−1. Therefore, ϕ is injective, which finishes the proof. �
As Example 3.3 shows, it is possible that the algebra K[A(X, r)] does not admit

prime ideals intersecting the monoid A(X, r) non-trivially, even if the group Σ =
gr(σx | x ∈ X) ⊆ Sym(X) is cyclic.

However, it is clear that for a prime ideal P of K[A(X, r)] we have P ∩A(X, r) �=
∅ if and only if z ∈ P , where the element z =

∏
x∈X xd ∈ Z(A(X, r)) is defined

as in Remark 2.3. Thus, the maximal ideal containing 1 − z is a prime ideal that
intersects A(X, r) trivially. Hence the algebraK[A(X, r)] always has minimal prime
ideals intersecting the monoid A(X, r) trivially.

Example 3.3. Let X be a finite non-empty set. Fix σ ∈ Sym(X) and define
r : X × X → X × X as r(x, y) = (y, σ(x)). Clearly (X, r) is a bijective non-
degenerate solution of the Yang–Baxter equation. Let A = A(X, r) and let K be a
field. If x, y ∈ X, then y(x − σ(x)) = (x − σ(x))σ(y) in K[A]. Thus x − σ(x) is a
normal element of K[A], and hence K[A](x− σ(x)) is an ideal of K[A]. We claim
that this ideal is nilpotent. Indeed, observe first that the equality xσ(x) = σ(x)2

yields
(x− σ(x))2 = x2 − xσ(x)− σ(x)x+ σ(x)2 = (x− σ(x))x,

which leads to (x− σ(x))n+1 = (x− σ(x))xn for each n � 1. In particular, if d � 1
is equal to the order σ, then (x− σ(x))d = 0. Indeed, if d = 1, then the equality is
obvious. Whereas, if d � 2, then

(x− σ(x))d = (x− σ(x))xd−1 = xd − σ(x)xd−1 = xd − xd−1σd(x) = 0.

Thus (K[A](x − σ(x)))d = K[A](x − σ(x))d = 0, as claimed. Hence the ideal
P =

∑
x∈X K[A](x − σ(x)) is nilpotent. Note that if x, y ∈ X, then xy − yx =

x(y − σ(y)) ∈ P . Moreover, if x ∈ X and n � 1, then

x− σn(x) =
n∑

i=1

(σi−1(x)− σi(x)) ∈ P.

These facts easily lead to a conclusion that K[A]/P ∼= K[t1, . . . , ts], the commuta-
tive polynomial algebra in s commuting variables, where s is the number of disjoint
cycles in the decomposition of σ. Hence the ideal P is also semiprimitive. Therefore,
B(K[A]) = J (K[A]) = P is the unique minimal prime ideal of K[A]. In particular,
clKdimK[A] = s may be equal to any prescribed integer between 1 and |X|.

Moreover, as Example 3.4 shows, the description of the minimal primes of the
algebra K[A(X, r)] depends on the characteristic of a base field K.
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Example 3.4. Consider the solution (X, r) defined in Example 1.1. Let A =
A(X, r) and assume that K is a field. The following facts can be verified (using
the theory of Gröbner bases and the fact that the algebras under consideration are
Z-graded). If charK = 3, then the minimal prime ideals of the algebra K[A] are of
the form

P1 = (x2, x3), P2 = (x1, x3), P3 = (x1, x2), P4 = (x1 − x2, x2 − x3).

Whereas, if charK �= 3, then the minimal primes of K[A] consist of the ideals
P1, P2, P3, P4 together with the ideal

P5 = (x1 + x2 + x3, x
2
1 − x2

2, x
2
2 − x2

3) = (x1 + x2 + x3, x
2
1 − x2

2).

Furthermore, if charK = 3, then 0 �= x1(x2−x3) ∈ B(K[A]), whereas if charK �= 3,
then the algebra K[A] is semiprime.

Our next aim is to determine the classical Krull dimension (which is equal to
the Gelfand–Kirillov dimension; see Theorem 2.7) of the algebra K[A(X, r)] over a
field K in terms of certain purely combinatorial properties of the permutations σx

for x ∈ X.

Theorem 3.5. Assume that (X, r) is a finite bijective left non-degenerate solu-
tion of the Yang–Baxter equation. Let A = A(X, r) and let G = gr(X | xy =
yσy(x) for all x, y ∈ X). If K is a field and P is a minimal prime ideal of the
algebra K[A] satisfying P ∩A = ∅, then

clKdimK[A]/P = clKdimK[G] = s,

where s is the number of orbits of X with respect to the action of the group Σ =
gr(σx | x ∈ X) ⊆ Sym(X).

Proof. By Lemma 2.5 there exists d � 1 such that σd
x = id for each x ∈ X. Define

C = 〈xd | x ∈ X〉 ⊆ A. Clearly, C is a central submonoid of A. First, we shall
prove that

(4) clKdimK[A]/P � s.

Note that if x ∈ X and a ∈ A, then axd = xdσd
x(a) = xda = aσa(x)

d. Hence

aK[A](xd − σa(x)
d) = K[A]a(xd − σa(x)

d) = 0 ⊆ P.

Thus a /∈ P leads to xd − σa(x)
d ∈ P . Since K[C] is a central subalgebra of

K[A], the ideal p = P ∩ K[C] is prime. Moreover, xd − σa(x)
d ∈ p for all x ∈

X and a ∈ A. Therefore, clKdimK[C]/p � s because the commutative algebra
K[C]/p can be generated by s elements (the image of the set {xd : x ∈ X} ⊆ C
in K[C]/p has cardinality � s). Since K[A]/P is a PI-algebra, which is a finite
module over the central subalgebra K[C]/p, we conclude by [35, Theorem 13.8.14]
that clKdimK[A]/P = clKdimC/p � s, as desired.

Next we shall prove that

(5) clKdimK[G] � clKdimK[A]/P.

By Proposition 3.2 we know that P corresponds bijectively to a minimal prime
ideal P of the algebra K[A/ηA] and also to a minimal prime ideal PG of the group
algebra K[G]. Let z =

∏
x∈X xd ∈ C. The images of z in the algebras K[A/ηA]
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and K[A]/P , still denoted by z, are central and regular elements of these algebras.
Since K[A/ηA]〈z〉−1 ∼= K[G] by Proposition 3.2, it follows easily that

(K[A]/P )〈z〉−1 ∼= (K[A/ηA]/P )〈z〉−1 ∼= K[G]/PG.

Hence

clKdimK[G]/PG = clKdim(K[A]/P )〈z〉−1 � clKdimK[A]/P.

Thus, to prove (5) it is enough to show that clKdimK[G]/PG = clKdimK[G].
By [39, Lemma 4.1.8] we know that there exists a finitely generated free abelian
subgroup F ⊆ G of finite index. Therefore, K[G] ∼= K[F ] ∗ (G/F ), a crossed
product of the finite group G/F over the Laurent polynomial algebra K[F ]. Hence
[38, Theorem 16.6] guarantees that

htQ = htQ ∩K[F ] and clKdimK[G]/Q = clKdimK[F ]/(Q ∩K[F ])

for each Q ∈ Spec(K[G]). By Schelter’s theorem (see [35, Theorem 13.10.12]) we
get

ht p+ clKdimK[F ]/p = clKdimK[F ]

for each p ∈ Spec(K[F ]). Since clKdimK[G] = clKdimK[F ], we conclude that

htQ+ clKdimK[G]/Q = clKdimK[G]

for eachQ ∈ Spec(K[G]). In particular, as htPG = 0, we obtain clKdimK[G]/PG =
clKdimK[G], as desired.

Finally, let us observe that the ideal P0 of K[G] generated by elements x − y
for all x, y ∈ X which are in the same orbit of X with respect to the action
of Σ satisfies K[G]/P0

∼= K[t±1
1 , . . . , t±1

s ], the Laurent polynomial algebra in s
commuting variables. Hence

(6) s = clKdimK[G]/P0 � clKdimK[G].

Putting (4), (5), and (6) together we get clKdimK[A]/P = clKdimK[G] = s,
which finishes the proof. �

Motivated by Propositions 3.1 and 3.2 and Theorem 3.5 we define

ΣZ = gr(σx | x ∈ X \ Z) ⊆ Sym(X)

and

s(Z) = the number of orbits of X \ Z with respect to the action of ΣZ

for each Z ∈ Z0 = Z ∪ {∅}, where Z = Z(X, r).
By Proposition 3.1 we know that all sets in Z are of the form X ∩P for a prime

ideal P of A = A(X, r). On the other hand, Proposition 3.2 assures that if Q is a
prime ideal of the algebra K[A] over a field K, then X∩Q ∈ Z0 or X∩Q = X. But
if Q is a minimal prime ideal ofK[A], then the latter possibility is excluded. Indeed,
otherwise Q would strictly contain the prime ideal Q0 generated by elements x− y
for all x, y ∈ X. However, as Example 3.6 shows, not all sets in Z0 are of the form
X ∩Q for a minimal prime ideal Q of K[A].

Example 3.6. Let X = {x1, x2, x3, x4, x5}. Define σ1 = σ2 = (1, 2), σ3 = σ5 = id,
and σ4 = (3, 5). Let r : X ×X → X ×X be defined as r(xi, xj) = (xj , xσj(i)). It is
easy to check that (X, r) is a bijective non-degenerate solution of the Yang–Baxter
equation. If K is a field and A = A(X, r), then

x4(x3 − x5) = 0, x1(x1 − x2) = 0, x2(x1 − x2) = 0
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in K[A]. Clearly, the first equality assures that each prime ideal P of K[A] contains
x4 or x3−x5. Moreover, the second and third equalities guarantee that x1−x2 ∈ P .
Because P1 = (x1 − x2, x4) and P2 = (x1 − x2, x3 − x5) are prime ideals of K[A]
(actually, we have K[A]/P1

∼= K[A]/P2
∼= K[t1, t2, t3], the polynomial algebra

in three commuting variables), P1 and P2 are the only minimal prime ideals of
K[A]. However, the set Z = {x3, x5} ∈ Z(X, r) satisfies Z �= X ∩ P1 = {x4} and
Z �= X ∩ P2 = ∅.

Note that Example 3.6 shows also that the algebra K[A], where A = A(X, r),
may contain minimal prime ideals of mixed type (i.e., prime ideals P of K[A]
satisfying P ∩ A �= ∅ but P �= K[P ∩ A]), even if the group Σ = gr(σx | x ∈ X) ⊆
Sym(X) is abelian. This is in contrast to what happens in the cancellative case
(see [24]).

Moreover, Example 3.7 shows that it is possible that the algebra K[A] contains
prime ideals of the form P = K[P ∩A], even if each orbit of X with respect to the
action of the group Σ has cardinality larger than 1.

Example 3.7. Let X = {x1, x2, x3, x4}. Define σ1 = σ2 = id and σ3 = σ4 =
(1, 2)(3, 4). Moreover, let r : X ×X → X ×X be defined as r(xi, xj) = (xj , xσj(i)),
a bijective non-degenerate solution of the Yang–Baxter equation. If K is a field
and A = A(X, r), then

x3(x3 − x4) = 0, x4(x3 − x4) = 0, x3(x1 − x2) = 0, x4(x1 − x2) = 0

in K[A]. The above equalities assure that each prime ideal of K[A] contains x3, x4,
or x1 − x2, x3 − x4. Since P = (x3, x4) is a prime ideal of K[A] (actually, we have
K[A]/P ∼= K[t1, t2], the polynomial algebra in two commuting variables), it is a
minimal prime ideal of K[A].

Theorem 3.8. Assume that (X, r) is a finite bijective left non-degenerate solution
of the Yang–Baxter equation. Let A = A(X, r) and let Z0 = Z ∪ {∅}, where
Z = Z(X, r). If K is a field, then

clKdimK[A] = max{s(Z) : Z ∈ Z0}.

Proof. Define s = max{s(Z) : Z ∈ Z0}. If P is a minimal prime ideal of K[A],
then X ∩ P ∈ Z0 and P corresponds to a minimal prime ideal P ′ of the algebra
K[A \ P ] such that P ′ ∩ (A \ P ) = ∅ and K[A]/P ∼= K[A \ P ]/P ′ (see Proposition
3.2). Therefore, Theorem 3.5 implies that

clKdimK[A]/P = clKdimK[A \ P ]/P ′ = s(X ∩ P ) � s.

Since we have clKdimK[A] = clKdimK[A]/P for some minimal prime ideal P of
K[A], the inequality clKdimK[A] � s follows.

To show that clKdimK[A] � s we have to check that clKdimK[A] � s(Z) for
each Z ∈ Z0. So, let us fix Z ∈ Z0. If Z = ∅, then we are done by Theorem
3.5. Whereas, if Z ∈ Z, then A = P (Z) ∪ A(Z), where P (Z) =

⋃
z∈Z Az and

A(Z) = A \ P (Z) = 〈X \ Z〉 ⊆ A is the submonoid of A generated by X \ Z.
Therefore, K[A]/K[P (Z)] ∼= K0[A/P (Z)] ∼= K[A(Z)], which leads to

clKdimK[A] � clKdimK[A]/K[P (Z)] = clKdimK[A(Z)] � s(Z),

where the last inequality is a consequence of the fact that the ideal P0 of K[A(Z)],
generated by elements of the form x − y for all x, y ∈ X \ Z which are in the
same orbit of X \ Z with respect to the action of the group ΣZ , satisfies
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K[A(Z)]/P0
∼= K[t1, . . . , ts(Z)], the polynomial algebra in s(Z) commuting vari-

ables. Hence the result follows. �

4. Structure of the monoid M(X, r) and its algebra

If (X, r) is a left non-degenerate solution, then by Proposition 1.4 we may (and
we shall) identify the structure monoid M = M(X, r) with its image {(a, φ(a)) :
a ∈ A = A(X, r)} in the semidirect product A � G, where G = G(X, r) =
gr(λx | x ∈ X) ⊆ Sym(X), and the map φ : A → G satisfies φ(a)φ(b) =
φ(aφ(a)(b)) for a, b ∈ A.

Lemma 4.1. Assume that (X, r) is a finite bijective left non-degenerate solution
of the Yang–Baxter equation. If xz = yz or zx = zy for some x, y, z ∈ M , then
there exists w ∈ Z(M) such that xw = yw.

Proof. Suppose that xz = yz (the proof in case zx = zy is completely similar) and
write z = (a, φ(a)) for some a ∈ A. Because zn = (aφ(a)(a) · · ·φ(a)n−1(a), φ(a)n)
for each n � 1, replacing z by some zn we may assume that φ(a) = id. Moreover,
since ad ∈ Z(A) for some d � 1 (see Lemma 2.5) then replacing z by zd = (ad, id),
we may assume that a ∈ Z(A). Since g(Z(A)) = Z(A) for each g ∈ G = G(X, r),
the element c =

∏
g∈G g(a) ∈ Z(A) is well-defined. It is clear that g(c) = c for each

g ∈ G. Moreover, by induction we prove that φ(ck) = φ(c)k for k � 1. Indeed,

φ(ck) = φ(ck−1c) = φ(ck−1φ(ck−1)(c)) = φ(ck−1)φ(c) = φ(c)k−1φ(c) = φ(c)k

for each k � 1. Hence, replacing c by some ck, we may assume that φ(c) = id.
Define w = (c, id) ∈ M . Clearly w ∈ Z(M). Moreover,

w = (c, id) = (
∏
g∈G

g(a), id) =
∏
g∈G

(g(a), id) = zu,

where u =
∏

id�=g∈G(g(a), id) ∈ A� G (note that the element u may not lie in M).
It follows that xw = yw, which completes the proof. �

As an immediate consequence of Lemma 4.1 we obtain that the monoid M is
left cancellative if and only if it is right cancellative. Moreover, defining

ηM = {(x, y) ∈ M ×M : xz = yz for some z ∈ M},

we see that ηM is the cancellative congruence of M , that is, the smallest congru-
ence η on M such that the quotient monoid M/η is cancellative. The following
proposition gives a description of ηM in terms of the cancellative congruence ηA of
A = A(X, r).

Proposition 4.2. Assume that (X, r) is a finite bijective left non-degenerate solu-
tion of the Yang–Baxter equation. If A = A(X, r) and M = M(X, r), then

ηM = {((a, φ(a)), (b, φ(b))) : (a, b) ∈ ηA and φ(a) = φ(b)}.

Moreover, there exist w ∈ Z(M) and t � 1 such that

ηM = {(x, y) ∈ M ×M : xwi = ywi}

for all i � t. In particular, the ideal Mwt is cancellative, and if K is a field, then
I(ηM ) = AnnK[M ](w

i) for all i � t.
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Proof. If (x, y) ∈ ηM for some x = (a, φ(a)) ∈ M and y = (b, φ(b)) ∈ M , then,
by the proof of Lemma 4.1, there exists c ∈ Z(A) such that g(c) = c for each
g ∈ G = G(X, r), φ(c) = id, and xw = yw for w = (c, id) ∈ Z(M). Hence

(ac, φ(a)) = (a, φ(a))(c, id) = xw = yw = (b, φ(b))(c, id) = (bc, φ(b)).

Thus φ(a) = φ(b) and ac = bc, which gives (a, b) ∈ ηA. Conversely, if (a, b) ∈ ηA and
φ(a) = φ(b), then ac = bc for some c ∈ Z(A). Replacing c by

∏
g∈G g(c) ∈ cA∩Z(A)

we may assume that g(c) = c for each g ∈ G. Now,

(a, φ(a))(c, φ(c)) = (ac, φ(a)φ(c)) = (bc, φ(b)φ(c)) = (b, φ(b))(c, φ(b)).

Hence x = (a, φ(a)) ∈ M and y = (b, φ(b)) ∈ M satisfy xz = yz, where z =
(c, φ(c)) ∈ M and thus (x, y) ∈ ηM .

To obtain the second equality define z =
∏

x∈X xd ∈ Z(A) (here d � 1 is defined

as in Lemma 2.5). Let t � 1 be such that ηA = {(a, b) ∈ A × A : azi = bzi} for
all i � t (see Proposition 2.9). Since g(z) = z for each g ∈ G, we get (z, φ(z))n =
(zn, φ(z)n) = (zn, id) for some n � 1. Define w = (zn, id) ∈ Z(M). Now, if
x = (a, φ(a)) ∈ M and y = (b, φ(b)) ∈ M , then for i � t we obtain, by Proposition
2.9,

(x, y) ∈ ηM ⇐⇒ (a, b) ∈ ηA and φ(a) = φ(b)

⇐⇒ azni = bzni and φ(a) = φ(b)

⇐⇒ xwi = ywi,

because

xwi = (a, φ(a))(zni, id) = (azni, φ(a)) and ywi = (b, φ(b))(zni, id) = (bzni, φ(b)).
�

One says that a square-free left non-degenerate solution (X, r) of the Yang–
Baxter equation satisfies the so-called exterior cyclic condition if r(x, y) = (u, v) for
some x, y, u, v ∈ X implies that there exists z ∈ X such that r(v, y) = (u, z). This
condition was crucial in the study of monoids of I-type (see [24]). In [19] it is shown
that the exterior cyclic condition holds for a square-free left non-degenerate solution
of the Yang–Baxter equation. Considering the importance of this condition, we
include the following generalization of the result in [19], which can be proved in a
similar fashion as in [19].

Corollary 4.3. Assume that (X, r) is a left non-degenerate solution of the Yang–
Baxter equation such that for any x ∈ X there exists a unique y ∈ X satisfying
r(x, y) = (x, y). If x, y, y′, u, v, u′ ∈ X are such that r(x, y) = (u, v), r(y, y′) =
(y, y′), and r(u, u′) = (u, u′), then there exists z ∈ X such that r(v, y′) = (u′, z).

Theorem 4.4. Assume that (X, r) is a finite bijective left non-degenerate solution
of the Yang–Baxter equation. Then the structure monoid M = M(X, r) is central-
by-finite. In particular, if K is a field, then K[M ] is a finite module over a central
affine subalgebra of K[M ]. Hence, K[M ] is a Noetherian PI-algebra. Moreover, if
A = A(X, r), then

clKdimK[M ] = GKdimK[M ] = rkM = clKdimK[A] = GKdimK[A] = rkA

� |X|,
and the equality holds if and only if the solution (X, r) is involutive.
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Proof. By Lemma 2.5 there exists d � 1 such that the elements cx = xd ∈ A, for
x ∈ X, are central. Define C = 〈cx | x ∈ X〉 ⊆ A and zx =

∏
g∈G g(cx) ∈ A for

x ∈ X, where G = G(X, r). Because g(X) = X for each g ∈ G, it is easy to see that
Z = 〈zx | x ∈ X〉 ⊆ C. We claim that K[C] is a finite K[Z]-module. Indeed, let

C0 = {c ∈ C : g(c) = c for all g ∈ G}

denote the submonoid of G-invariants of C. For c ∈ C define p(t) =
∏

g∈G(t−g(c)).

It is clear that p(t) is a monic polynomial with coefficients in K[C0] and p(c) = 0.
Hence K[C0] ⊆ K[C] is an integral extension. Since the algebra K[C] is affine, we
conclude that K[C] is a finite K[C0]-module. Now, if c =

∏
x∈X cnx

x ∈ C0, then
g(c) = c for each g ∈ G and thus

c|G| =
∏
g∈G

g(c) =
∏
g∈G

∏
x∈X

g(cx)
nx =

∏
x∈X

( ∏
g∈G

g(cx)
)nx

=
∏
x∈X

znx
x ∈ Z.

Thus the extension K[Z] ⊆ K[C0] is integral as well. Because the algebra K[C0] is
affine (by the Artin–Tate lemma [35, Lemma 13.9.10]; equivalently, C0 is a finitely
generated monoid), K[C0] is a finite K[Z]-module. Concluding, K[C] is a finite
K[C0]-module and K[C0] is a finite K[Z]-module, which assures that K[C] is a
finite K[Z]-module.

If z ∈ Z, then g(z) = z for each g ∈ G. This leads to (z, φ(z))n = (zn, φ(z)n) for
all n � 1. Hence there exists k � 1 such that φ(zx)

k = id for all x ∈ X. Define Z0 =
〈zkx | x ∈ X〉 ⊆ Z. Then g(z) = z for each z ∈ Z0 and g ∈ G. Moreover, φ(z) = id
for each z ∈ Z0 (this is an easy consequence of id = φ(a)φ(b) = φ(aφ(a)(b)) = φ(ab)
for a, b ∈ A satisfying φ(a) = φ(b) = id). Further, if (a, φ(a)) ∈ M and z ∈ Z0,
then

(z, id)(a, φ(a)) = (za, φ(a)) = (az, φ(a)),

(a, φ(a))(z, id) = (aφ(a)(z), φ(a)) = (az, φ(a)).

Thus Z ′
0 = Z0 × {id} is a central submonoid of M . Clearly K[Z0] ⊆ K[Z] is an

integral extension, and because the algebra K[Z] is affine, K[Z] is a finite K[Z0]-
module. Putting this together with the claim from the first paragraph of the proof,
we obtain that K[C] is a finite K[Z0]-module. Furthermore, K[A] is a finite K[C]-
module (see the proof of Theorem 2.7), which leads to a conclusion that K[A] =∑

f∈F K[Z0]f for some finite subset F ⊆ A. Finally, because

(zf, φ(zf)) = (zf, φ(f)) = (z, id)(f, φ(f))

for z ∈ Z0 and f ∈ F , we get that K[M ] =
∑

f∈F K[Z ′
0](f, φ(f)) is a finite

module over the central affine subalgebra K[Z ′
0] of K[M ]. Hence the algebra

K[M ] is Noetherian and PI. Thus [37, Theorem 14, p. 284] yields clKdimK[M ] =
GKdimK[M ] = rkM . Moreover,

GKdimK[M ] = GKdimK[Z ′
0] = GKdimK[Z0] = GKdimK[A].

Hence, the remaining part of our theorem follows by Theorem 2.7. �

We finish this section with a positive answer to Conjecture 3.20 posed by Gateva-
Ivanova in [19].
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Theorem 4.5. Assume that (X, r) is a finite bijective left non-degenerate solution
of the Yang–Baxter equation. Let M = M(X, r). If K is a field, then the following
conditions are equivalent:

(1) (X, r) is an involutive solution.
(2) M is a cancellative monoid.
(3) rkM = |X|.
(4) K[M ] is a prime algebra.
(5) K[M ] is a domain.
(6) clKdimK[M ] = |X|.
(7) GKdimK[M ] = |X|.

Proof. Clearly (5) =⇒ (4), and (4) =⇒ (2) follows by Lemma 4.1. Moreover,
the implication (1) =⇒ (5) is a well-known fact (cf. [21, Corollary 1.5]). Since
(1) ⇐⇒ (3) ⇐⇒ (6) ⇐⇒ (7) by Theorem 4.4, it is enough to check that
(2) =⇒ (1). But if M is cancellative and ca = cb for some a, b, c ∈ A = A(X, r),
then

(c, φ(c))(φ(c)−1(a), φ(φ(c)−1(a))) = (ca, φ(ca))

= (cb, φ(cb)) = (c, φ(c))(φ(c)−1(b), φ(φ(c)−1(b))).

Hence, by cancellativity of M , we get

(φ(c)−1(a), φ(φ(c)−1(a))) = (φ(c)−1(b), φ(φ(c)−1(b))).

Thus φ(c)−1(a) = φ(c)−1(b) and a = b follows. Hence A is cancellative, and thus
(X, r) is an involutive solution by Theorem 2.8. �

Note that in [28] it is shown that the quadratic monoid is of I-type if and only
if it is cancellative and satisfies the cyclic condition.

5. Prime ideals of M(X, r) and K[M(X, r)]

In this section we give a description of certain prime ideals of the algebra
K[M(X, r)] over a field K for a square-free finite bijective left non-degenerate so-
lution (X, r) of the Yang–Baxter equation. We start with some observations and
introduce some notation. As before we make an identification M = M(X, r) =
{(a, φ(a)) : a ∈ A = A(X, r)} ⊆ A � G, where G = G(X, r) = gr(λx | x ∈ X) ⊆
Sym(X), and the map φ : A → G satisfies φ(a)φ(b) = φ(aφ(a)(b)) for a, b ∈ A. We
first describe all the prime ideals of M(X, r).

Because elements of A are normal, each one-sided ideal of A is a two-sided ideal.
For an ideal I of A put

Ie = {(a, φ(a)) : a ∈ I}.
Similarly, if J is an ideal of M , then put

Jc = {a ∈ A : (a, φ(a)) ∈ J}.
It is clear that Jc is an ideal of A, and Ie is a right ideal of M . Moreover, Ie is
an ideal of M if and only if I satisfies aφ(a)(I) ⊆ I for each a ∈ A (of course it is
enough to consider a ∈ A \ I; let us call such ideals φ-invariant). Thus the rules

I �→ Ie and J �→ Jc

define mutually inverse bijections (actually mutually inverse lattice isomorphisms)
between the set consisting of all φ-invariant ideals of A and the set consisting of all
ideals of M .
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Lemma 5.1. Assume that (X, r) is a finite left non-degenerate solution of the
Yang–Baxter equation. If P is a prime ideal of M = M(X, r), then P = Ie with
I a semiprime ideal of A = A(X, r). Thus P = (Q1 ∩ · · · ∩ Qr)

e for some prime
ideals Q1, . . . , Qr of A that are minimal over I.

Proof. Let P = Ie be a prime ideal of M . We need to prove that I is a semiprime
ideal of A. To do so, assume J is an ideal of A that contains I and such that J/I is
nil. We claim that I = J . First we show that the right ideal Je = {(j, φ(j)) : j ∈ J}
of M is nil modulo P . Indeed, take x = (j, φ(j)) ∈ Je. For any n � 1 we have that

xn = (jφ(j)(j) · · ·φ(j)n−1(j), φ(j)n).

Hence for a large enough n � 1, we have xn = (y, id) with y ∈ J , and thus for
some m � 1, we get that xnm = (ym, id) ∈ Ie and ym ∈ I. This proves that Je

is indeed nil modulo P . Hence, Je/P is nil submonoid of the monoid M/P . Since
M and thus also M/P satisfies the ascending chain condition, it is well-known (cf.
[17, Proposition 17.22] or [24, Theorem 2.4.10]) that Je/P is nilpotent. Since P is
a prime ideal we get that Je ⊆ P = Ie and thus J = I, as desired. �

With notation as above, since P is a left ideal we have that aφ(a)(Q1∩· · ·∩Qr) ⊆
Q1 ∩ · · · ∩Qr for every a ∈ A. As φ(a) ∈ Aut(A) this condition is equivalent to

(7) for every 1 � i � r and for every a ∈ A \Qi there exists 1 � j � r

such that φ(a)(Qj) ⊆ Qi.

Renumbering, if necessary, we may assume that Q1, . . . , Qk are all the prime ideals
of least height among all primes Q1, . . . , Qr. Then, condition (7) yields that for
every 1 � i � k and for every a ∈ A \ Qi there exists 1 � j � k such that
φ(a)(Qj) = Qi. Hence (Q1 ∩ · · · ∩ Qk)

e is an ideal of M . We claim that k = r.
Suppose the contrary, i.e., suppose k < r. First note that (Qk+1 ∩ · · · ∩ Qr)

e and
(Q1 ∩ · · · ∩Qk)

e are right ideals of M . Furthermore,

(Qk+1 ∩ · · · ∩Qr)
e(Q1 ∩ · · · ∩Qk)

e

⊆
⋃

a∈Qk+1∩···∩Qr

(aφ(a)(Q1 ∩ · · · ∩Qk), φ(aφ(a)(Q1 ∩ · · · ∩Qk)))

⊆ (Q1 ∩ · · · ∩Qk ∩Qk+1 ∩ · · · ∩Qr)
e = P.

Thus, (Qk+1 ∩ · · · ∩ Qr)
e ⊆ P or (Q1 ∩ · · · ∩ Qk)

e ⊆ P . The former would imply
that Qs ⊆ Q1 for some k + 1 � s � r. Hence, since all the primes involved are
minimal over I, we would get Qs = Q1, a contradiction.

Hence, we have proved the first part of the following lemma. The second part is
then a translation of condition (7).

Lemma 5.2. Assume that (X, r) is a finite left non-degenerate solution of the
Yang–Baxter equation. If P is a prime ideal of M = M(X, r), then P = Ie with
I a semiprime ideal of A = A(X, r). Thus P = (Q1 ∩ · · · ∩Qr)

e where Q1, . . . , Qr

are prime ideals of A all of the same height, and furthermore,

for every 1 � i � r and for every a ∈ A \Qi there exists 1 � j � r

such that φ(a)−1(Qi) = Qj .

The set of prime ideals {Q1, . . . , Qr} will be denoted as Spec(P ). Consequently

if Q ∈ Spec(P ), then {φ(a)−1(Q) : a ∈ A \Q} ⊆ Spec(P ).
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We now focus on the converse process and investigate whether for a prime ideal
Q of A there exists a prime ideal P of M such that Q ∈ Spec(P ). To do so we
recursively introduce some sets Sn = Sn(Q) consisting of prime ideals of A. Put

S1 = S1(Q) = {Q}

and

Sn+1 = Sn+1(Q) = {φ(a)−1(Q′) : Q′ ∈ Sn and a ∈ A \Q′}.
Since 1 ∈ A \ Q′ for Q′ ∈ Sn and φ(1) = id we get Sn ⊆ Sn+1. Because A has
only finitely many prime ideals there exists n = n(Q) � 1 such that Si = Sn for all
i � n. Put

P (Q) =
⋂

Q′∈Sn

Q′.

We also need the following lemma for square-free solutions. Actually, it is enough
to assume that λx(x) = x for all x ∈ X.

Lemma 5.3. Assume that (X, r) is a finite square-free bijective left non-degenerate
solution of the Yang–Baxter equation. Then there exists t � 1 such that φ(at) = id
for each a ∈ A = A(X, r).

Proof. By Lemma 2.5 we know that there exists d � 1 such that ad ∈ Z(A) for
all a ∈ A. Because of the square-free assumption, there exists d′ � 1 such that
φ(xd′

) = id for all x ∈ X. Replacing d and d′ by a common multiple we may
assume that d = d′. Let C = 〈xd | x ∈ X〉, a submonoid of Z(A). Let ∼ denote
the equivalence relation on A defined by a1 ∼ a2 if c1a1 = c2a2 for some c1, c2 ∈ C.
Because C is a central submonoid of A we have that ∼ is a congruence on A. Denote
by a the natural image of a ∈ A in the monoid A = A/∼. Clearly A = 〈x | x ∈ X〉.
As xd = xd = 1, the monoid A is a group, and, by Remark 2.3, it follows that A is
a finite group, say of order t. Then, for every a ∈ A, we obtain that at = 1. Hence,
for every a ∈ A there exist c1, c2 ∈ C such that c1a

t = c2. Since φ(c1) = φ(c2) = id,
we conclude that

φ(at) = φ(c1)φ(a
t) = φ(c1φ(c1)(a

t)) = φ(c1a
t) = φ(c2) = id,

as desired. �

Lemma 5.4. Assume that (X, r) is a finite square-free bijective left non-degenerate
solution of the Yang–Baxter equation. If Q is a prime ideal of A = A(X, r), then
P (Q)e is a prime ideal of M = M(X, r).

Proof. First we show that P (Q)e is an ideal of M . For this we need to show that
condition (7) holds for the set of primes Sn (where n = n(Q)). So, let Q′ ∈ Sn and
a ∈ A \ Q′. Then by the definition of Sn we have that φ(a)−1(Q′) ∈ Sn+1 = Sn,
and thus condition (7) follows.

Second we prove that P (Q)e is a prime ideal of M . To do so, consider

F = {Ie : I is an ideal of A such that I ⊆ Q and Ie is an ideal of M}.

By the first part P (Q)e ∈ F , and thus F �= ∅. Because of Zorn’s lemma, there
exists a maximal (for the inclusion relation) element of F , say Ie. We claim that
Ie is a prime ideal of M . To prove this, suppose Je and Ke are ideals of M , with J
and K ideals of A that properly contain I such that JeKe ⊆ Ie. Then, because of
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the maximality, there exist j ∈ J \Q and k ∈ K \Q and (j, φ(j))M(k, φ(k)) ⊆ Ie.
Because of Lemma 5.3, let d � 1 be such that φ(jd) = id. Then,

(j, φ(j)) · (φ(j)−1(jd−1), φ(φ(j)−1(jd−1))) · (k, φ(k)) = (jd, id) · (k, φ(k))
= (jdk, φ(k)) ∈ Ie.

Hence jdk ∈ I ⊆ Q, in contradiction with Q being a prime ideal in the monoid A
that consists of normal elements. So, indeed Ie is a prime ideal of M .

Hence, by Lemmas 5.1 and 5.2 we know that I = Q1 ∩ · · · ∩Qr, an intersection
of prime ideals of A of the same height, and Sn(Q) ⊆ Spec(Ie). So I ⊆ P (Q) ⊆ Q,
and thus Ie ⊆ P (Q)e. Since P (Q)e ∈ F , the maximality condition yields that
Ie = P (Q)e, and the result follows. �

The previous lemmas together with results from Section 3 give a full description
of the prime ideals in M(X, r).

Proposition 5.5. Assume that (X, r) is a finite square-free bijective left non-
degenerate solution of the Yang–Baxter equation. The prime ideals of M = M(X, r)
are precisely the ideals P (Q)e, where Q runs through the prime ideals of A =
A(X, r). Further,

P (Q) =
⋂

Q′∈Sn(Q)(Q)

Q′

is an intersection of prime ideals of A of the same height and htP (Q)e = htQ. In
particular, the map

Spec(A) → Spec(M) : Q �→ P (Q)e

satisfies going-up, going-down, and incomparability.

Proof. The first part has been proved. The second part follows now at once. �

We also have the following analog of the second part of Proposition 3.2. That is,
prime ideals of the algebra K[M(X, r)] over a field K not intersecting the monoid
M(X, r) are determined by prime ideals of the group algebra K[G(X, r)].

Proposition 5.6. Assume that (X, r) is a finite bijective left non-degenerate so-
lution of the Yang–Baxter equation. Let M = M(X, r). If K is a field, then there
exists an inclusion-preserving bijection between the set of prime ideals P of K[M ]
satisfying P ∩ M = ∅ and the set of all prime ideals of the group algebra K[G],
where

G = G(X, r) = gr(X | xy = λx(y)ρy(x) for all x, y ∈ X).

Moreover, the cancellative monoid M = M/ηM has a group of quotients which is
equal to the central localization M〈z〉−1 for some z ∈ Z(M), and G ∼= M〈z〉−1.

Proof. By Lemma 2.5 there exists d � 1 such that φ(a)d = id and ad ∈ Z(A) for each

a ∈ A = A(X, r). Moreover, if x ∈ X, then (x, φ(x))d
2

= (y, id)d = (ax, id), where
y = xφ(x)(x) · · ·φ(x)d−1(x) ∈ A and ax = yd ∈ Z(A). Define cx =

∏
g∈G g(ax),

where G = G(X, r). Clearly cx ∈ Z(A) and g(cx) = cx for each g ∈ G. If bx =∏
id�=g∈G g(ax) ∈ Z(A), then axbx = cx, and thus

(x, φ(x))d
2

(bx, φ(bx)) = (ax, id)(bx, φ(bx)) = (axbx, φ(bx)) = (cx, φ(cx)).
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Moreover, φ(cdx) = φ(cx)
d = id. Hence [(x, φ(x))d

2

(bx, φ(bx))]
d = (cx, φ(cx))

d =
(cdx, id), and it follows that if

z =
∏
x∈X

(cdx, id) = (
∏
x∈X

cdx, id),

then z ∈ Z(M) and the central localization M〈z〉−1 (here by z we understand
the image of z ∈ M in M) is equal to the group of quotients of M . Finally, the
remaining part of the proof is similar to the proof of Proposition 3.2. Thus the
result follows. �

6. Divisibility in M(X, r)

In the previous section we have shown that prime ideals are sets that are deter-
mined by divisibility of some generators. In this section, we go deeper into this.
This has been done earlier, but for different quadratic monoids, in several papers
to prove that the algebra is Noetherian and PI, which we already know. As before,
throughout this section (X, r) denotes a finite bijective left non-degenerate solution
of the Yang–Baxter equation. Let us now relate the structure of M = M(X, r)
to substructures determined by divisibility by generators. Since each element of
A = A(X, r) is a normal element, left divisibility in A by an element is the same
as right divisibility by that element. In the monoid M we will have to use the
terminology left and right divisible. Let |X| = n. For 1 � i � n put

Ai = {a ∈ A : a is divisible by at least i elements of X}
and

Mi = {(a, φ(a)) ∈ M : (a, φ(a)) is left divisible by at least i generators (x, φ(x))

with x ∈ X}.
Clearly,

Mi = Ae
i = {(a, φ(a)) : a ∈ Ai}.

Since Ai is a φ-invariant ideal of A, it follows that each Mi is an ideal of M . Hence
we get an ideal chain in M :

Mn ⊆ Mn−1 ⊆ · · · ⊆ M1 ⊆ M.

Note that the equality Mi = Mi+1 is possible; for instance the structure monoid
M = M(X, r) of the solution (X, r) defined in Example 1.1 satisfies M1 = M2.

The following lemmas, propositions, and proofs are completely analogous to
those for monoids of skew type given in [24]. We have included them for complete-
ness’ sake.

For a non-empty subset Y ⊆ X define

MY =
⋂
y∈Y

(y, φ(y))M and DY = MY \
⋃

x∈X\Y
M{x}.

Clearly, the set MY consists of all elements ofM that are left divisible by generators
(y, φ(y)) with y ∈ Y , and the set DY consists of all elements of M that are precisely
left divisible by those generators. Obviously, for each 1 � i � n we have

Mi =
⋃

Y⊆X, |Y |=i

MY .
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The following lemma is clear by using the fact that Mi = Ae
i and Ai are φ-

invariant ideals of A.

Lemma 6.1 (Cf. [24, Theorem 9.3.7]). Assume that (X, r) is a finite left non-
degenerate solution of the Yang–Baxter equation. If M = M(X, r) and n = |X|,
then

MX = Mn ⊆ Mn−1 ⊆ · · · ⊆ M1 ⊆ M

is a chain of ideals in M .

The following technical lemma will prove to be crucial in the proof of the main
result of this section. It proves that under certain conditions we can show left
divisibility by words.

Lemma 6.2 (Cf. [24, Lemma 9.3.8]). Assume that (X, r) is a finite bijective
left non-degenerate solution of the Yang–Baxter equation. Let M = M(X, r) and
n = |X|. Suppose that Y ⊆ X and |Y | = i, where 1 � i � n. If ∅ �= Z ⊆ Y and
s ∈ DZ satisfies |s| = k, then

Mk
i ∩DY ⊆ sM.

Proof. If k = 1, then the claim is obvious. So assume k � 2. To shorten the
notation put

sx = (x, φ(x)) ∈ M

for x ∈ X and write s = sx1
· · · sxk

with x1, . . . , xk ∈ X. Let a = a1 · · · ak ∈ DY ,
where a1, . . . , ak ∈ Mi. Since DY ⊆ Mi \Mi+1 and Mi+1 is an ideal of M , if non-
empty, it is clear that a1, . . . , ak ∈ Mi \ Mi+1. As s ∈ DZ and Z ⊆ Y , it follows
that x1 ∈ Y . Because a ∈ DY , we obtain a1 ∈ DY . Hence, there exists b1 ∈ M such
that a1 = sx1

b1. Thus, a1a2 = sx1
c1, where c1 = b1a2. Clearly, a1a2 ∈ Mi \Mi+1,

which implies that c1 ∈ Mi \Mi+1. Suppose we have shown that

a1 · · · aj = sx1
· · · sxj−1

cj−1

for some 1 < j < k and cj−1 ∈ Mi\Mi+1. We claim that cj−1 ∈ sxj
M . Let W ⊆ X

be such that |W | = i and cj−1 ∈ DW . Consider the set

U = {x ∈ X : sx1
· · · sxj−1

sx ∈ DV for some V ⊆ Y }.
As (X, r) is left non-degenerate, it follows that |U | � |Y | = i. Since a ∈ DY , it
follows that a1 · · · aj ∈ DY . Because cj−1 ∈ DW , we obtain that W ⊆ U . Thus
|U | = i and W = U . Since sx1

· · · sxj
is a left initial segment of s ∈ DZ and Z ⊆ Y ,

we also get that xj ∈ U = W . As cj−1 ∈ DW , it follows that cj−1 ∈ sxj
M , as

claimed.
Now, write cj−1 = sxj

bj for some bj ∈ M . Then

a1 · · · ajaj+1 = sx1
· · · sxj−1

sxj
bjaj+1.

Define cj = bjaj+1. Then cj ∈ Mi \ Mi+1. Thus, by induction, we obtain that
a = a1 · · · ak ∈ sx1

· · · sxk
M = sM , and the result is shown. �

Recall that by
I(η) = SpanK{x− y : (x, y) ∈ η},

the K-linear span of the set consisting of all elements x− y with (x, y) ∈ η, we un-
derstand the ideal of the algebra K[M ] associated to a congruence η on the monoid
M . Moreover, ηM denotes the cancellative congruence of M (see Proposition 4.2
and the comment above).
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Lemma 6.3. Assume that (X, r) is a finite bijective left non-degenerate solution
of the Yang–Baxter equation. Let M = M(X, r). If K is a field, then

I(ηM ) = AnnK[M ](w
m) = AnnK[M ](M

m
X )

for some w ∈ MX ∩ Z(M) and some m � 1.

Proof. Let A = A(X, r). Define z =
∏

x∈X xd ∈ Z(A) and w = (zn, id) ∈ Z(M) as
in the proof of Proposition 4.2. Clearly w ∈ MX . Therefore, Lemma 6.2 implies that
Mk

X ⊆ wM ⊆ MX , where k = |w|. Now, if t � 1 is such that I(ηM ) = AnnK[M ](w
i)

for all i � t (see Proposition 4.2), then, since wktM ⊆ Mkt
X ⊆ wtM , we conclude

that

I(ηM ) = AnnK[M ](w
t) ⊆ AnnK[M ](M

kt
X ) ⊆ AnnK[M ](w

kt) = I(ηM ).

This shows the result with m = kt. �

The following proposition provides us information on prime ideals P of the al-
gebra K[M(X, r)], which intersect the monoid M(X, r) non-trivially.

Proposition 6.4 (Cf. [24, Proposition 9.5.3]). Assume that (X, r) is a finite bijec-
tive left non-degenerate solution of the Yang–Baxter equation. Let M = M(X, r).
If K is a field and P is a prime ideal of K[M ] such that P ∩M �= ∅, then

P ∩M =
⋃

Y ∈F
DY ,

where F = {Y ⊆ X : Y �= ∅ and DY ∩ P �= ∅}. Moreover, if Y ∈ F and
Y ⊆ Z ⊆ X, then DZ ⊆ P .

Proof. The inclusion P ∩M ⊆
⋃

Y ∈F DY is obvious. We prove the reverse inclusion
by contradiction. So, suppose that there exists Y ∈ F such that DY � P . Choose
such a set Y with maximal i = |Y |. We claim that i < |X|. Indeed, if s ∈ P ∩M ,
then ws ∈ P ∩ MX (we use the notation introduced in the proof of Lemma 6.3).
Therefore, by Lemma 6.2, we get Mn

X ⊆ wsM ⊆ P , where n = |ws|. Hence
DX = MX ⊆ P , and thus Y �= X, as claimed. Let a ∈ DY ∩ P and set k = |a|.
Consider an arbitrary subset Z ⊆ X such that Y ⊆ Z and DZ �= ∅. By Lemma
6.2,

(8) Dk
Z ∩DZ ⊆ aM ⊆ P.

If Z �= Y and Dk
Z ∩ DZ �= ∅, then |Z| > i and DZ ∩ P �= ∅ by (8). Hence, by

the definition of i, we get DZ ⊆ P . Whereas, if Z �= Y and Dk
Z ∩ DZ = ∅, then

Dk
Z ⊆

⋃
Z�V DV . In the latter case the given argument can be applied to every

V ⊆ X such that Z � V and DV �= ∅. Continuing this process, after a finite
number of steps, we obtain that I =

⋃
Y�Z DZ is nilpotent modulo P . Since I is a

right ideal of M and because P ∩M is a prime ideal of M , it follows that I ⊆ P .
Applying (8) to Z = Y , we thus have proved that

Dk
Y ⊆ (Dk

Y ∩DY ) ∪ I ⊆ P.

As DY ∪ I =
⋃

Y⊆Z DZ is a right ideal of M and it is nilpotent modulo P , we
conclude that DY ⊆ P , a contradiction. The second part of the result follows from
the proof above. �

We now are in a position to prove the main result of this section.
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Theorem 6.5 (Cf. [24, Proposition 9.5.2]). Assume that (X, r) is a finite bijective
left non-degenerate solution of the Yang–Baxter equation. If M = M(X, r) and K
is a field, then the following properties hold:

(1) I(ηM ) = AnnK[M ](w
m) = AnnK[M ](M

m
X ) for some w ∈ MX ∩ Z(M) and

some m � 1.
(2) I(ηM ) ⊆ P for any prime ideal P of K[M ] such that P ∩M = ∅.
(3) MX ⊆ P for any prime ideal P of K[M ] such that P ∩ M �= ∅. In

particular, w ∈ P .
(4) There exists at least one minimal prime ideal P of K[M ] such that P ∩M =

∅.
(5) If charK = 0, then

J (K[M ]) = B(K[M ]) = I(ηM ) ∩
⋂
P∈P

P,

where P = {P ∈ Spec(K[M ]) : P ∩M �= ∅} = {P ∈ Spec(K[M ]) : w ∈ P}.

Proof. (1), (2), and (3) follow from Lemma 6.3 and Propositions 4.2 and 6.4,
respectively. Clearly M ∩ B(K[M ]) = ∅ (elements of M are not nilpotent).
Therefore, w /∈ B(K[M ]), and (4) also follows. If charK = 0, then the alge-
bra K[M/ηM ] ∼= K[M ]/I(ηM ) is semiprime (see [24, Theorem 3.2.8]). Hence
B(K[M ]) ⊆ I(ηM ) and I(ηM ) is equal to the intersection of all prime ideals P
of K[M ] such that I(ηM ) ⊆ P . Thus the second equality in (5) follows. Since the
Jacobson radical of an affine PI-algebra is nilpotent (cf. [9]), it equals the prime
radical, which ends the proof. �

7. Prime images of K[M(X, r)].

Assume that (X, r) is a finite bijective left non-degenerate solution of the Yang–
Baxter equation. Let M = M(X, r) and let K be a field. The aim in this section
is to provide a matrix-type representation of the prime algebra K[M ]/P for each
prime ideal P of K[M ]. We do this by showing that the classical ring of quotients
Qcl(K[M ]/P ) is the same as Qcl(Mv(K[G]/P0)), where P0 is a prime ideal of a group
algebra K[G] with G the group of quotients of a cancellative subsemigroup of M
and v � 1 is determined by the number of orthogonal cancellative subsemigroups
of an ideal in M/(P ∩M). If P is such that P ∩M = ∅, then this has been shown
in Proposition 5.6. Hence, in the remainder of this section we assume that P is
a prime ideal of K[M ] with P ∩ M �= ∅. Note that K[M ]/P is an epimorphic
image of the contracted monoid algebra K0[M/(P ∩ M)]. Hence we determine a
representation of

S = M/(P ∩M).

As a first step we make use of a result of Anan’in (see [24, Theorem 3.5.2]
or [2]) that yields that the Noetherian PI-algebra K0[S] embeds into a matrix
algebra Mm(L) over a field extension L of K. Thus, we will consider S as a
submonoid of the multiplicative monoid Mm(L). By [24, Proposition 5.1.1] (and
the fact that S satisfies the ascending chain condition on left and right ideals) it
follows that S intersects non-trivially finitely many H-classes of Mm(L) (i.e., the
maximal subgroups of Mm(L)), say G1, . . . , Gk. Since K0[S] is a PI-algebra, also
each K[S ∩Gi] is a PI-algebra. Hence, S ∩Gi has a group of quotients gr(S ∩Gi)
which is abelian-by-finite (cf. [24, Theorem 3.1.9]).
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For every 1 � i � k, let ei denote the idempotent of the maximal subgroup Gi

and fix si ∈ S ∩ Gi. Because of Lemma 2.5 we may choose si in the center of
A(X, r). So, ei = sis

−1
i , where s−1

i denotes the inverse of si in Gi. Without loss of
generality, we may assume that si = (ai, id) with ai in the center of A(X, r). One
then proves as in [28, Lemma 2.4] that eiej = ejei for all 1 � i, j � k. Hence,

〈e1, . . . , ek〉 ∪ {θ} = {e1, . . . , ek} ∪ {θ}
is an abelian semigroup (where θ is the zero element of S). By [36, Theorem 3.5]
we get that the linear semigroup S has an ideal chain

(9) S0 ⊆ T1 ⊆ S1 ⊆ · · · ⊆ Sm−1 ⊆ Tm ⊆ Sm = S

with each

Nj = Tj/Sj−1 = (Tj \ Sj−1) ∪ {θ} a nilpotent ideal of S/Sj−1

(and it actually is a union of nilpotent ideals of nilpotency index 2) and each

Sj/Tj = (Sj \ Tj) ∪ {θ} ⊆ Mj/Mj−1

a 0-disjoint union of uniform subsemigroups (for the terminology see [24, Section

2.2]), say U
(j)
α (with α in an indexing set Aj), of Mj/Mj−1 that intersect different

R-classes and different L-classes ofMj/Mj−1 (hereMj denotes the ideal in Mm(L)
consisting of matrices of rank at most j). Recall that it is well-known that Mj are
the only ideals of the multiplicative monoid Mm(L) and Mj/Mj−1 is a completely
0-simple semigroup with maximal subgroups isomorphic to GLj(L). Moreover,

each Nj does not intersect H-classes of Mj/Mj−1 intersected by Sj \ Tj ,

and

U (j)
α U

(j)
β ⊆ Nj for all α �= β and U (j)

α NjU
(j)
α = {θ} in Mj/Mj−1.

In particular, each U
(j)
α can be considered as an ideal in S/Tj .

Because S is a prime monoid with 0-element, it follows that the lowest non-zero
ideal in the chain (9) is of the type Sj (i.e., Tj = {θ}). So Nj = {θ}, and thus

Sj ⊆ Mj/Mj−1 is a 0-disjoint union of the uniform subsemigroups U
(j)
α , and each

U
(j)
α is an ideal of S. As U

(j)
α U

(j)
β ⊆ Nj = {θ} for α �= β, and because S is a prime

monoid we get that Sj = U
(j)
α for some α, and it is a uniform subsemigroup of the

completely 0-simple semigroup Mj/Mj−1. Renumbering G1, . . . , Gk, if necessary,
we may assume that G1, . . . , Gv are all the maximal subgroups of Mj that intersect
S non-trivially. So, for each 1 � r � v, the semigroup S ∩Gr is cancellative.

We also know that Sj = U
(j)
α is contained in the smallest completely 0-simple

subsemigroup Û
(j)
α of Mj/Mj−1 (see, e.g., [24, Proposition 2.2.1]). That is, U

(j)
α

intersects all non-zero H-classes of Û
(j)
α , and every maximal subgroup H of Û

(j)
α

is generated by U
(j)
α ∩ H (so H = gr(S ∩ Gi) for some i and gr(S ∩ G1) ∼= · · · ∼=

gr(S ∩Gv) is an abelian-by-finite group).

To simplify notation, we write U
(j)
α as U and Û

(j)
α as Û . By the above, the

idempotents of Û commute. Since Û is completely 0-simple, this implies that these
idempotents are pairwise orthogonal. Since S intersects non-trivially only finitely

H-classes of Mj/Mj−1, the completely 0-simple semigroup Û has only finitely

many rows and columns. It follows that the sandwich matrix of Û contains precisely
one non-zero element in each row and column. So, reindexing if necessary, we may
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assume that the sandwich matrix is a diagonal matrix, and thus also Û has the
same number of rows and columns. It is then well-known (see, e.g., [14, Lemma
3.6]) that

Û ∼= M(G, v, v, I)

with G a maximal subgroup of Û (that is, this is isomorphic to gr(S ∩ G1)) and

G is abelian-by-finite (we denote by I the identity matrix of degree v). Put Ŝ =

(S \ U) ∪ Û , a disjoint union. Note that Ŝ also is a subsemigroup of Mm(L) and

Û is an ideal of Ŝ (cf. [24, Lemma 2.5.2]). Hence, K0[S] is a subalgebra of K0[Ŝ],

and it has K0[Û ] as an ideal. The ideal K0[Û ] has e = e1 + · · ·+ ev as an identity,

and thus this is a central element of K0[Ŝ]. We also have a natural epimorphism

fP : K0[S] → K0[S]e ⊆ K0[Û ].

Hence, K0[S]e is a Noetherian algebra and K0[S]e ⊆ K0[Û ] ∼= Mv(K[G]). By
[24, Proposition 2.5.6] we also know that G is finitely generated. So, G is a finitely
generated abelian-by-finite group. Note that

Ker fP = {α ∈ K0[S] : αe = 0} = {α ∈ K0[S] : αU = 0}.
Since the ideal K0[U ] is not contained in the prime ideal P/K[P ∩ M ], we get
Ker fP ⊆ P/K[P ∩M ].

We are now in a position to prove the main result of this section (in the statement
and proof of this result we use the notation introduced in this section).

Theorem 7.1. If P is a prime ideal of K[M ], then there exists an ideal IP of K[M ]
contained in P and a prime ideal P0 of K[G] such that K[M ]/IP ⊆ Mv(K[G]) and
K[M ]/P ⊆ Mv(K[G]/P0) for some v � 1. Moreover, Mv(K[G]) is a localization
of K[M ]/IP . In particular, Qcl(K[M ]/P ) ∼= Qcl(Mv(K[G]/P0)). If, furthermore,
K[M ] is semiprime, then there exist finitely many finitely generated abelian-by-
finite groups, say G1, . . . , Gm, each being the group of quotients of a cancellative
subsemigroup of M such that K[M ] embeds into Mv1(K[G1])× · · · ×Mvm(K[Gm])
for some v1, . . . , vm � 1.

Proof. Let P be a prime ideal of K[M ]. If P ∩M = ∅, then the first part of the
result has been shown in Proposition 5.6. So, assume that P ∩M �= ∅. Let S =

M/(P ∩M). From the above we know that K0[S]/Ker fP ⊆ K0[Û ] ∼= Mv(K[G]),
where G is the group of fractions of a cancellative subsemigroup of U . Furthermore,

K0[Û ] is a localization of K0[U ] with respect to diagonal matrices (with entries

in G) that belong to K0[U ]. Such matrices are regular in K0[Û ], and thus they

also are regular elements in K0[S]/Ker fP . Hence the Noetherian algebra K0[Û ]
is a localization of K0[S]/Ker fP . Therefore, as is well-known (see [24, Theorem
3.2.6]), there exists a prime ideal P ′

0 = Mv(P0) of Mv(K[G]) (with P0 a prime ideal
of K[G]) such that P ′

0 ∩ (K0[S]/Ker fP ) = P/Ker fP . Let IP denote the ideal
of K[M ] containing K[P ∩ M ] that naturally projects onto Ker fP in K0[S]. It
follows that K[M ]/IP ⊆ Mv(K[G]) and K[M ]/P ⊆ Mv(K[G]/P0) and K[M ]/P is
a localization of Mv(K[G]/P0). Hence the first part of the result follows.

Assume now that the algebra K[M ] is semiprime. Because K[M ] is Noetherian
(see Theorem 4.4), it has finitely many minimal prime ideals, say P1, . . . , Pm. By
the first part, for each Pi there exists an ideal IPi

⊆ Pi such that K[M ]/IPi
⊆

Mvi(K[Gi]), for some finitely generated abelian-by-finite group Gi that is the group
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of fractions of a cancellative subsemigroup of M . Since
⋂m

i=1 Ii ⊆
⋂m

i=1 Pi = 0,
we get that K[M ] embeds into K[M ]/IP1

× · · · × K[M ]/IPm
. Hence the result

follows. �
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[25] Eric Jespers and Jan Okniński, Monoids and groups of I-type, Algebr. Represent. Theory 8
(2005), no. 5, 709–729, DOI 10.1007/s10468-005-0342-7. MR2189580
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