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Here we have p = 0.25, p' = 0.25. Using (20, together with a table of £2(x),

as in [2], we get 7(4.025, 7.05) « .878, 5410, which agrees with result obtained

by Pearson.

In principle, throwback of other kinds in the bivariate Everett formula is

possible. There is, also, no a priori reason why it could not be accomplished in

the trivariate Everett formula, which is stated in [4], page x.
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On the Treatment of Monte Carlo Methods in Text Books

Though Monte Carlo methods have not yet reached the text book stage, they

are gradually being afforded a brief mention in new books on numerical analysis.

This is probably stimulated by a desire for completeness but the brevity of treat-

ment often results in a very narrow picture of Monte Carlo. For any given problem

there may be several methods of solution by Monte Carlo and there are general

principles which should guide one in choosing between these. A description of a

single method, leaving the reader with the impression that this is the sole method,

is therefore a mistake. Care must also be taken to see that, though a method may

be illustrated on a simple example for which Monte Carlo would not normally

be used, it is easily extensible to problems for which Monte Carlo would be needed

and provides a reasonably practical method of solving these.

In two otherwise excellent books by Householder [2] and Kopal [4] a tech-

nique is given for evaluating integrals by Monte Carlo. It is the only example of

Monte Carlo in either book and is rather an unfortunate one ; for it is not easily

applicable in practice to multiple integrals though it is largely for these that

Monte Carlo can be useful ; in addition, it is always less efficient, and often much

less so, than another well-known simple technique (defined as crude Monte Carlo

by Hammersley and Morton [1]). Their comparative efficiency is also an ad-

mirable illustration of a general precept to be used when choosing even the

simplest Monte Carlo methods.



224 technical notes and short papers

Consider the estimation of the integral

1 = £f(x)dx

where f(x) is a prescribed function whose minimum is made zero by a change of

origin and whose maximum is a positive constant M. In the method described in

[2] and [4], we draw a rectangle of height M and unit breadth about the curve

y ~ fix) and choose n points (£;, Mi)/), i = 1, 2, • • -, n, at random in this rec-

tangle; £,• and ij¿ are independent random numbers uniformly distributed in the

interval (0, 1). We count a score tu — ¿i(£»> v/) for each point, tu being M if the

point lies between y = f(x) and the x-axis and zero otherwise. Then the mean

score <i = (1/w) zZ?=i hi is an unbiased estimator of 7 and h/M is binomially

distributed with parameter I/M, i.e.,

e(ii) = 7   and    var h = I(M - I)/n.

The crude Monte Carlo technique, first described by Kahn [3] in 1949,

consists of using t2 — /(£) as an estimator of I. Thus, for the n random numbers
n

£,-, we have a mean score i2 — (1/n) zZ /(?») for which clearly
,=i

tik) = 7   and    var i2 = (i/n) IP [/(x)]2dx - 72[ = (S2 - 72)/«.

It is clear that, when dealing with multiple integrals, the bounds of the

integrand which it is necessary to know for the first method may be very difficult

to obtain even when finite; and that any overestimate of them can lead to a

considerable increase in var h- Moreover, since f(x) ^ 0, S2 ^ IM so that

var/2 ^ var/i, the equality occurring only when f(x) is a constant; the impor-

tance of this difference is enhanced by the fact that it is the ratio of the variances

which measures the relative efficiency of the two methods. For example, when

fix) m x, IM = 1/2 and S2 = 1/3 but var h =1/4 = 3 var t2, so that the second

method is three times as efficient as the first. Finally, it should be noted that

h =   I    ¿i(£> rç)di;, i.e., M times the probability that, for given £, the point

(£, Mr/) will lie below y = /(x) : thus the second estimator is simply related to the

first, being its average over -n, and its higher efficiency is due to following the

principle that random processes should be replaced by analysis wherever possible,

as pointed out in [1].
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