
MATHEMATICS OF COMPUTATION
VOLUME 45. NUMBER 172
OCTOBER 1985, PAGES 513-519

The Error Norm of Certain Gaussian

Quadrature Formulae

By G. Akrivis*

Abstract. We consider Gauss quadrature formulae Qn, ne N, approximating the integral

1(f)-- /_\ w(x)f(x)dx, w = W/p,,i = 1,2, with W(x) = (1 - x)a(l + x)ß,a,ß = +1/2

and Pi(jc) = 1 + a2 + 2ax, p2(x) = (2b + l)x2 + b2, b > 0. In certain spaces of analytic

functions the error functional R„ '.— I — Q„ is continuous. In [1] and [2] estimates for ||Ä„||

are given for a wide class of weight functions. Here, for a restricted class of weight functions,

we calculate the norm of Rn explicitly.

1. Introduction. Consider the integral /,

I(f)= flw(x)f(x)dx,       w > 0, Hi > 0,
J-i

approximated by the Gaussian quadrature formula Qn,

QnU) =   E »,/(*,)•
i = l

Let Pk, Pk(x) = akxk + ßkxk~l +  ■ ■ ■, ak > 0, k e N0, be the orthonormal poly-

nomials corresponding to the weight function w, i.e.,

fw(x)Pl(x)PJ(x)dx = 8ij.

The following classical representation for the error term Än(/):= /(/) - Q„(f)

can be found, e.g., in [4, p. 75],

(l.l) A V   RÁf) = 7r\r-2fa")U)-
/ec!"h,i] Í6Í-U) (2«)!«„

The estimate

^
1 r(2n)||

(1.2) |*„(/)U
(2«)!«„

following immediately from (1.1), is often unsatisfactory, since bounds for higher

derivatives are required, and, in addition, the calculation usually has to be repeated

for different values of «.

For analytic functions Hämmerlin [8] suggested the following method for obtain-

ing derivative-free error estimates: Let qK(x) := xK, k g N0, r > 1 and Cr := ( z e C:

\z\ < r). For a function/holomorphicin Cr,
00

(1.3) f(z) =  £ a{z\       z G Cr,
K = 0

Received August 6, 1984; revised December 5, 1984.

1980 Mathematics Subject Classification. Primary 65D30.

* Current address: Department of Mathematics, University of Crete, Iraklion, Crete, Greece.

©1985 American Mathematical Society

0025-5718/85 $1.00 + $.25 per page

513



514 G. AKRIVIS

define

(1.4) |/|/= sup{|a£|r«: k e N0and R„(qK) # o}.

In the space

Xr'-— {/:/holomorphicin Crand |/|r < oo)

| • |r is a seminorm. The error functional Rn is continuous in (Xr, \ • \r), and for the

error norm

||/?J:=suP|^p:/e^,|/|r#0

the relation

Rn(i«)\
(1.5) Kll= E

K=o

holds (see [8], [1], [2]).

For the weight functions considered here, either the condition

(1.6) w( • )/w(-•)   is nondecreasing

or the condition

(1.7) w(-)/w(--)    is nonincreasing

is valid.

Condition (1.6) implies

(1.8) *„(<?«) ^0,       KeN0

(see [5]). Thus, from (1.5) there follows

K = 0 r \(C = 0     r       I

i.e.,

(1.9) \\Rn\\ = rRn(cp)   with<p(x):=l/(r-x).

Let the polynomial irn_x of degree less than « interpolate the function <p at the

abscissae x1,...,x„ of Qn. Since Q„ integrates irn_x exactly, Rn(cp) = R„((p - ir„_x)

holds. Setting Un(x) := (jc - xx) ■ ■ ■ (x - xn), we obtain

f(x) - tt^Ax) = ynUn(x)/(r - x),

where y„ is a constant, because the function on the left-hand side vanishes at

xx,...,xn. Multiplying by r - x and taking the limit as x -* r we obtain yn =

l/TLn(r) (see [3, pp. 71-72]). Thus, from (1.9) we get the representation

(1.10) \\Rn\\=-^-fw(x)^^-dx   withn„(x)=fl(x-x,),
llAr) -i        r~x '=i

for weight functions satisfying (1.6).

If w satisfies (1.7),

(1.11) (-l)X(aJ > 0

holds (see [5]), and we obtain similarly

(1.12) \\R„\\= rRM,       *(*):= l/(r + x),
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and

(1.13)     \\RH\\= n   .    .   [lw(x)^4^-dx   withn„(x)= fl (x-x,).
U„(-r) J-i r + x "v   '     fj{ v ''

In [1] and [2], estimates for ||ÄJ| were derived for weight functions satisfying (1.6)

or (1.7), and ||ÄJ| was given for w = W. Starting from (1.10) or (1.13) respectively,

in the next section we calculate the norm of Rn for weight functions w with

w=W/p„       i = 1,2,

W(x) = (1 - x)"(l + x)ß,       a,ß=±l/2,

px(x) = 1 + a2 + 2ax,

p2(x) = (2b + \)x2 + b2,       b>0.

Two numerical examples conclude the paper.

Remark. For even weight functions, (1.4) can be written as \f\r = supK>„{ |a{K|r2"}

(cf. [1]). If w(-)/w(-- ) is strictly monotonie, then R„(qK) * 0 for k > 2« (see [5]),

and | • |r can be equivalently defined by |/1r: = supK>2„{\al\r*}-

2. The Norm of the Error Functional.

a. px(x) = 1 + a2 + 2ax. The case a = 0, +1 is treated in [1], [2] if w remains

integrable. For |a| < 1, a ¥= 0, put d-= 1/a to obtain px(x) = a2(l + d2 + 2dx),

\d\ > 1. Therefore we only consider the case \a\ > 1.

We first summarize some results of Kumar [9] which are important for the

subsequent development.

Lemma 1. Let px(x) = 1 + a2 + 2ax, \a\ > 1,- W(x) = (1 - x)a(l + x)ß and

w = W/px. Let T¡ and Ui be the Chebyshev polynomials of the first and second kind,

respectively. Then the abscissae xx,...,xn of the Gauss quadrature formula Qn corre-

sponding to w are the zeros of

(i)aTn+Tn_xifa = ß=-l/2,

(ii) aUn+ Un_x if a = ß =1/2,

(iii) aUn + (1 + a)Un_x + U„_2ifa = -ß = 1/2 and n > 1.

Remark. For a = ß = +1/2 the condition (1.6) is satisfied if a < -1, the condi-

tion (1.7) if a > 1. For a = -ß = -1/2, (1.6) holds, for a = -ß = 1/2 we have (1.7).

We now establish the first of our results.

Theorem 1. Consider px(x) = 1 + a2 + 2ax, \a\ > 1, W(x) = (1 - jc)a(l + x)ß,

w = W/px. Let T.= r — yr2 — 1. For the norm of the error functional Rn the

following is true:

(2 n \\R ii =_2-inll_
"       (t + a)[T(l + j2"-2) + a(l + t2")]vV2 - 1

fora = ß = -1/2 anda < -1,

(2.2) UJ-
(T + a)[T(l-r2") + a(l-T2" + 2)]
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for a = ß = 1/2 and a < -1,

K ' "     "" (T -  «)[T(l   +  T2""1)  - fl(l   +  T2" + 1)]   U -  1 i

/or a = -ß = 1/2 a«d n > 1.

Proof. First, let us verify the identity (2.1). The weight function w satisfies

condition (1.6) for a = ß = -1/2 and a < -1. Thus, by Lemma 1 (i) and (1.10),

aTn(x) + Tn_x(x)(2 4)    IIJîll- r f (1      v2r1/2     '""W^n-iW
[¿A)    llKJ     aTn(r) + T^x(r)ir     *>       (r - x)(l + a2 + 2ax)

dx

holds. Let the integral on the right-hand side of (2.4) be denoted by In(a, r).

Substituting x = cos y we obtain

, /■«•     azos(ny) + cos\(n-l)y\
Jn\"' ' I I       , \/i     ,       2   ,    t \    ''

•'n       r — rr\<i v 11 1   4-/7    4-7/7 rnc i; 1

Set

■'o   (r - cos y)(l + a2 + 2acos y)

Cn(a):=2araœsiny) + °0S[{"-I)y]dy
Jo 1 + a   + 2a cos y

f7 acos(«y) + cos[(« — 1)^]

o 1 + a2 + 2a cos^

1 if" acos(ny) + cos[(« - l)y]

+ 2a cos y

to obtain

'■<-•'>-,+ ,'+, l/",°HT-3,'"",,J»+^«>>-1 + a   + 2ar l-'o r     cos j>

Since

r*7 cos(«iy) wt"'

J0   r- cosy y      y/,.2 _ j

(cf., e.g., [7, p. 112]), we have

1 + az + 2ar (,       yV2 - 1

By (1.5), \\R„\\ = 0(r2") holds for r -> oo, and (2.4) yields /„(a, r) = 0(r-"~x) for

r —» oo. Therefore C„(a) = 0, which can also be established by straightforward

calculation. Thus,

h(a,r)
(r + a)]/r2- 1  '

Combining   this   with   TJr) = [(/• - vV2 - 1 )m + (r + v'r2 - 1 )m]/2  (see  [11,

p. 5]), the relation (2.1) follows from (2.4).

(2.2) can be proved in a similar way. To prove (2.3), use the relation

(1 - x)[Um(x) + Um_x(x)} = Tjx) - Tm+X(x),

which immediately follows from well-known identities for Chebyshev polynomials

(cf., e.g., [11, p. 9]).

Remark. I„(a, r) is also calculated by Kumar [9] by means of the generating

function for the polynomials a Tn + T   x.
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Corollary 1. Letpx(x) = 1 + a2 + 2ax, \a\ > 1, W(x) = (1 - x)a(l + x)ß and

w = W/px. Then the norm of Rn can be expressed as

(2.5) II«,"
(t - a)[r(l + r2""2) - a(l + r2")]^2^!

if a = ß = -1/2 anda > 1, and as

2„rT2« + 2y~l

(2.6) Kll-
(T-a)[r(l-T2")-a(l-T2" + 2)]

if a = ß = 1/2 and a > 1, and as

(2 ,) ii» || = _2vrrT2" + 1_¡L±l\l/2

(     ' "   ""     (t + fl)[T(l + r2-1) + a(l 4- r2'-1)] \r-lj

if a = -ß= -1/2 and n > 1.

Proof. Let Rn and R* be the error functionals corresponding to the weight

functions w and w(-- ), respectively. Then obviously Rn(qK) = (-l)KR*„(qK) holds,

and thus \\R„\\ = \\R„\\. Hence, the corollary immediately follows from Theorem 1.

b. p2(x) = (2b + l)x2 + b2, b > 0. We first summarize some results of Kumar

[10] which are needed in the sequel.

Lemma 2. Let p2(x) = (2b + l)x2 + b2, b> 0, W(x) = (1 - x)a(l + x)ß and

w = W/p2. The abscissae xx,.. .,xn of the Gauss quadrature formula Qn corresponding

to w are the zeros of

(i)(2b+ 1)7; + Tn_2ifa = ß = -1/2 and « > 1,

(ii)(2b + 1)17 + U„_2ifa = ß = 1/2 and « > 1,

(iii) (2b + 1)(U„ + Un_x)+Un_2+ U„_3 if a =-ß = 1/2 and n> 2.

Our second result is presented in the following theorem.

Theorem 2. Let p2(x) = (2b + l)x2 + b2, b > 0, W(x) = (1 - x)a(l + x)ß and

w = W/p2- For the norm of the error functional we have:

4-nrr2"

(b + rr)[{2b + 1)(1 + t2") + t2(1 + T2""4)]Vr2 - 1

fora = ß= -1/2, « > 1,

,.     ..__4<nrr2n + Hr2 - 1_

{     ' "   """ (b + rr)[(2b + 1)(1 - r2" + 2) + r2(l - r2"-2)]

for a = ß = 1/2, « > 1, and

_4t7/-t2" + 1_lr+ 1\1/2

(2.10)    ||   M- (b + rr)[(2b + l)(l + r2*+1) + r2(l + r2"-l)]\r-l)

fora = -ß = 1/2, n > 2.

Proof. In this case (1.7) holds, and the results follow from (1.13) using Lemma 2.

Symmetry arguments yield the following corollary.

Corollary 2. Let w(x) = ((1 + x)/(l - x))^2/[(2b + l)x2 + b2], b > 0. The

norm of the error functional corresponding to w is then given by (2.10) also.
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Remark. Let Kn(z):= Rn(<p:), <p:(x):= l/(z — x), \z\ = r. If /is holomorphic in

a region B including Cr the representation

Rn(f)  =  ̂ -fcKn(z)f(z)dz

holds. Gautschi and Varga [6] showed that for weight functions satisfying either (1.6)

or(1.7)

max\Kn(z)\=max{Kn(r),\Kn(-r)\}= £  ^f^
l-|-r K = 0 T

holds. Therefore, we have maX|,|=r|^n(z)| = ||/?n||/r, and for the weight functions

considered here maX|.|=r|AT„(z)| has also been determined.

3. Numerical Results. For / g à;, \R„(f)\ is bounded by ||Ä„|| |/|r, r e (1 , p].

Therefore,

(3.1) |Ä„(/)|<    inf   (Klll/I.)
1 <r<p

holds. (Although not explicitly noted, \\R„\\ is obviously a function of r.) Estimating

l/l,by||/||2.r,

||/||2,r:= -UÍ/     \f(z)\2\dz
,1/2

\f(z)\2\dz\
I2nr \J\z\ = t

or by maX|,|=r|/(z)|, which exist at least for r < p, we obtain

(3.2) l«„(/)|< mi (Kim/M
1 <r<p

and

(3.3) \R„{f)\<    inf   (p?Jmax|/(z)|),
Kr<p\ |;| = r /

respectively (see [8]). The sharpness of these estimates is demonstrated by two

numerical examples.

Example 1. Let/(z) := exp(z),/ e Xr, r > 1 (p = oo). Approximate the integral

/    -, f(x) dx
J-i (3 + 7Jl\(\ + x2)Jl - x2(3 + 2v/2)(l + x2)ijl - x2

by the Gaussian quadrature formula Q2 corresponding to

i
w(x) =

(3 + 2i/2)(l +x2)v/l - x2 '

The abscissae and the weights of Q2 are given in [10]. The remainder term is

R2(f) = 2.016 - 10 3. Setting b = 1 + \¡2 and « = 2 in (2.8), we obtain the norm of

the error functional R2. With |/|r = r4/24 for 1 < r < /W, |/|r = r6/720 for

\/3Ö < r < v^, and so on, and max|;|=r|/(z)| = exp(r), (3.1) and (3.3) yield for

|Ä2(/)| the bounds 2.019 - 10"3 (r = 5.45) and 1.073 ■ 10"2 (r = 4.15), respectively.
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Example 2. Let

/(*)-   E(f)   =ÎTT7'       /e^for,e(l,2](p = 2).
K = 4

The remainder term R2(f) for the approximation of

-—===f(x) dx
i (5 + 4x)n - x2

by the Gaussian quadrature formula Q2 corresponding to

1

/'

w(x) =

(5 + 4x)i/l - x2

is 7.18 • 10 3. The abscissae of Q2 are the zeros of 2T2 + Tx (Lemma l(i), a = 2).

We have

l/lr-£. H/lkr
K = 4

1/2

i\¡4 - r:

(cf. [8]) and max|z|_r|/(z)| = r4/(16 - 87). Setting a = 2 and « = 2 in (2.5), we

obtain the norm of R2. Now, from (3.1), (3.2) and (3.3), we get for \R2(f)\ the

bounds 1.25 - 10"2 (r = 2), 3.06 • 10"2 (r = 1.65) and 8.75 • 10"2 (r = 1.50), re-

spectively.
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