# A RECURSIVE METHOD TO CALCULATE THE NUMBER OF SOLUTIONS OF QUADRATIC EQUATIONS OVER FINITE FIELDS 

KENICHI IYANAGA


#### Abstract

The number $S_{m}(\alpha)$ of solutions of the quadratic equation $$
x_{1}^{2}+x_{2}^{2}+\cdots+x_{m}^{2}=\alpha \quad\left(x_{i}^{2} \neq \pm x_{j}^{2} \quad \text { for } i \neq j\right)
$$ for given $m$, with $\alpha$ and $x_{i}$ belonging to a finite field, is studied and a recursive method to compute $S_{m}(\alpha)$ is established.


## Introduction

Given a finite field $\mathbb{F}_{q}\left(q=p^{n}, p\right.$ : odd prime $)$, the estimation of the number of solutions of the quadratic equation in the abstract ( $x_{i} \in \mathbb{F}^{*}$ ) is reduced to the study of certain vectors $\mu_{m}$, and a recursive method to calculate this number is established. When $q=p$, the latter computation may be applied to calculate the number $N_{m}$ of solutions of the congruence

$$
x_{1}^{2}+\cdots+x_{m}^{2} \equiv 0 \quad(\bmod p), \quad 1 \leq x_{1}<\cdots<x_{m} \leq \frac{p-1}{2}
$$

The number $N_{m}$ is known to be related to the class number of $\mathbb{Q}(\sqrt{p})$ (Agoh [1]), and an algorithm, different from ours, to calculate it is given by Maohua [3] (see also Sun [4, 5]).

## 1. Preparatory lemmas and proposition

1.1. In this section we shall establish three lemmas and a proposition, which will be used to prove Theorem 1. The latter gives an algorithm for computing the number of solutions of the quadratic equation specified in the abstract.

Given an odd prime number $p$ and $q=p^{n}$, we let $\mathbb{F}=\mathbb{F}_{q}$ and set

$$
\mathbb{F}^{2}=\left\{x^{2} \mid x \in \mathbb{F}^{*}\right\}
$$

We also set, for $\xi \in \mathbb{F}^{*}$,

$$
\begin{equation*}
\nu_{\xi}=\frac{1}{2}\left(1+\left(\frac{\xi}{q}\right)\right), \quad \nu_{\xi}^{\prime}=\frac{1}{2}\left(1-\left(\frac{\xi}{q}\right)\right) . \tag{1}
\end{equation*}
$$
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Lemma 1. Given $\xi, \eta \in \mathbb{F}^{*}$, we have

$$
\begin{equation*}
\nu_{\xi}+\nu_{\xi}^{\prime}=1, \quad \nu_{\xi} \nu_{\xi}^{\prime}=0, \quad \nu_{\xi}^{2}=\nu_{\xi}, \quad\left(\nu_{\xi}^{\prime}\right)^{2}=\nu_{\xi}^{\prime}, \tag{i}
\end{equation*}
$$

(ii)
(iii)

$$
\begin{gathered}
2 \nu_{\xi} \nu_{\eta}=\nu_{\xi}+\nu_{\eta}+\nu_{\xi \eta}-1, \\
2 \nu_{\xi}^{\prime} \nu_{\eta}^{\prime}=\nu_{\xi}^{\prime}+\nu_{\eta}^{\prime}-\nu_{\xi \eta}^{\prime} .
\end{gathered}
$$

Proof. Assertion (i) follows directly from the definition. Since

$$
\left(\frac{\xi}{q}\right)=2 \nu_{\xi}-1
$$

we have

$$
\left(\frac{\xi \eta}{q}\right)=2 \nu_{\xi \eta}-1=\left(2 \nu_{\xi}-1\right)\left(2 \nu_{\eta}-1\right)
$$

which implies (ii). Similarly, since

$$
\left(\frac{\xi}{q}\right)=1-2 \nu_{\xi}^{\prime}
$$

(iii) follows from

$$
\left(\frac{\xi \eta}{q}\right)=1-2 \nu_{\xi \eta}^{\prime}=\left(1-2 \nu_{\xi}^{\prime}\right)\left(1-2 \nu_{\eta}^{\prime}\right)
$$

It is convenient to introduce the following notation:

$$
\rho= \begin{cases}\frac{q-1}{4} & \text { if } \nu_{-1}=1  \tag{2}\\ \frac{q-3}{4} & \text { if } \nu_{-1}=0\end{cases}
$$

We note that

$$
\begin{equation*}
\frac{q-1}{4}=\rho+\frac{\nu_{-1}^{\prime}}{2} \tag{3}
\end{equation*}
$$

1.2. Given $\alpha, \beta, \gamma$ belonging to $\mathbb{F}$, we set

$$
\begin{equation*}
\Lambda_{\beta, \gamma}^{(\alpha)}=\left\{(x, y) \in \mathbb{F}^{2} \times \mathbb{F}^{2} \mid \alpha x+\beta y=\gamma, y=1 \text { if } \beta=0\right\} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{\beta, \gamma}^{(\alpha)}=\sharp \Lambda_{\beta, \gamma}^{(\alpha)}, \quad \lambda_{\beta, \gamma}=\lambda_{\beta, \gamma}^{(1)} . \tag{5}
\end{equation*}
$$

These numbers will be used in the algorithm described in Theorem 1.
The following relations are easily deduced from the definitions:

$$
\begin{array}{lr}
\lambda_{\beta, \gamma}^{(\alpha)}=\lambda_{\alpha^{-1} \beta, \alpha^{-1} \gamma}^{(1)} & \left(\alpha \in \mathbb{F}^{*}\right), \\
\lambda_{\xi^{2} \beta, \eta^{2} \gamma}=\lambda_{\beta, \gamma} & \left(\xi, \eta \in \mathbb{F}^{*}\right) \tag{7}
\end{array}
$$

(8) $\lambda_{00}^{(0)}=2 \rho+\nu_{-1}^{\prime}, \lambda_{\beta, 0}^{(0)}=\lambda_{0, \gamma}^{(0)}=0, \lambda_{\beta, \gamma}^{(0)}=\left(2 \rho+\nu_{-1}^{\prime}\right) \nu_{\beta \gamma} \quad\left(\beta, \gamma \in \mathbb{F}^{*}\right)$,
(9) $\quad \lambda_{0,0}=0, \quad \lambda_{\beta, 0}=\left(2 \rho+\nu_{-1}^{\prime}\right) \nu_{-\beta}, \quad \lambda_{0, \gamma}=\nu_{\gamma} \quad\left(\beta, \gamma \in \mathbb{F}^{*}\right)$.

Given $\beta, \gamma \in \mathbb{F}^{*}$, it is known that $\lambda_{\beta, \gamma}$ may be computed by using Jacobi sums [2]. In the following, we shall show that group-theoretical considerations can be used to compute $\lambda_{\beta, \gamma}$.
1.3. We set, for a given $\alpha \in \mathbb{F}^{*}$,

$$
A_{\alpha}=\left\{X \in M_{2}(\mathbb{F}) \left\lvert\, X\left(\begin{array}{cc}
0 & \alpha \\
1 & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & \alpha \\
1 & 0
\end{array}\right) X\right.\right\}
$$

and

$$
A_{\alpha}^{*}=A_{\alpha} \cap G L_{2}(\mathbb{F}), \quad A_{\alpha}^{1}=A_{\alpha} \cap S L_{2}(\mathbb{F}) .
$$

We have

$$
A_{\alpha}=\left\{\left.\left(\begin{array}{cc}
x & \alpha y \\
y & x
\end{array}\right) \right\rvert\, x, y \in \mathbb{F}\right\}
$$

Lemma 2. The following sequence is exact:

$$
1 \rightarrow A_{\alpha}^{1} \rightarrow A_{\alpha}^{*} \xrightarrow{\text { det }} \mathbb{F}^{*} \rightarrow 1
$$

Proof. It is sufficient to show, for a given $\beta \in \mathbb{F}^{*}$, that there exist $x, y \in \mathbb{F}^{*}$ satisfying $x^{2}-\alpha y^{2}=\beta$ or, equivalently, $x^{2}=\alpha y^{2}+\beta$. We now have

$$
\sharp\left\{x^{2} \mid x \in \mathbb{F}\right\}=\sharp\left\{\alpha y^{2}+\beta \mid y \in \mathbb{F}\right\}=\frac{q+1}{2},
$$

whence

$$
\left\{x^{2} \mid x \in \mathbb{F}\right\} \cap\left\{\alpha y^{2}+\beta \mid y \in \mathbb{F}\right\} \neq \varnothing,
$$

which implies Lemma 2.
Lemma 3. Given $\alpha \in \mathbb{F}^{*}$, we have
(ii)

$$
\begin{gather*}
\sharp A_{\alpha}^{*}=(q-1)\left(q+1-2 \nu_{\alpha}\right),  \tag{i}\\
\sharp A_{\alpha}^{1}=q+1-2 \nu_{\alpha} .
\end{gather*}
$$

Proof. We have

$$
A_{\alpha}^{*}=A_{\alpha}-\left\{\left.\left(\begin{array}{cc}
x & \alpha y \\
y & x
\end{array}\right) \right\rvert\, x^{2}-\alpha y^{2}=0\right\}
$$

whence we readily obtain (i). The second assertion (ii) then follows from Lemma 2.

Proposition 1. Given $\alpha, \beta, \gamma \in \mathbb{F}^{*}$, we have

$$
\begin{equation*}
4 \lambda_{\beta, \gamma}=q+1-2\left(\nu_{-\beta}+\nu_{\gamma}+\nu_{\beta \gamma}\right) \tag{i}
\end{equation*}
$$

$$
\lambda_{\beta, \gamma}^{(\alpha)}= \begin{cases}\rho-\nu_{-1} \nu_{\alpha \beta} & \left(\nu_{\beta \gamma}=1\right)  \tag{ii}\\ \rho+\nu_{-1}^{\prime} \nu_{\alpha \gamma}^{\prime} & \left(\nu_{\beta \gamma}=0\right)\end{cases}
$$

Proof. Since

$$
\begin{aligned}
\sharp A_{-\beta}^{1} & =\sharp\left\{(x, y) \in \mathbb{F} \times \mathbb{F} \mid x^{2}+\beta y^{2}=1\right\} \\
& =\sharp\left\{(x, y) \in \mathbb{F} \times \mathbb{F} \mid x^{2}+\beta y^{2}=\gamma\right\} \\
& =4 \lambda_{\beta, \gamma}+\sharp\left\{(x, y) \in \mathbb{F} \times \mathbb{F} \mid x^{2}+\beta y^{2}=\gamma, x y=0\right\},
\end{aligned}
$$

the first claim (i) follows from Lemma 3(ii). We have

$$
\begin{aligned}
\lambda_{\beta, \gamma}^{(\alpha)} & =\lambda_{\alpha^{-1} \beta, \alpha^{-1} \gamma} \\
& =\frac{q+1}{4}-\frac{1}{2}\left(\nu_{-\alpha^{-1} \beta}+\nu_{\alpha^{-1} \gamma}+\nu_{\beta \gamma}\right) \\
& =\frac{q-1}{4}+\frac{1}{2}-\frac{1}{2}\left(\nu_{-\alpha \beta}+\nu_{\alpha \gamma}+\nu_{\beta \gamma}\right) \\
& =\rho+\frac{1}{2}\left(1+\nu_{-1}^{\prime}-\nu_{-\alpha \beta}-\nu_{\alpha \gamma}-\nu_{\beta \gamma}\right) .
\end{aligned}
$$

If $\nu_{\beta \gamma}=1$, we have

$$
\begin{aligned}
\lambda_{\beta, \gamma}^{(\alpha)} & =\rho+\frac{1}{2}\left(1-\nu_{-1}-\nu_{-\alpha \beta}-\nu_{\alpha \gamma}\right) \\
& =\rho+\frac{1}{2}\left(1-\nu_{-1}-\nu_{-\alpha \beta}-\nu_{\alpha \beta}\right)
\end{aligned}
$$

Whence, by Lemma 1(ii), we obtain

$$
\lambda_{\beta, \gamma}^{(\alpha)}=\rho-\nu_{-1} \nu_{\alpha \beta}
$$

If, on the other hand, $\nu_{\beta \gamma}=0$, we have

$$
\begin{aligned}
\lambda_{\beta, \gamma}^{(\alpha)} & =\rho+\frac{1}{2}\left(1+\nu_{-1}^{\prime}-\nu_{-\alpha \beta}-\nu_{\alpha \gamma}\right) \\
& =\rho+\frac{1}{2}\left(\nu_{-1}^{\prime}-\nu_{-\alpha \gamma}^{\prime}+\nu_{\alpha \gamma}^{\prime}\right),
\end{aligned}
$$

whence, by Lemma 1 (iii),

$$
\lambda_{\beta, \gamma}^{(\alpha)}=\rho+\nu_{-1}^{\prime} \nu_{\alpha \gamma}^{\prime}
$$

## 2. A recursive method to compute the number of solutions OF CERTAIN QUADRATIC EQUATIONS

2.1. Given $\alpha \in \mathbb{F}$ and $m\left(1 \leq m \leq\left(1+\nu_{-1}^{\prime}\right) \frac{q-1}{4}\right)$, we set

$$
\begin{equation*}
S_{m}(\alpha)=\sharp\left\{\left(x_{1}, \ldots, x_{m}\right) \mid x_{i} \in \mathbb{F}^{*}, \sum_{i=1}^{m} x_{i}^{2}=\alpha, x_{i}^{2} \neq \pm x_{j}^{2}(i \neq j)\right\} . \tag{10}
\end{equation*}
$$

In order to compute this number, we consider the following set:

$$
\begin{align*}
& M_{m, \alpha}^{(\beta)}=\left\{(J, x) \mid J \subseteq \mathbb{F}^{2}, J:\right. \text { irreducible, } \\
&\left.x \in J, \sharp J=m, \beta x+\sum_{y \in J-\{x\}} y=\alpha\right\}, \tag{11}
\end{align*}
$$

where $\beta \in \mathbb{F}$ and $J$ is defined to be irreducible if and only if it does not contain any pair $\{z,-z\}$. Further, we set

$$
\begin{gather*}
M_{m, \alpha}=\left\{J \subseteq \mathbb{F}^{2} \mid J: \text { irreducible }, \sharp J=m, \sum_{x \in J} x=\alpha\right\},  \tag{12}\\
\mu_{m, \alpha}^{(\beta)}=\sharp M_{m, \alpha}^{(\beta)}, \mu_{m, \alpha}=\sharp M_{m, \alpha} . \tag{13}
\end{gather*}
$$

We have

$$
\begin{gather*}
\mu_{m, \alpha \eta^{2}}^{\left(\beta \xi^{2}\right)}=\mu_{m, \alpha}^{(\beta)} \quad\left(\xi, \eta \in \mathbb{F}^{*}\right)  \tag{14}\\
\mu_{m, \alpha}^{(1)}=m \mu_{m, \alpha}  \tag{15}\\
S_{m}(\alpha)=2^{m} m!\mu_{m, \alpha} \tag{16}
\end{gather*}
$$

2.2. Now fix an element $r \in \mathbb{F}^{*}$ such that $\nu_{r}=0$ and consider the following vectors $\left(\beta \in \mathbb{F}, 1 \leq m \leq\left(1+\nu_{-1}^{\prime}\right) \frac{q-1}{4}\right)$ :

$$
\begin{align*}
\boldsymbol{\mu}_{m}^{(\beta)} & =\left(\mu_{m, 0}^{(\beta)}, \mu_{m, 1}^{(\beta)}, \mu_{m, r}^{(\beta)}\right),  \tag{17}\\
\boldsymbol{\mu}_{m} & =\left(\mu_{m, 0}, \mu_{m, 1}, \mu_{m, r}\right) . \tag{18}
\end{align*}
$$

Since $S_{m}(\alpha)$ equals either $S_{m}(0), S_{m}(1)$ or $S_{m}(r)$, the problem of computing $S_{m}(\alpha)$ is, by virtue of (16), reduced to the computation of the vectors $\mu_{m}$.
2.3. Given an element $\beta \in \mathbb{F}$ and a fixed element $r \in \mathbb{F}^{*}$ such that $\nu_{r}=0$, we shall introduce here a matrix $L^{(\beta)}$ which will be used to compute $\mu_{m}$ :

$$
L^{(\beta)}=\left(\begin{array}{ccc}
\lambda_{0,0}^{(\beta)} & \lambda_{0,1}^{(\beta)} & \lambda_{0, r}^{(\beta)}  \tag{19}\\
\lambda_{1,0}^{(\beta)} & \lambda_{1,1}^{(\beta)} & \lambda_{1, r}^{(\beta)} \\
\lambda_{r, 0}^{(\beta)} & \lambda_{r, 1}^{(\beta)} & \lambda_{r, r}^{(\beta)}
\end{array}\right)
$$

The following proposition follows easily from (8), (9) and Proposition 1 (ii).
Proposition 2. We have

$$
\begin{equation*}
L^{(0)}=\left(2 \rho+\nu_{-1}^{\prime}\right) E_{3} . \tag{i}
\end{equation*}
$$

For $\beta \in \mathbb{F}^{*}$,

$$
L^{(\beta)}=\left(\begin{array}{ccc}
0 & \nu_{\beta} & \nu_{\beta}^{\prime}  \tag{ii}\\
\left(2 \rho+\nu_{-1}^{\prime}\right) \nu_{-\beta} & \rho-\nu_{-1} \nu_{\beta} & \rho+\nu_{-1}^{\prime} \nu_{\beta} \\
\left(2 \rho+\nu_{-1}^{\prime}\right) \nu_{-\beta}^{\prime} & \rho+\nu_{-1}^{\prime} \nu_{\beta}^{\prime} & \rho-\nu_{-1} \nu_{\beta}^{\prime}
\end{array}\right) .
$$

Theorem 1. Given $\xi \in \mathbb{F}^{*}$, set

$$
\nu_{\xi}=\frac{1}{2}\left(1+\left(\frac{\xi}{q}\right)\right), \quad \nu_{\xi}^{\prime}=\frac{1}{2}\left(1-\left(\frac{\xi}{q}\right)\right)
$$

Also, given $\alpha \in \mathbb{F}$ and $1 \leq m \leq\left(1+\nu_{-1}^{\prime}\right) \frac{q-1}{4}$, set

$$
S_{m}(\alpha)=\sharp\left\{\left(x_{1}, \ldots, x_{m}\right) \mid x_{i} \in \mathbb{F}^{*}, \sum_{i=1}^{m} x_{i}^{2}=\alpha, x_{i}^{2} \neq \pm x_{j}^{2}(i \neq j)\right\}
$$

and let $\mu_{m}^{(\beta)}=\left(\mu_{m, 0}^{(\beta)}, \mu_{m, 1}^{(\beta)}, \mu_{m, r}^{(\beta)}\right)$ and $\mu_{m}=\left(\mu_{m, 0}, \mu_{m, 1}, \mu_{m, r}\right)$ be the vectors defined by (17) and (18) $\left(\beta \in \mathbb{F}, \nu_{r}=0, r \in \mathbb{F}^{*}\right)$, and let $L^{(\beta)}$ be the matrix defined by (19). We then have

$$
\begin{equation*}
S_{m}(\alpha)=2^{m} m!\mu_{m, \alpha} \quad(\alpha=0,1, r), \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{\mu}_{m}^{(1)}=m \boldsymbol{\mu}_{m}, \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\mu_{1}^{(\beta)}=\left(0, \nu_{\beta}, \nu_{\beta}^{\prime}\right)(\beta \neq 0), \quad \mu_{1}^{(0)}=\left(\frac{q-1}{2}, 0,0\right) \tag{iii}
\end{equation*}
$$

Proof. The first three statements (i), (ii) and (iii) are clear from the definitions (see (15), (16)); the fourth, (iv), is equivalent to

$$
\mu_{m, \alpha}^{(\beta)}=\mu_{m-1,0} \lambda_{0, \alpha}^{(\beta)}+\mu_{m-1,1} \lambda_{1, \alpha}^{(\beta)}+\mu_{m-1, r} \lambda_{r, \alpha}^{(\beta)}-\mu_{m-1, \alpha}^{(\beta+1)}-\nu_{-1} \mu_{m-1, \alpha}^{(\beta-1)} .
$$

In order to prove the above, suppose we are given $(J, x) \in M_{m, \alpha}^{(\beta)}$ with $J=$ $\left\{x, y_{1}, \ldots, y_{m-1}\right\}$ satisfying

$$
\beta x+\sum_{i=1}^{m-1} y_{i}=\alpha
$$

Then, the set $J^{\prime}=\left\{y_{1}, \ldots, y_{m-1}\right\}$ belongs to $M_{m-1, \alpha-\beta x}$. We have

$$
\alpha-\beta x=0 \text { or } \alpha-\beta x=y^{2} \text { or } \alpha-\beta x=r z^{2} \quad\left(y, z \in \mathbb{F}^{*}\right)
$$

and accordingly,

$$
\left(J^{\prime},(x, 1)\right) \in M_{m-1,0} \times \Lambda_{0, \alpha}^{(\beta)}, \quad\left(y^{-2} J^{\prime},\left(x, y^{2}\right)\right) \in M_{m-1,1} \times \Lambda_{1, \alpha}^{(\beta)}
$$

or

$$
\left(z^{-2} J^{\prime},\left(x, z^{2}\right)\right) \in M_{m-1, r} \times \Lambda_{r, \alpha}^{(\beta)}
$$

where

$$
w J^{\prime}=\left\{w y_{1}, \ldots, w y_{m-1}\right\}\left(w \in \mathbb{F}^{*}\right)
$$

Conversely, given

$$
(x, y) \in \Lambda_{\gamma, \alpha}^{(\beta)} \quad(\gamma=0,1, r ; y=1 \text { if } \gamma=0)
$$

and $J^{\prime}=\left\{y_{1}, \ldots, h_{m-1}\right\}$ belonging to $M_{m-1, \gamma}$, we have

$$
\left(\left\{x, y y_{1}, \ldots, y y_{m-1}\right\}, x\right) \in M_{m, \alpha}^{(\beta)}
$$

unless

$$
x= \pm y y_{j} \text { for some } j(1 \leq j \leq m-1)
$$

$\left(x=-y y_{j}\right.$ may occur only when $\left.\nu_{-1}=1\right)$. Let us set $J=\left\{x, y y_{1}, \ldots, y y_{m-1}\right\}$. If $x=y y_{j}$, then $J=\left\{y y_{1}, \ldots, y y_{m-1}\right\}$, and we have

$$
(\beta+1) y y_{j}+\sum_{k \neq j} y y_{k}=\alpha
$$

whence $\left(J, y y_{j}\right) \in M_{m-1, \alpha}^{(\beta+1)}$. If, on the other hand, $x=-y y_{j}\left(\nu_{-1}=1\right)$, then

$$
(\beta-1) x+\sum_{k \neq j} y_{k}=\alpha
$$

and we have

$$
\left(\left\{x, y y_{1}, \ldots, y y_{j-1}, y y_{j+1}, \ldots, y y_{m-1}\right\}, x\right) \in M_{m-1, \alpha}^{(\beta-1)}
$$

Combining the above, we obtain (iv). This completes the proof.
Specifically, for $1<m \leq\left(1+\nu_{-1}^{\prime}\right) \frac{q-1}{4}$, we obtain the following:

$$
\begin{aligned}
\boldsymbol{\mu}_{m}^{(0)} & =\boldsymbol{\mu}_{m-1} L^{(0)}-\boldsymbol{\mu}_{m-1}^{(1)}-\nu_{-1} \mu_{m-1}^{(-1)} \\
& =\left(2 \rho+\nu_{-1}^{\prime}\right) \boldsymbol{\mu}_{m-1}-(m-1) \boldsymbol{\mu}_{m-1}-\nu_{-1}(m-1) \boldsymbol{\mu}_{m-1},
\end{aligned}
$$

whence

$$
\begin{equation*}
\mu_{m}^{(0)}=\left(2 \rho+\nu_{-1}^{\prime}-(m-1)\left(1+\nu_{-1}\right)\right) \boldsymbol{\mu}_{m-1} . \tag{20}
\end{equation*}
$$

2.4. We set $\left(1+\nu_{-1}^{\prime}\right) \frac{q-1}{4}=\kappa$. Given $1 \leq m \leq \kappa$, we have

$$
\sharp\left\{J \subset \mathbb{F}^{2} \mid J \text { : irreducible }, \sharp J=m\right\}=\left\{\begin{aligned}
2^{m}\binom{\kappa}{m} & \text { if } \nu_{-1}=1, \\
\binom{\kappa}{m} & \text { if } \nu_{-1}=0 .
\end{aligned}\right.
$$

Hence, we have

$$
\mu_{m, 0}^{(\beta)}+\frac{q-1}{2}\left(\mu_{m, 1}^{(\beta)}+\mu_{m, r}^{(\beta)}\right)=\left\{\begin{align*}
2^{m} m\binom{\kappa}{m} & \text { if } \nu_{-1}=1  \tag{21}\\
m\binom{\kappa}{m} & \text { if } \nu_{-1}=0
\end{align*}\right.
$$

In particular, we have

$$
\mu_{m, 0}+\frac{q-1}{2}\left(\mu_{m, 1}+\mu_{m, r}\right)=\left\{\begin{align*}
2^{m}\binom{\kappa}{m} & \text { if } \nu_{-1}=1  \tag{22}\\
\binom{\kappa}{m} & \text { if } \nu_{-1}=0
\end{align*}\right.
$$

For $m=\kappa$, we have

$$
\mu_{\kappa, 0}+\frac{q-1}{2}\left(\mu_{\kappa, 1}+\mu_{\kappa, r}\right)= \begin{cases}2^{\kappa} & \text { if } \nu_{-1}=1  \tag{23}\\ 1 & \text { if } \nu_{-1}=0\end{cases}
$$

When $q=3$, we have $\kappa=1$ and $\mu_{\kappa}=\mu_{1}=(0,1,0)$; whereas when $\nu_{-1}=0$ and $q>3$, we have $\frac{q-1}{2}>1$ and therefore $\mu_{\kappa}=(1,0,0)$.
2.5. We now compute $\mu_{2}$ and $\mu_{3}$. We have

$$
\begin{aligned}
2 \mu_{2}= & \mu_{2}^{(1)} \\
= & \mu_{1} L^{(1)}-\mu_{1}^{(2)}-\nu_{-1} \mu_{1}^{(0)} \\
= & (0,1,0)\left(\begin{array}{ccc}
0 & 1 & 0 \\
2 \rho \nu_{-1} & \rho-\nu_{-1} & \rho+\nu_{-1}^{\prime} \\
(2 \rho+1) \nu_{-1}^{\prime} & \rho & \rho
\end{array}\right)-\left(0, \nu_{2}, \nu_{2}^{\prime}\right) \\
& -\nu_{-1}\left(2 \rho+\nu_{-1}^{\prime}\right)(1,0,0) \\
= & \left(0, \rho-\nu_{-1}-\nu_{2}, \rho+\nu_{-1}^{\prime}-\nu_{2}^{\prime}\right) \\
= & \left(0, \rho-\nu_{-1}-\nu_{2}, \rho-\nu_{-1}+\nu_{2}\right) .
\end{aligned}
$$

Whence, we obtain

$$
\begin{equation*}
2 \mu_{2}=\left(0, \rho-\nu_{-1}-\nu_{2}, \rho-\nu_{-1}+\nu_{2}\right) \tag{24}
\end{equation*}
$$

We also have

$$
\begin{aligned}
3 \mu_{3} & =\mu_{3}^{(1)} \\
& =\mu_{2} L^{(1)}-\mu_{2}^{(2)}-\nu_{-1} \mu_{2}^{(0)} \\
\mu_{2}^{(2)} & =\mu_{1} L^{(2)}-\mu_{1}^{(3)}-\nu_{-1} \mu_{1}^{(1)} \\
& =(0,1,0) L^{(2)}-\left(0, \nu_{3}, \nu_{3}^{\prime}\right)-\left(0, \nu_{-1}, 0\right)
\end{aligned}
$$

By Proposition 2 (ii), we have

$$
\mu_{2}^{(2)}=\left(\left(2 \rho+\nu_{-1}^{\prime}\right) \nu_{-2}, \rho-\nu_{-1}-\nu_{3}-\nu_{-1} \nu_{2}, \rho-\nu_{3}^{\prime}+\nu_{-1}^{\prime} \nu_{2}\right)
$$

and, by the remark made following the proof of Theorem 1 ,

$$
\nu_{-1} \mu_{2}^{(0)}=\nu_{-1}\left(2 \rho+\nu_{-1}^{\prime}-1-\nu_{-1}\right) \mu_{1}=2 \nu_{-1}(\rho-1) \mu_{1}
$$

and therefore,

$$
\begin{aligned}
6 \mu_{3}= & \left(2 \rho^{2}+\left(1-3 \nu_{-1}-4 \nu_{-1} \nu_{2}-4 \nu_{-2}+2 \nu_{2}\right) \rho+\nu_{-1}^{\prime}\left(\nu_{2}-2 \nu_{-2}\right),\right. \\
& 2 \rho^{2}-\left(2+7 \nu_{-1}\right) \rho+7 \nu_{-1}+3 \nu_{-1} \nu_{2}+2 \nu_{3} \\
& \left.2 \rho^{2}-\left(1+3 \nu_{-1}\right) \rho+2 \nu_{3}^{\prime}-3 \nu_{-1}^{\prime} \nu_{2}\right)
\end{aligned}
$$

Lemma 1 implies that

$$
2 \nu_{-1} \nu_{2}=\nu_{-1}+\nu_{2}+\nu_{-2}-1
$$

whence

$$
\begin{align*}
3 \mu_{3}=\left(\rho^{2}+\right. & \left(\frac{3}{2}-\frac{5}{2} \nu_{-1}-3 \nu_{-2}\right) \rho+\nu_{-1}^{\prime}\left(\frac{\nu_{2}}{2}-\nu_{-2}\right), \\
\rho^{2}- & \left(1+\frac{7}{2} \nu_{-1}\right) \rho+\frac{7}{2} \nu_{-1}+\frac{3}{2} \nu_{-1} \nu_{2}+\nu_{3}  \tag{25}\\
& \left.\rho^{2}-\left(\frac{1}{2}+\frac{3}{2} \nu_{-1}\right) \rho+\left(\nu_{3}^{\prime}-\frac{3}{2} \nu_{-1}^{\prime} \nu_{2}\right)\right) .
\end{align*}
$$

2.6. We note here that some of the classical formulas concerning quadratic residues can be obtained from the formulas (24) and (25) describing $\mu_{2}$ and $\mu_{3}$. The formula (24) for $\mu_{2}$ leads to

$$
\begin{equation*}
\rho \equiv \nu_{-1}+\nu_{2} \quad(\bmod 2) \tag{26}
\end{equation*}
$$

or, equivalently,

$$
\nu_{2} \equiv \begin{cases}\frac{q-5}{4}(\bmod 2) & \text { if }\left(\frac{-1}{q}\right)=1 \\ \frac{q-3}{4}(\bmod 2) & \text { if }\left(\frac{-1}{q}\right)=-1\end{cases}
$$

the latter implies the classical formula

$$
\left(\frac{2}{q}\right)=(-1)^{\frac{q^{2}-1}{8}}
$$

(The above formula for $q=p$, may also be deduced from computing the number of solutions of $x_{1}^{2}+x_{2}^{2} \equiv 4(\bmod p)$, as shown by Kenneth S. Williams [6].)

The formula (25) describing $\mu_{3}$, on the other hand, implies

$$
\begin{align*}
\rho^{2}+\left(\frac{3}{2}-\frac{5}{2} \nu_{-1}\right) \rho+\nu_{-1}^{\prime}\left(\frac{\nu_{2}}{2}-\nu_{-2}\right) & \equiv 0(\bmod 3)  \tag{27}\\
\rho^{2}-\left(1+\frac{7}{2} \nu_{-1}\right) \rho+\frac{7}{2} \nu_{-1}+\frac{3}{2} \nu_{-1} \nu_{2}+\nu_{3} & \equiv 0(\bmod 3)  \tag{28}\\
\rho^{2}-\left(\frac{1}{2}+\frac{3}{2} \nu_{-1}\right) \rho+\left(\nu_{3}^{\prime}-\frac{3}{2} \nu_{-1}^{\prime} \nu_{2}\right) & \equiv 0(\bmod 3) \tag{29}
\end{align*}
$$

When $\nu_{-1}=1$, it follows from the formulas (27) and (29) that

$$
\rho^{2}-\rho \equiv \rho^{2}-2 \rho+\nu_{3}^{\prime} \equiv 0 \quad(\bmod 3)
$$

whence

$$
\begin{equation*}
\rho \equiv \nu_{3}^{\prime} \quad(\bmod 3) \tag{30}
\end{equation*}
$$

When, on the other hand, $\nu_{-1}=0$, it follows from formula (28) that

$$
\begin{equation*}
\rho^{2}-\rho+\nu_{3} \equiv 0 \quad(\bmod 3) \tag{31}
\end{equation*}
$$

Combining the congruences (30) and (31), we obtain the following special case of the law of quadratic reciprocity:

$$
\left(\frac{3}{q}\right)\left(\frac{q}{3}\right)=(-1)^{\frac{q-1}{2} \frac{3-1}{2}}
$$

2.7. We now illustrate how Theorem 1 may be used to compute the vectors $\mu_{m}$ by looking at an example: $q=p=17$. In this case, we have

$$
\rho=4, \quad \nu_{-1}=1, \quad \nu_{ \pm 2}=1, \quad \nu_{ \pm 3}=0
$$

We use the general formulas derived above to compute $\mu_{1}, \mu_{2}$, and $\mu_{3}$ :

$$
\boldsymbol{\mu}_{1}=(0,1,0) \quad(\text { Theorem } 1(\mathrm{iii}))
$$

Now, by virtue of (24), we have

$$
\mu_{2}=\frac{1}{2}\left(0, \rho-\nu_{-1}-\nu_{2}, \rho-\nu_{-1}+\nu_{2}\right)=\frac{1}{2}(0,2,4)=(0,1,2) .
$$

By (25), we have

$$
\begin{gathered}
\mu_{3}=\frac{1}{3}\left(\rho^{2}+\left(\frac{3}{2}-\frac{5}{2} \nu_{-1}-3 \nu_{-2}\right) \rho+\nu_{-1}^{\prime}\left(\frac{\nu_{2}}{2}-\nu_{-2}\right),\right. \\
\rho^{2}-\left(1+\frac{7}{2} \nu_{-1}\right) \rho+\frac{7}{2} \nu_{-1}+\frac{3}{2} \nu_{-1} \nu_{2}+\nu_{3} \\
\left.\rho^{2}-\left(\frac{1}{2}+\frac{3}{2} \nu_{-1}\right) \rho+\left(\nu_{3}^{\prime}-\frac{3}{2} \nu_{-1}^{\prime} \nu_{2}\right)\right) \\
=\frac{1}{3}(0,3,9)=(0,1,3) .
\end{gathered}
$$

Also,

$$
\begin{aligned}
4 \mu_{4} & =\mu_{4}^{(1)} \\
& =\mu_{3} L^{(1)}-\mu_{3}^{(2)}-\nu_{-1} \mu_{3}^{(0)}, \\
\mu_{3}^{(2)} & =\mu_{2} L^{(2)}-\mu_{2}^{(3)}-\nu_{-1} \mu_{2}^{(1)}, \\
\mu_{2}^{(3)} & =\mu_{1} L^{(3)}-\mu_{1}^{(4)}-\nu_{-1} \mu_{1}^{(2)},
\end{aligned}
$$

and

$$
\begin{gathered}
L^{(1)}=L^{(2)}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
2 \rho & \rho-1 & \rho \\
0 & \rho & \rho
\end{array}\right), \\
L^{(3)}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & \rho & \rho \\
2 \rho & \rho & \rho-1
\end{array}\right),
\end{gathered}
$$

and therefore,

$$
\begin{aligned}
\boldsymbol{\mu}_{2}^{(3)} & =(0,1,0) L^{(3)}-(0,1,0)-(0,1,0) \\
& =(0, \rho-2, \rho) \\
& =(0,2,4), \\
\boldsymbol{\mu}_{3}^{(2)} & =\mu_{2} L^{(2)}-\mu_{2}^{(3)}-2 \mu_{2} \\
& =(0,1,2) L^{(2)}-(0,2,4)-(0,2,4) \\
& =(2 \rho, 3 \rho-5,3 \rho-8) \\
& =(8,7,4) .
\end{aligned}
$$

We have, by (20),

$$
\begin{aligned}
\mu_{3}^{(0)} & =\left(2 \rho+\nu_{-1}^{\prime}-2\left(1+\nu_{-1}\right)\right) \mu_{2} \\
& =(2 \rho-4)(0,1,2) \\
& =(0,4,8),
\end{aligned}
$$

so that

$$
\begin{aligned}
\mu_{4} & =\frac{1}{4}\left((0,1,3) L^{(1)}-(8,7,4)-(0,4,8)\right) \\
& =\frac{1}{4}(2 \rho-8,4 \rho-12,4 \rho-12) \\
& =\frac{1}{4}(0,4,4)=(0,1,1) .
\end{aligned}
$$

## 3. Computation of $\mathbb{N}_{m}$

3.1. We set, for an integer $m \geq 1$ and $\alpha \in \mathbb{F}$,

$$
\begin{gather*}
\Omega_{m, \alpha}=\left\{J \subseteq \mathbb{F}^{2} \mid \sharp J=m, \sum_{x \in J} x=\alpha\right\},  \tag{32}\\
N_{m, \alpha}=\sharp \Omega_{m, \alpha}, \quad N_{m}=N_{m, 0},  \tag{33}\\
\mathbb{N}_{m}=\left(N_{m, 0}, N_{m, 1}, N_{m, r}\right) \quad\left(\nu_{r}=0\right) . \tag{34}
\end{gather*}
$$

When $\mathbb{F}=\mathbb{F}_{p}$, the number $N_{m}$ is the number of solutions of the congruence

$$
\begin{equation*}
x_{1}^{2}+\cdots+x_{m}^{2} \equiv 0 \quad(\bmod p) \quad\left(1 \leq x_{1}<\cdots<x_{m} \leq \frac{p-1}{2}\right) \tag{35}
\end{equation*}
$$

Agoh [1] proved that, if $p \equiv 1(\bmod 4)$, then

$$
\begin{equation*}
\varepsilon^{h}=\sqrt{p a^{2}-1}+a \sqrt{p} \tag{36}
\end{equation*}
$$

where $h, \varepsilon(>1)$ stand for the class number and the fundamental unit of $\mathbb{Q}(\sqrt{p})$, respectively, and

$$
\begin{equation*}
a=\frac{1}{p-1}\left(1+\sum_{m=1}^{\frac{p-1}{2}}(-1)^{m} N_{m}\right) \tag{37}
\end{equation*}
$$

In [4, 5] Sun gave a formula for $N_{m}$ when $m=2,3$ and 4. Maohua showed in [3] that

$$
N_{m}=\frac{1}{p}\left(\binom{\frac{p-1}{2}}{m}+\frac{p-1}{2} A_{m}\right)
$$

where $A_{m}$ is determined recursively by means of the following formulas:

$$
\begin{gathered}
\sigma_{m}=\frac{1}{2}\left(A_{m}+B_{m} \Delta\right), \quad \Delta=\sqrt{(-1)^{\frac{p-1}{2}} p} \\
s_{m}=\frac{1}{2}\left(-1+\left(\frac{m}{p}\right) \Delta\right), \\
\sigma_{1}=s_{1}, \quad m \sigma_{m}=s_{1} \sigma_{m-1}-s_{2} \sigma_{m-2}+\cdots+(-1)^{m-1} s_{m}
\end{gathered}
$$

We have the following

Theorem 2. Given $1 \leq m \leq \frac{q-1}{2}$ and $\alpha \in \mathbb{F}$, set

$$
N_{m, \alpha}=\sharp\left\{J \subseteq \mathbb{F}^{2} \mid \sharp J=m, \sum_{x \in J} x=\alpha\right\} .
$$

Choosing $r \in \mathbb{F}^{*}$ such that $\nu_{r}=0$, set

$$
\mathbb{N}_{m}=\left(N_{m, 0}, N_{m, 1}, N_{m, r}\right)
$$

Let $\mu_{k}(0 \leq k \leq \rho)$ be the vector given by (18) and let $\rho$ be as in (2) (we set $\left.\mu_{0}=(1,0,0)\right)$. We then have:

$$
\begin{equation*}
\text { If } \nu_{-1}=0, \quad \text { then } \mathbb{N}_{m}=\mu_{m} \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\text { if } \nu_{-1}=1, \quad \text { then } \mathbb{N}_{m}=\mathbb{N}_{2 \rho-m}\left(\text { we set } \mathbb{N}_{0}=\mu_{0}\right) \tag{ii}
\end{equation*}
$$

If $\nu_{-1}=1$ and $1 \leq m \leq \rho$, we have

$$
\begin{equation*}
\mathbb{N}_{m}=\sum_{k=0}^{\left[\frac{m}{2}\right]}\binom{\rho-m+2 k}{k} \boldsymbol{\mu}_{m-2 k} \tag{iii}
\end{equation*}
$$

Proof. If $\nu_{-1}=0$, it is obvious that $\mathbb{N}_{m}=\mu_{m}$.
Suppose $\nu_{-1}=1$. Then

$$
\sum_{x \in \mathbb{F}^{2}} x=0, \quad \sharp \mathbb{F}^{2}=2 \rho,
$$

and therefore $\mathbb{N}_{m}=\mathbb{N}_{2 \rho-m}$ holds. Suppose, further, that $1 \leq m \leq \rho$. Denote the canonical projection from $\mathbb{F}^{2}$ onto $\mathbb{F}^{2} /\{ \pm 1\}$ by $\pi$. Suppose $J \in N_{m, \alpha}$. We have

$$
J=J_{0} \cup-J_{0} \cup J_{1}, \quad \pi\left(J_{0}\right) \cap \pi\left(J_{1}\right)=\varnothing
$$

where

$$
J_{1} \in M_{m-2 k, \alpha} \quad\left(k=\sharp J_{0}, J_{1}=\varnothing \text { if } m=2 k\right) .
$$

Conversely, suppose we are given $0 \leq k \leq\left[\frac{m}{2}\right]$ and $J_{1} \in M_{m-2 k, \alpha}$ (if $m=2 k$ we set $J_{1}=\varnothing$ ). Since $m \leq \rho+k$, we have $k \leq \rho-m+2 k$ and therefore we may choose $J_{0} \subseteq \mathbb{F}^{2}$ such that $\sharp J_{0}=k, \pi\left(J_{0}\right) \cap \pi\left(J_{1}\right)=\varnothing$; the set $J=J_{0} \cup-J_{0} \cup J_{1}$ then belongs to $N_{m, \alpha}$. Combining the above, we obtain Theorem 2.
3.2. We now use Theorem 2 to compute $\mathbb{N}_{m}(m=2,3)\left(\mathbb{N}_{1}=(0,1,0)\right)$ :

$$
\mathbb{N}_{2}= \begin{cases}\boldsymbol{\mu}_{2} & \text { if } \nu_{-1}=0, \\ \boldsymbol{\mu}_{0} & \text { if } q=5, \\ \boldsymbol{\mu}_{2}+\rho \mu_{0} & \text { if } 5<q \text { and } \nu_{-1}=1\end{cases}
$$

Therefore, when $1<\rho(5<q)$, we have

$$
\begin{equation*}
\mathbb{N}_{2}=\mu_{2}+\nu_{-1} \rho \mu_{0} . \tag{38}
\end{equation*}
$$

We also have

$$
\mathbb{N}_{3}= \begin{cases}\boldsymbol{\mu}_{3} & \text { if } \nu_{-1}=0 \\ \boldsymbol{\mu}_{1} & \text { if } q=9 \\ \mu_{3}+(\rho-1) \boldsymbol{\mu}_{1} & \text { if } 9<q \text { and } \nu_{-1}=1\end{cases}
$$

Hence, when $11 \leq q$, we have

$$
\begin{equation*}
\mathbb{N}_{3}=\mu_{3}+\nu_{-1}(\rho-1) \boldsymbol{\mu}_{1} \tag{39}
\end{equation*}
$$

Now using the formulas (23) and (29) describing $\mu_{2}$ and $\mu_{3}$, we obtain:
When $5<q$,

$$
\mathbb{N}_{2}=\left(\nu_{-1} \rho, \frac{\rho-\nu_{-1}-\nu_{2}}{2}, \frac{\rho-\nu_{-1}+\nu_{2}}{2}\right) ;
$$

when $11<q$,

$$
\begin{aligned}
& \mathbb{N}_{3}=\left(\frac{\rho^{2}}{3}+\left(\frac{1}{2}-\frac{5}{6} \nu_{-1}-\nu_{-2}\right) \rho+\nu_{-1}^{\prime}\left(\frac{\nu_{2}}{6}-\frac{\nu_{-2}}{3}\right),\right. \\
& \frac{\rho^{2}}{3}-\left(\frac{1}{3}+\frac{\nu_{-1}}{6}\right) \rho+\frac{\nu_{-1}}{6}+\frac{\nu_{-1} \nu_{2}}{2}+\frac{\nu_{3}}{3}, \\
& \left.\frac{\rho^{2}}{3}-\left(\frac{1}{6}+\frac{\nu_{-1}}{2}\right) \rho+\frac{\nu_{3}^{\prime}}{3}-\frac{\nu_{-1}^{\prime} \nu_{2}}{2}\right) .
\end{aligned}
$$

We have, therefore, the following formulas, which contain expressions for $8 N_{2}$ and $48 N_{3}$ agreeing with Sun's results [4, 5]:

$$
\begin{gathered}
8 \mathbb{N}_{2}= \begin{cases}(2(q-1), q-9, q-1) & \text { if } q \equiv 1(\bmod 8), \\
(0, q-3, q-3) & \text { if } q \equiv 3(\bmod 8), \\
(2(q-1), q-5, q-5) & \text { if } q \equiv 5(\bmod 8), \\
(0, q-7, q+1) & \text { if } q \equiv 7(\bmod ) ;\end{cases} \\
48 \mathbb{N}_{3}=\left\{\begin{aligned}
&\left((q-1)(q-17),(q-1)(q-7)+32+16 \nu_{3},\right. \\
&\left.(q-1)(q-9)+16 \nu_{3}^{\prime}\right) \text { if } q \equiv 1(\bmod 8), \\
&\left((q-1)(q-11),(q-3)(q-7)+16 \nu_{3},\right. \\
&\left.(q-3)(q-5)+16 \nu_{3}^{\prime}\right) \text { if } q \equiv 3(\bmod 8), \\
&\left((q-1)(q-5),(q-3)(q-5)+16 \nu_{3},\right. \\
&\left.(q-1)(q-9)+16 \nu_{3}^{\prime}\right) \text { if } q \equiv 5(\bmod 8), \\
&\left((q-1)(q+1),(q-3)(q-7)+16 \nu_{3},\right. \\
&\left.(q+1)(q-9)+16 \nu_{3}^{\prime}\right) \text { if } q \equiv 7(\bmod 8) .
\end{aligned}\right.
\end{gathered}
$$

3.3. We now show how Theorem 2 can be used by looking at an example: $q=p=17$. We have $\rho=4, \nu_{-1}=1$. We also have $\mu_{0}=(1,0,0), \mu_{1}=$ $(0,1,0)$. As shown in 2.7, we have

$$
\boldsymbol{\mu}_{2}=(0,1,2), \quad \boldsymbol{\mu}_{3}=(0,1,3), \quad \mu_{4}=(0,1,1) .
$$

Hence, by Theorem 2, we have

$$
\begin{gathered}
\mathbb{N}_{1}=\mu_{1}=(0,1,0), \quad \mathbb{N}_{2}=\mu_{2}+\rho \mu_{0}=(4,1,2), \\
\mathbb{N}_{3}=\mu_{3}+(\rho-1) \mu_{1}=(0,4,3), \\
\mathbb{N}_{4}=\mu_{4}+(\rho-2) \mu_{2}+\binom{\rho}{2} \mu_{0}=(6,3,5), \\
\mathbb{N}_{5}=\mathbb{N}_{3}, \quad \mathbb{N}_{6}=\mathbb{N}_{2}, \quad \mathbb{N}_{7}=\mathbb{N}_{1}, \quad \mathbb{N}_{8}=\mathbb{N}_{0}=\mu_{0} .
\end{gathered}
$$

We can now compute $a$ given in (37):

$$
\begin{aligned}
a & =\frac{1}{p-1}\left(1+\sum_{m=1}^{\frac{p-1}{2}}(-1)^{m} N_{m}\right) \\
& =\frac{1}{16}(1-0+4-0+6-0+4-0+1) \\
& =1
\end{aligned}
$$

Whence, by virtue of Agoh's result (cf. (36)), we have

$$
\varepsilon^{h}=\sqrt{17-1}+\sqrt{17}=4+\sqrt{17}
$$

It is well known that the class number $h$ of $\mathbb{Q}(\sqrt{17})$ is 1 , and that $\varepsilon=4+\sqrt{17}$ is a fundamental unit of the latter real quadratic number field.
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