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ANTI-SZEGŐ QUADRATURE RULES

SUN-MI KIM AND LOTHAR REICHEL

Abstract. Szegő quadrature rules are discretization methods for approximat-
ing integrals of the form

∫ π
−π f(eit)dµ(t). This paper presents a new class of

discretization methods, which we refer to as anti-Szegő quadrature rules. Anti-
Szegő rules can be used to estimate the error in Szegő quadrature rules: under
suitable conditions, pairs of associated Szegő and anti-Szegő quadrature rules
provide upper and lower bounds for the value of the given integral. The con-
struction of anti-Szegő quadrature rules is almost identical to that of Szegő
quadrature rules in that pairs of associated Szegő and anti-Szegő rules differ
only in the choice of a parameter of unit modulus. Several examples of Szegő
and anti-Szegő quadrature rule pairs are presented.

1. Introduction

Let µ(t) be a distribution function, i.e., a real-valued, bounded, nondecreasing
function, with infinitely many points of increase in the interval [−π, π], and define
the integral

(1.1) I(f) :=
1
2π

∫ π

−π

f(eit)dµ(t)

and the inner product

(1.2) (f, g) :=
1
2π

∫ π

−π

f(eit)g(eit)dµ(t),

where i :=
√
−1 and the bar denotes complex conjugation. The functions f and

g are assumed to be sufficiently smooth so that the integrals (1.1) and (1.2) exist.
Moreover, the moments

(1.3) µj :=
1
2π

∫ π

−π

e−ijtdµ(t), j = 0,±1,±2, . . . ,

associated with µ(t) are all assumed to exist and, for notational convenience, µ(t)
is scaled so that µ0 = 1. The moment matrices are Hermitian Toeplitz matrices
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metric polynomials.
Research supported in part by NSF grant DMS-0107858.

c©2006 American Mathematical Society
Reverts to public domain 28 years from publication

795



796 SUN-MI KIM AND LOTHAR REICHEL

defined by

Mn =

⎡
⎢⎢⎢⎣

µ0 µ−1 · · · µ−n+1

µ1 µ0 · · · µ−n+2

...
...

. . .
...

µn−1 µn−2 · · · µ0

⎤
⎥⎥⎥⎦ ∈ C

n×n, n = 1, 2, 3, . . . .

Each moment matrix is positive definite, because for any nonvanishing vector ξ =
[ξ1, ξ2, . . . , ξn]t, we have

ξ̄tMnξ = (p, p) =
1
2π

∫ π

−π

|p(eit)|2dµ(t) > 0,

where p(z) = ξ1 + ξ2z + · · · + ξnzn−1.
There is an infinite sequence of monic polynomials {ψj}∞j=0, known as Szegő

polynomials, that are orthogonal with respect to the inner product (1.2). Properties
of Szegő polynomials are discussed by, e.g., Szegő [28], Grenander and Szegő [16],
Freud [8], and Geronimus [9]. Of particular importance is the fact that the monic
Szegő polynomials satisfy recursion relations of the form

(1.4)
ψ0(z) = ψ∗

0(z) = 1,
ψj(z) = zψj−1(z) + γjψ

∗
j−1(z), j = 1, 2, 3, . . . ,

ψ∗
j (z) = γ̄jzψj−1(z) + ψ∗

j−1(z),

where ψ∗
j (z) := zjψ̄j(z−1), i.e., if ψj(z) =

∑j
k=0 β

(j)
k zk, then ψ∗

j (z) =
∑j

k=0 β̄
(j)
j−kzk.

The ψ∗
j are sometimes referred to as reversed polynomials.

The recursion coefficients γj ∈ C can be determined for j = 1, 2, 3, . . . , by
combining (1.4) with

γj = −(1, zψj−1)/δj−1,(1.5)

δj = δj−1(1 − |γj |2), δ0 = 1;(1.6)

see, e.g., [28]. The γj in the literature are sometimes called Schur parameters or
reflection coefficients. Algorithms for computing Szegő polynomials, such as the
Levinson and Schur algorithms, are described in, e.g., [1, 11, 21]. Specifically, these
algorithms determine the set of coefficients {γj}n

j=1 from the set of of moments
{µj}n

j=0 for n = 1, 2, 3, . . . .
Let ∆j denote the determinant of Mj . It follows from the recursion formulas of

the Levinson algorithm that

(1.7) ∆j = δj−1δj−2 · · · δ0, j = 1, 2, 3, . . . ;

see, e.g., Ammar and Gragg [1, Sections 2.1–2.2] for a proof. The positive definite-
ness of the moment matrices Mj yields that all δj are positive, and therefore, by
(1.6),

|γj | < 1, j = 1, 2, 3, . . . .

Moreover, for n = 0, 1, 2, . . . ,

(1.8) (zm, ψn) =
{

0, m = 0, 1, 2, . . . , n − 1,
δn, m = n,

and in particular (ψn, ψn) = δn.
The following theorem given by Krein yields valuable information about the

zeros of orthogonal polynomials. In this theorem, the moment matrices Mk are
only assumed to be invertible for 1 ≤ k ≤ n + 1 for some fixed n ≥ 1. Thus, the
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Mk may be indefinite and the distribution function µ(t) in (1.2) is allowed to be
nonmonotonic. In this situation (1.2) is a sesquilinear form rather than an inner
product. This weaker requirement on the matrices Mk suffices to guarantee the
existence of a finite set of unique monic orthogonal polynomials {ψj}n

j=0, where
as usual ψj is a polynomial of degree j. We note, however, that if some moment
matrix Mk is indefinite, then, in view of (1.6), there are recursion coefficients γj of
magnitude larger than unity. For proofs of the theorem, see, e.g., [6, Theorem 2.1]
or [22, Theorem 2].

Theorem 1.1. Let n ≥ 1, and assume that ∆k �= 0, 1 ≤ k ≤ n + 1. Let αn and
βn(= n−αn) denote, respectively, the number of permanences and sign changes in
the sequence

1, ∆1, ∆2, . . . , ∆n.

Then the orthogonal polynomial ψn has αn or βn zeros in |z| < 1, as ∆n∆n+1 is
positive or negative, respectively. In particular, ψn has no zeros on the unit circle.

Since the determinant of every moment matrix associated with the distribution
function µ(t) in (1.2) is positive, Theorem 1.1 implies that all zeros of all Szegő
polynomials ψ1, ψ2, . . . lie in the open unit disk; see [6, Theorem 1.1] and [28,
Theorem 11.4.1] for alternative proofs.

An n-point Szegő quadrature rule is of the form

(1.9) S(n)
µ,τ (f) =

n∑
m=1

ω(n)
m f(λ(n)

m ), ω(n)
m > 0, λ(n)

m ∈ Γ,

where Γ denotes the unit circle in C. The characterizing property of S
(n)
µ,τ is that

(1.10) S(n)
µ,τ (p) = I(p), ∀p ∈ Λ−(n−1),n−1,

where the integral I is defined by (1.1) and Λ−(n−1),n−1 denotes the set of Laurent
polynomials

(1.11) Ln−1(z) =
n−1∑

k=−(n−1)

ckzk, ck ∈ C,

of degree at most n − 1; see, e.g., [20] for details.
The Laurent polynomial (1.11) with z = exp(it) can be expressed as a trigono-

metric polynomial Tn−1(t) of degree at most n − 1; i.e.,

Ln−1(z) = a0 +
n−1∑
k=1

(ak cos(kt) + bk sin(kt)) =: Tn−1(t), z = exp(it),

where aj , bj ∈ C. With a slight abuse of notation, we write S
(n)
µ,τ (Ln−1) as

(1.12) S(n)
µ,τ (Tn−1) =

n∑
m=1

ω(n)
m Tn−1(θ(n)

m ), λ(n)
m = exp(iθ(n)

m ),

and I(Ln−1) as

(1.13) I(Tn−1) =
1
2π

∫ π

−π

Tn−1(t)dµ(t).

It follows from (1.10) that

(1.14) S(n)
µ,τ (Tn−1) = I(Tn−1).
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Gragg [11] and Jones et al. [20] show that the nodes λ
(n)
m of an n-point Szegő

quadrature rule are the zeros of

(1.15) ψ̂n(z) := zψn−1(z) + τψ∗
n−1(z),

where τ ∈ Γ is arbitrary but fixed. The corresponding weights are given by

(1.16) ω(n)
m = I(lm), m = 1, 2, . . . , n,

where the lm are Lagrange polynomials defined by

(1.17) lm(z) :=
n∏

k=1
k �=m

z − λ
(n)
k

λ
(n)
m − λ

(n)
k

.

In particular, the nodes and weights depend on the parameter τ , but (1.10) holds
for all τ ∈ Γ.

We introduce the n × n matrices

Ĥn(τ ) :=

⎡
⎢⎢⎢⎢⎢⎣

−γ̄0γ1 −γ̄0γ2 · · · −γ̄0γn−1 −γ̄0τ
1 − |γ1|2 −γ̄1γ2 · · · −γ̄1γn−1 −γ̄1τ

0 1 − |γ2|2 · · · −γ̄2γn−1 −γ̄2τ
...

...
. . .

...
...

0 0 · · · 1 − |γn−1|2 −γ̄n−1τ

⎤
⎥⎥⎥⎥⎥⎦

and
Dn := diag[δ0, δ1, . . . , δn−1],

where γ0 := 1 and τ ∈ Γ. Gragg [11] showed that the zeroes of (1.15), i.e., the
nodes λ

(n)
m associated with this value of τ , are the eigenvalues of the unitary upper

Hessenberg matrix

(1.18) Hn(τ ) := D−1/2
n Ĥn(τ )D1/2

n ,

and the corresponding weights ω
(n)
m are the magnitude squared of the first compo-

nent of the eigenvectors of Hn(τ ) normalized to have unit length.
The n × n unitary upper Hessenberg matrix (1.18) is determined by only n

parameters: γ1, γ2, . . . , γn−1, τ . Several algorithms for computing the spectral de-
composition of Hn(τ ) by manipulating these parameters, rather than the matrix
entries, are available and can be used to determine the Szegő quadrature rule as-
sociated with (1.18); see [2, 3, 12, 13, 14, 15, 18, 26, 27]. Some of these algorithms
do not require the computation of all components of the eigenvectors in order to
determine the quadrature rule. Recent discussions on Szegő quadrature rules can
be found in [4, 5, 17].

Consider briefly the approximation of integrals of the form

(1.19) I(h) :=
∫ b

a

h(t)dν(t), −∞ ≤ a < b ≤ ∞,

where ν(t) is a distribution function with infinitely many points of increase in the
real (finite or infinite) interval [a, b], such that all associated moments exists and
are bounded. When the integrand h(t) is a smooth real-valued function, accurate
approximations of (1.19) can be computed by Gauss quadrature rules. In addition, if
certain (high order) derivatives of h(t) are of constant sign in the interval [a, b], then
it is possible to determine upper and lower bounds for (1.19) by evaluating pairs of
Gauss and Gauss–Radau rules; see Golub and Meurant [10] for a discussion. Laurie
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[23] recently proposed that pairs of Gauss and associated anti-Gauss quadrature
rules be evaluated in order to determine error estimates; the (n + 1)-point anti-
Gauss rule yields an integration error of opposite sign as the n-point Gauss rule
for all polynomials of degree at most 2n + 1. Under suitable conditions, pairs of
Gauss and anti-Gauss rules yield upper and lower bounds for the integral (1.19)
even when derivatives of the integrand change sign in the interval of integration.

It is the purpose of the present paper to define new quadrature rules for ap-
proximating the integral (1.1). These rules are analogous to the anti-Gauss rules
introduced by Laurie [23], and we therefore refer to them as anti-Szegő quadrature
rules. Pairs of associated Szegő and anti-Szegő quadrature rules provide estimates
of upper and lower bounds for the integral (1.1), and under suitable conditions on
the integrand they provide upper and lower bounds. We remark that the technique
advocated by Golub and Meurant [10] for computing upper and lower bounds for
(1.19) generally is not applicable to integrals of the form (1.1).

Section 2 discusses the construction of a quadrature rule A
(n)
µ,τ , whose integration

error is a negative multiple of the integration error obtained with the Szegő rule
S

(n)
µ,τ for all Laurent polynomials of degree at most n; i.e.,

(1.20) I(p) − A(n)
µ,τ (p) = −c(I(p) − S(n)

µ,τ (p)), ∀p ∈ Λ−n,n,

for some positive constant c. Note that (1.10) yields

(1.21) I(p) − A(n)
µ,τ (p) = 0, ∀p ∈ Λ−(n−1),n−1.

The relation (1.20) can also be expressed as

(1.22) I(p) − S(n)
µ,τ (p) =

1
c + 1

(A(n)
µ,τ − S(n)

µ,τ )(p), ∀p ∈ Λ−n,n,

and

(1.23) I(p) = (
1

c + 1
)A(n)

µ,τ + (
c

c + 1
)S(n)

µ,τ (p), ∀p ∈ Λ−n,n.

Equation (1.22) expresses the quadrature error of S
(n)
µ,τ (p) in the left-hand side as a

linear combination of computable quantities in the right-hand side for p ∈ Λ−n,n,
and suggests that the right-hand side may yield a useful estimate of the quadrature
error also for integrands not in Λ−n,n. Analogously, equation (1.23) suggests that
the right-hand side may furnish a better approximation of I(p) than S

(n)
µ,τ (p) also

for integrands p not in Λ−n,n; see Section 4 for further discussions of (1.22) and
(1.23).

We show that for c in a certain range, the quadrature rule A
(n)
µ,τ has either

n or n + 1 nodes on the unit circle with positive weights. Furthermore, there
always exists a constant c such that the associated quadrature rule A

(n)
µ,τ is an n-

point rule. We shall call such n-point quadrature rules anti-Szegő quadrature rules.
The special case when c = 1 in (1.20) is discussed in Section 3. Applications
of and computations with anti-Szegő quadrature rules are presented in Section 4.
Concluding remarks can be found in Section 5.

The construction of anti-Szegő quadrature rules is almost identical to the con-
struction of Szegő quadrature rules. In particular, the parameter of unit length
for the anti-Szegő quadrature rule is determined by the parameter τ of unit length
for the Szegő quadrature rule and by the coefficient c in (1.20). The case when
c = 1 therefore sheds light on the roles of the parameters τ in Szegő rules and the
corresponding parameter in anti-Szegő rules.
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2. Construction of A
(n)
µ,τ

In this section we let τ ∈ Γ be fixed, and we denote the nodes and the weights
of S

(n)
µ,τ by λm and ωm, m = 1, 2, . . . , n, respectively. It follows from (1.20) that

(2.1) A(n)
µ,τ (p) = (1 + c)I(p) − cS(n)

µ,τ (p), ∀ p ∈ Λ−n,n,

where c is a positive constant. Comparing (2.1) and (1.10) suggests that we consider
A

(n)
µ,τ a Szegő quadrature rule for the linear functional

(2.2) Ĩ := (1 + c)I − cS(n)
µ,τ .

Analogously to (1.2), we introduce the sesquilinear form

(2.3) (f, g)Ĩ := Ĩ(f̄g).

We can determine the nodes and weights for the quadrature rule A
(n)
µ,τ by first

computing the coefficients {γ̃j}n
j=1 in the recursion relations

(2.4)
φ0(z) = φ∗

0(z) := 1,
φj(z) = zφj−1(z) + γ̃jφ

∗
j−1(z), j = 1, 2, . . . , n,

φ∗
j (z) = ¯̃γjzφj−1(z) + φ∗

j−1(z),

for the monic orthogonal polynomials φj , j = 0, 1, . . . , n, with respect to the
sesquilinear form (2.3). Thus, the φj satisfy (φj , φk)Ĩ = 0 for j �= k. Analogously
to (1.5) and (1.6), we have

γ̃j = −(1, zφj−1)Ĩ/δ̃j−1,

δ̃j = δ̃j−1(1 − |γ̃j |2), δ̃0 := 1,(2.5)

and similarly as in Section 1,

(2.6) (zm, φj)Ĩ =
{

0, m = 0, 1, 2, . . . , j − 1,

δ̃j , m = j,

for j = 0, 1, . . . , n. The following relations will be applied below:

S
(n)
µ,τ (zj) = I(zj) = µ−j , 0 ≤ |j| ≤ n − 1,

S
(n)
µ,τ (zn) = ω1λ

n
1 + · · · + ωnλn

n.

The polynomial ψ̂n, given by (1.15), can be written in the form

(2.7) ψ̂n(z) = zn + cn−1z
n−1 + · · · + c1z + τ,

for certain coefficients cj ∈ C. Since the nodes λm of S
(n)
µ,τ are zeros of ψ̂n, it follows

that λn
m = −cn−1λ

n−1
m − · · · − c1λm − τ , and therefore

S(n)
µ,τ (zn) = ω1(−cn−1λ

n−1
1 − · · · − c1λ1 − τ ) + ω2(−cn−1λ

n−1
2 − · · · − c1λ2 − τ )

+ · · · + ωn(−cn−1λ
n−1
n − · · · − c1λn − τ )

= −cn−1(ω1λ
n−1
1 + · · · + ωnλn−1

n ) − · · · − c1(ω1λ1 + · · · + ωnλn)
−τ (ω1 + · · · + ωn)

= −cn−1µ−(n−1) − cn−2µ−(n−2) − · · · − c1µ−1 − τµ0.

Hence, the moments associated with Ĩ can be expressed as

m−j := ((1 + c)I − cS
(n)
µ,τ )(zj) = I(zj) = µ−j , 0 ≤ |j| ≤ n − 1,

m−n := ((1 + c)I − cS
(n)
µ,τ )(zn)

= (1 + c)µ−n + c(cn−1µ−(n−1) + cn−2µ−(n−2) + · · · + c1µ−1 + τµ0).
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From this relation of the moments m−j and µ−j one can deduce, e.g., by using the
recursion relations (1.4), (1.5), and (1.6), or even more straightforwardly by using
the recursion relations of the Levinson or Schur algorithms, that

(2.8) γ̃j = γj , δ̃j = δj , and φj = ψj , j = 0, 1, 2, . . . , n − 1.

We turn to the computation of the coefficients γ̃n and δ̃n, and obtain

γ̃n := − (1, zφn−1)Ĩ

δ̃n−1

= − (1, zψn−1)Ĩ

δn−1

= −
(1, ψ̂n)Ĩ − (1, τψ∗

n−1)Ĩ

δn−1

= − (1, ψ̂n)Ĩ

δn−1
+ τ

(1, ψ∗
n−1)Ĩ

δn−1
.

Using (2.7) yields

(1, ψ̂n)Ĩ

δn−1
=

m−n + cn−1m−n+1 + · · · + c1m−1 + τm0

δn−1

= (1 + c)
µ−n + cn−1µ−n+1 + · · · + c1µ−1 + τµ0

δn−1

= (1 + c)
(1, ψ̂n)
δn−1

= (1 + c)
(1, zψn−1)

δn−1
+ (1 + c)τ

(1, ψ∗
n−1)

δn−1

= −(1 + c)γn + (1 + c)τ.

The last equality follows from the definition of γn and the fact that

(1, ψ∗
n−1) = (ψn−1, z

n−1) = δn−1,

cf. (1.8). Since ψ∗
n−1 is a polynomial of degree at most n − 1, we have

(1, ψ∗
n−1)Ĩ = (1, ψ∗

n−1),

and therefore

(2.9) γ̃n = (1 + c)γn − cτ, δ̃n = δn−1(1 − |γ̃n|2).

In particular, φn(z) = zψn−1(z) + γ̃nψ∗
n−1(z).

3. Anti-Szegő quadrature rules

Introduce the moment matrices

M̃l = [mj−k]l−1
j,k=0, l = 1, 2, . . . , n + 1,

associated with the linear functional Ĩ and let ∆̃l denote the determinant of M̃l.
Analogously to (1.7),

∆̃j = δ̃j−1δ̃j−2 · · · δ̃0, j = 1, 2, . . . , n + 1.

It follows from (2.8) that δ̃j > 0 and |γ̃j | < 1 for 1 ≤ j < n, and therefore ∆̃j > 0
for 1 ≤ j ≤ n. Thus, ∆̃n+1 > 0 is equivalent to δ̃n > 0, and in view of (2.5) the
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latter inequality is equivalent to |γ̃n| < 1. Moreover, ∆̃n+1 = 0 is equivalent to
|γ̃n| = 1 and δ̃n = 0. If

∆̃l > 0, for 1 ≤ l ≤ n, and ∆̃n+1 = 0,

then, following Jones et al. [20], we say that Ĩ is positive n-definite, and we refer
to {φj}n

j=0 as a sequence of Szegő polynomials with respect to the positive n-definite
linear functional Ĩ. In this situation, the sesquilinear form (·, ·)Ĩ is an inner product
on Λ−(n−1),n−1, and it follows from (2.6) that

(3.1) (zm, φn)Ĩ = 0, m = 0, 1, . . . , n.

In the following lemma Ĩ denotes an arbitrary positive n-definite linear func-
tional. In particular, the result holds for the linear functional defined by (2.2)
when the associated recursion coefficient γ̃n, given by (2.9), is of unit modulus.

Lemma 3.1. (Jones et al. [20, Theorem 9.2]) Let {φj}n
j=1 be a finite sequence of

monic Szegő polynomials with respect to a positive n-definite linear functional Ĩ.
Then the n zeros of φn, denoted by λ̃

(n)
1 , λ̃

(n)
2 , . . . , λ̃

(n)
n , are all simple and lie on the

unit circle. Moreover, there are positive real numbers ω̃
(n)
1 , ω̃

(n)
2 , . . . , ω̃

(n)
n , which we

refer to as weights, such that

(3.2) Ĩ(Ln) =
n∑

m=1

ω̃(n)
m Ln(λ̃(n)

m ), ∀Ln ∈ Λ−n,n,

i.e., the right-hand side is a quadrature rule for Ĩ, and it is exact for all Ln ∈ Λ−n,n.

We note that the property of the zeros λ̃
(n)
j , j = 1, 2, . . . , n, to all be of unit

modulus under the conditions of the above lemma follows from Theorem 1.1.
Assume that the linear functional Ĩ, defined by (2.2), is positive n-definite; i.e.,

the associated nth recursion coefficient, given by (2.9), satisfies |γ̃n| = 1. Then
the n-point Szegő quadrature rule (3.2) for approximating Ĩ is exact for a larger
class of Laurent polynomials than the n-point Szegő rule (1.9) for approximating
the integral (1.1) (cf. (1.10)). The following theorem shows the importance of the
recursion coefficient γ̃n.

Theorem 3.2. Let the linear functional Ĩ be given by (2.2) and let γ̃n, defined
by (2.9), denote the nth recursion coefficient for the monic orthogonal polynomials
associated with Ĩ. Then the quadrature rule A

(n)
µ,τ has the following properties. If

|γ̃n| < 1, then A
(n)
µ,τ is an (n+1)-point Szegő quadrature rule with respect to Ĩ. The

rule depends on a parameter ρ ∈ Γ. If instead |γ̃n| = 1, then A
(n)
µ,τ is an n-point

Szegő quadrature rule with respect to the positive n-definite linear functional Ĩ with
positive weights and nodes on Γ. In either case, the quadrature rule A

(n)
µ,τ is exact

for all p ∈ Λ−n,n.

Proof. We first consider the case when |γ̃n| < 1. Then ∆̃l > 0 for l = 1, 2, . . . , n+1,
and it follows that {φj}n

j=0 is the finite sequence of monic Szegő polynomials with
respect to Ĩ. In particular, there are (n+1)-point Szegő quadrature rules determined
by the recursion coefficients γ1, . . . , γn−1, γ̃n and by an arbitrary parameter ρ ∈ Γ.
These rules are exact for all p ∈ Λ−n,n. Let A

(n)
µ,τ denote any one of these quadrature
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rules. The following unitary upper Hessenberg matrix determines the weights and
nodes of A

(n)
µ,τ :

H̃n+1(ρ) := D̃
−1/2
n+1

⎡
⎢⎢⎢⎢⎢⎣

−γ̄0γ1 −γ̄0γ2 · · · −γ̄0γ̃n −γ̄0ρ
1 − |γ1|2 −γ̄1γ2 · · · −γ̄1γ̃n −γ̄1ρ

0 1 − |γ2|2 · · · −γ̄2γ̃n −γ̄2ρ
...

...
. . .

...
...

0 0 · · · 1 − |γ̃n|2 −¯̃γnρ

⎤
⎥⎥⎥⎥⎥⎦ D̃

1/2
n+1,

where D̃n+1 := diag[δ0, δ1, . . . , δn−1, δ̃n] and γ0 := 1; cf. the discussion in Section
1 related to the matrix Hn(τ ) defined by (1.18). The weights are positive and the
nodes lie on the unit circle. Note that the matrices H̃n+1(ρ) and Hn(τ ) have the
same (n − 1) × (n − 1) leading principal submatrix.

We turn to the case when |γ̃n| = 1. Now Ĩ is a positive n-definite linear func-
tional, and Lemma 3.1 shows the existence of an n-point quadrature rule whose
nodes are the zeros of φn and whose weights are positive. We denote this rule by
A

(n)
µ,τ , and note that, in view of Lemma 3.1, A

(n)
µ,τ is exact for all p ∈ Λ−n,n. Since

the nth coefficient γ̃n is of unit modulus, the associated n × n upper Hessenberg
matrix Hn(γ̃n), defined by (1.18) with τ := γ̃n is unitary. In particular, the nodes
determined by Hn(γ̃n) lie on the unit circle and the corresponding weights are
positive. �

We remark that if |γ̃n| > 1, then ∆̃n+1 < 0, and by Theorem 1.1 all zeros of
φn are outside the unit circle. Further properties of polynomials orthogonal with
respect to an indefinite sesquilinear form are discussed by Landau [22].

We turn to the choice of coefficient c > 0 in (1.20) and (2.2). It is convenient to
write the expression (2.9) for γ̃n in the form

(3.3) γ̃n = γn + c(γn − τ ).

Corollary 3.3. For every τ ∈ Γ, there is a unique positive constant c, given by

(3.4) c =
1 − |γn|2

1 + |γn|2 − 2 Re(γnτ )
,

such that γ̃n defined by (3.3) is of unit modulus. The associated quadrature rule
A

(n)
µ,τ is an n-point rule with positive weights and nodes on the unit circle.

Proof. Consider the function

F (x) = |γn + x(γn − τ )|2, x ∈ R,

and recall that |γn| < 1. Clearly, limx→0 F (x) = |γn|2 and limx→∞ F (x) = ∞.
By continuity of F , there is a constant c > 0, such that F (c) = 1. The unicity
of this constant follows from the fact that F (x) is a parabola, and straightforward
computation yields the value (3.4). Finally, the existence of the quadrature rule
A

(n)
µ,τ with the specified properties is a consequence of Theorem 3.2. �

We refer to the n-point quadrature rule A
(n)
µ,τ determined in Corollary 3.3 as an

anti-Szegő quadrature rule associated with the n-point Szegő rule S
(n)
µ,τ . Both rules

A
(n)
µ,τ and S

(n)
µ,τ depend on the parameter τ of unit modulus.
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Example 3.1. Consider n-point quadrature rules associated with the measure
dµ(t) = dt. The Szegő polynomials are ψj(z) = zj , j = 0, 1, 2, . . . . In particular,
all recursion coefficients γj vanish. Therefore, by (3.3), γ̃n = −cτ , and, by (3.4),
c = 1. It follows that γ̃n = −τ . For any τ ∈ Γ, the n-point Szegő and anti-Szegő
quadrature rules are determined by the n × n unitary upper Hessenberg matrices
Hn(τ ) and Hn(−τ ), respectively (cf. (1.18)). The nodes for the n-point Szegő
rule are the zeros of ψ̂n(z) = zn + τ (cf. (1.15)), and the nodes for the associated
anti-Szegő rule are the zeros of φn(z) = zn − τ . Thus, the nodes and weights for
the n-point Szegő rule are given by

(3.5) λ(n)
m = exp(i(θ + 2mπ)/n), ω(n)

m =
1
n

, m = 1, 2, . . . , n,

where −τ = exp(iθ), and the nodes and weights for the associated anti-Szegő rule
are

(3.6) λ̃(n)
m = exp(i(θ + (2m + 1)π)/n), ω̃(n)

m =
1
n

, m = 1, 2, . . . , n.

Example 3.2. The monic Szegő polynomials associated with the measure dµ(t) =
2 sin2(t/2)dt are given by

ψj(z) =
1

j + 1
1 − (j + 2)zj+1 + (j + 1)zj+2

(1 − z)2
, j = 0, 1, 2, . . . ,

with recursion coefficients γj = ψj(0) = 1/(j +1); see Bultheel et al. [4]. Let τ ∈ Γ
and consider n-point Szegő and anti-Szegő rules. Equations (3.3) and (3.4) yield

γ̃n =
c + 1
n + 1

− cτ, c =
n2 + 2n

n2 + 2n + 2 − 2(n + 1)Re(τ)
.

For instance, τ = 1 gives c = 1+2/n and γ̃n = −1, and the desired Szegő and anti-
Szegő quadrature rules are determined by the n × n unitary Hessenberg matrices
Hn(1) and Hn(−1), respectively (cf. (1.18)). Similarly, τ = −1 yields c = n/(n+2)
and γ̃n = 1. The associated n-point Szegő and anti-Szegő rules are determined by
the matrices Hn(−1) and Hn(1), respectively.

The parameter τ can be chosen arbitrarily on Γ. The choice

(3.7) τ :=

{ γn

|γn|
, if γn �= 0,

1, if γn = 0,

has received attention because the unitary upper Hessenberg matrix Hn(τ ) obtained
for this value of τ is a closest unitary matrix, in any unitarily invariant norm, to the
upper Hessenberg matrix Hn(γn); see, e.g., [25] for a proof. The following theorem
discusses Szegő and anti-Szegő quadrature rules obtained for τ given by (3.7).

Theorem 3.4. Let the parameter τ be defined by (3.7). Then the pair of ma-
trices Hn(τ ) and Hn(−τ ) determine the n-point Szegő and associated anti-Szegő
quadrature rules, respectively.

Proof. Let γn = 0. Then τ = 1 and, by (3.4), c = 1. It follows from (3.3) that
γ̃n = −1. Therefore, the pair of matrices Hn(1) and Hn(−1) determine the n-point
Szegő and associated anti-Szegő quadrature rules.

We turn to the case γn �= 0. Equations (3.4) and (3.7) yield

c =
1 + |γn|
1 − |γn|

,
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and it follows from (3.3) that

γ̃n = − γn

|γn|
= −τ.

Thus, the pair of matrices Hn(γn/|γn|) and Hn(−γn/|γn|) determine associated
n-point Szegő and anti-Szegő quadrature rules. �

In Laurie’s discussion of anti-Gauss quadrature rules [23], the coefficient c in
his analogue of equation (1.20) is set to one. In the remainder of this section we
consider the case when c = 1 in (1.20). Then the integration errors achieved with
the Szegő rule S

(n)
µ,τ and anti-Szegő rule A

(n)
µ,τ are of opposite sign and of the same

modulus for all Laurent polynomials in Λ−n,n. The following theorem is concerned
with the expression (3.3) for γ̃n when c = 1, and shows how to choose the auxiliary
parameter τ in (1.18) so that |γ̃n| = 1.

Theorem 3.5. Let τ ∈ Γ satisfy |2γn − τ | = 1, and define γ̃n = 2γn − τ . Then
S

(n)
µ,τ and A

(n)
µ,τ form a pair of n-point Szegő and anti-Szegő quadrature rules.

Proof. We remark that the choice of γ̃n corresponds to c = 1 in (2.9). Since |γn| < 1,
the set W := {w ∈ Γ : |2γn − w| = 1} is not empty. In particular, γn �= 0 yields
W = { γn

|γn| exp(±iθ)} with cos(θ) = |γn|. If γn = 0, then W = Γ. The result now
follows from Theorem 3.2. �

Remark. By Corollary 3.3 there is a unique positive constant c associated with each
parameter τ ∈ Γ. The different possible values of τ in Theorem 3.5 correspond to
c = 1 in (3.3). Thus, different values of τ may yield the same constant c.

Example 3.3. Consider the same measure as in Example 3.2. We have γn =
1/(n + 1) and would like to determine τ ∈ Γ, so that | 2

n+1 − τ | = 1. This yields

τ =
1

n + 1
± i

√
1 − (

1
n + 1

)2, γ̃n
1

n + 1
∓ i

√
1 − (

1
n + 1

)2 = τ̄ .

Thus, the nodes and weights of the n-point Szegő and associated anti-Szegő quad-
rature rules are determined by Hn(τ ) and Hn(τ̄), respectively.

4. Applications of anti-Szegő quadrature rules

An important application of Szegő and anti-Szegő quadrature rules is the ap-
proximation of integrals with periodic integrands. Let T be a 2π-periodic function.
Analogously to (1.12) and (1.13), we define

S(n)
µ,τ (T ) =

n∑
m=1

ω(n)
m T (θ(n)

m ), λ(n)
m = exp(iθ(n)

m ),(4.1)

A(n)
µ,τ (T ) =

n∑
m=1

ω̃(n)
m T (θ̃(n)

m ), λ̃(n)
m = exp(iθ̃(n)

m ),(4.2)

I(T ) =
1
2π

∫ π

−π

T (t)dµ(t).(4.3)

We may assume that T (t) is real-valued; otherwise, we integrate the real and imag-
inary parts separately.
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There is a sequence of orthogonal trigonometric polynomials P0,0, P1,0, P1,1, P2,1,
P2,2, . . . with respect to the inner product

(T, U) :=
1
2π

∫ π

−π

T (t)U(t)dµ(t).

Here Pr,s denotes a trigonometric polynomial of degree r; i.e.,

P0,0(t) = 1,

Pk,k−1(t) = sin(kt) +
k−1∑
j=0

(s̃j sin(jt) + c̃j cos(jt)),

Pk,k(t) = cos(kt) + sk sin(kt) +
k−1∑
j=0

(ŝj sin(jt) + ĉj cos(jt))

for certain coefficients s̃j , c̃j , sj , ŝj , and ĉj ; see, e.g., [7, 24] for details.
Assume that T (t) can be expressed as

T (t) =
∞∑

j=0

(αjPj,j−1(t) + βjPj,j(t)),

where the coefficients αj , βj ∈ R converge sufficiently rapidly to zero to allow term-
wise integration and P0,−1(t) := 0. The orthogonality of the Pr,s yields I(P0,0) = 1
and I(Pr,s) = 0 for all r, s > 0. It follows that I(T ) = β0. We obtain from (1.14)
that S

(n)
µ,τ (P0,0) = 1 and S

(n)
µ,τ (Pr,s) = 0 for 0 < r, s < n. Analogous results hold for

the anti-Szegő rule A
(n)
µ,τ . Combining these properties shows that

S(n)
µ,τ (T ) = I(T ) + αnS(n)

µ,τ (Pn,n−1) + βnS(n)
µ,τ (Pn,n)(4.4)

+
∞∑

j=n+1

{αjS
(n)
µ,τ (Pj,j−1) + βjS

(n)
µ,τ (Pj,j)}

A(n)
µ,τ (T ) =

n∑
j=0

{(1 + c)I − cS(n)
µ,τ}(αjPj,j−1 + βjPj,j)

+
∞∑

j=n+1

A(n)
µ,τ (αjPj,j−1 + βjPj,j)

= I(T ) − cαnS(n)
µ,τ (Pn,n−1) − cβnS(n)

µ,τ (Pn,n)(4.5)

+
∞∑

j=n+1

{αjA
(n)
µ,τ (Pj,j−1) + βjA

(n)
µ,τ (Pj,j)}.

Assume that the coefficients αj and βj converge so rapidly to zero with increasing
index that the leading terms in (4.4) and (4.5) dominate the integration errors, i.e.,

E(n)(T ) := (I − S(n)
µ,τ )(T ) ≈ −αnS(n)

µ,τ (Pn,n−1) − βnS(n)
µ,τ (Pn,n),(4.6)

Ẽ(n)(T ) := (I − A(n)
µ,τ )(T ) ≈ cαnS(n)

µ,τ (Pn,n−1) + cβnS(n)
µ,τ (Pn,n),(4.7)

where ≈ stands for “approximately equal to”. In this situation, the errors E(n)(T )
and Ẽ(n)(T ) are of opposite sign; i.e., the computed approximations S

(n)
µ,τ (T ) and
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Table 4.1. This is a description of Example 4.1. Error E(n)(T )
and error estimate Ê(n)(T ) for the n-point Szegő rule, error
Ẽ(n)(T ) for the n-point anti-Szegő rule, and error E(n)(T ) for the
associated average rule for the integrand T (t) := ln(1 + cos(t) +
sin2(t/2)) and three values of n. I(T ) = 0.37645281291920.

n = 4 n = 5 n = 6
E(n)(T ) 4.3 · 10−4 −5.9 · 10−5 8.5 · 10−6

Ê(n)(T ) 4.3 · 10−4 −5.9 · 10−5 8.5 · 10−6

Ẽ(n)(T ) −4.3 · 10−4 5.9 · 10−5 −8.5 · 10−6

E(n)(T ) 1.9 · 10−7 4.4 · 10−9 1.1 · 10−10

A
(n)
µ,τ (T ) bracket I(T ). Note that the expressions (4.6) and (4.7) are consistent with

(1.20); i.e., they show that

Ẽ(n)(Tn) = −cE(n)(Tn)

for all trigonometric polynomials Tn of degree at most n.
Consider the estimate

(4.8) Ê(n) :=
1

c + 1
(A(n)

µ,τ − S(n)
µ,τ )

of the integration error E(n) (cf. (1.22)). It follows from (4.6) and (4.7) that

Ê(n)(T ) =
1

c + 1
{E(n)(T ) − Ẽ(n)(T )} ≈ −αnS(n)

µ,τ (Pn,n−1) − βnS(n)
µ,τ (Pn,n).

In particular, Ê(n)(Tn) = E(n)(Tn) for every trigonometric polynomial Tn of degree
at most n.

Equation (1.23) suggests that the quadrature rule

(4.9) L(n) := (
1

c + 1
)A(n)

µ,τ + (
c

c + 1
)S(n)

µ,τ

be considered. We refer to this rule as the average rule. It satisfies

L(n)(T ) = I(T ) +
1

1 + c

∞∑
j=n+1

{αjA
(n)
µ,τ (Pj,j−1) + βjA

(n)
µ,τ (Pj,j)}

+
c

1 + c

∞∑
j=n+1

{αjS
(n)
µ,τ (Pj,j−1) + βjS

(n)
µ,τ (Pj,j)}

= I(T ) +
∞∑

j=n+1

{αjL(n)(Pj,j−1) + βjL(n)(Pj,j)}.

Thus, L(n)(Tn) = I(Tn) for all trigonometric polynomials Tn of degree at most n.
The following computed example illustrates that the average rule L(n) may yield
higher accuracy than the associated Szegő and anti-Szegő quadrature rules. We
tabulate the integration error

E(n)(T ) := (I − L(n))(T ).
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Example 4.1. We illustrate the performance of Szegő and anti-Szegő quadrature
rules associated with the measure dµ(t) = dt considered in Example 3.1. In particu-
lar, the constant c in (4.8) and (4.9) is unity. For 2π-periodic integrands, the Szegő
quadrature rule (4.1) determined by the nodes and weights (3.5) with θ = 0 is the
trapezoidal rule, and the anti-Szegő quadrature rule (4.2) defined by the nodes and
weights (3.6) with θ = 0 is the midpoint rule. We would like to determine approx-
imations of the integral (4.3) with the integrand T (t) := ln(1 + cos(t) + sin2(t/2))
using these and the average quadrature rules. The value of the integral can be
shown to be

I(T ) = ln(
3
4

+
1
2

√
2) ≈ 0.37645281291920.

The integration errors E(n)(T ) for the trapezoidal rule and Ẽ(n)(T ) for the mid-
point rule are displayed in Table 4.1. They can be seen to be of opposite sign for
fixed values of n. The table also shows Ê(n)(T ) to be an accurate approximation
of E(n)(T ).

In this example L(n) = S
(2n)
µ,τ . It is known that the trapezoidal rule converges

rapidly for analytic periodic integrands with an increasing number of nodes; see,
e.g., Henrici [19, Section 11.11]. Formula (4.9) therefore suggests that the errors in
S

(n)
µ,τ (T ) and A

(n)
µ,τ (T ) are of about the same modulus but of opposite sign. Table

4.1 shows this indeed to be the case.

Example 4.2. Let the measure be defined by the Poisson kernel

dµ(t) =
1 − r2

1 − 2r cos(t) + r2
dt,

where 0 < r < 1. The associated orthonormal Szegő polynomials are given by
ψ0(z) = 1 and

ψn(z) =
zn − rzn−1

√
1 − r2

, n = 1, 2, . . . ;

see, e.g., [17]. In particular, γ1 = −r, δ1 = 1 − r2, and γn = 0 for n > 1. Hence,
c = 1 and γ̃n = −τ for n > 1.

Consider the approximation of the integral (4.3) for T (t) := 1
2 log(5 + 4 cos(t)).

Table 4.2 shows the performance of Szegő and anti-Szegő rules, as well as of the
average rule (4.9), for r = 1/2 and τ = 1. The errors (4.6) and (4.7) can be seen to
be of about the same magnitude and of opposite sign. Note that S

(n)
µ,τ (T ) is larger

Table 4.2. This is a description of Example 4.2. Error E(n)(T )
and error estimate Ê(n)(T ) for the n-point Szegő rule, error
Ẽ(n)(T ) for the n-point anti-Szegő rule, and error E(n)(T ) for the
associated average rule for the integrand T (t) := 1

2 log(5+4cos(t))
for three values of n. I(T ) = 0.91629073187416.

n = 9 n = 12 n = 18
E(n)(T ) 1.1 · 10−4 −1.0 · 10−5 −1.0 · 10−7

Ê(n)(T ) 1.1 · 10−4 −1.0 · 10−5 −1.0 · 10−7

Ẽ(n)(T ) −1.1 · 10−4 1.0 · 10−5 1.0 · 10−7

E(n)(T ) 1.7 · 10−7 2.0 · 10−9 3.3 · 10−13



ANTI-SZEGŐ QUADRATURE RULES 809

than A
(n)
µ,τ (T ) for n = 12 and 18, but smaller than A

(n)
µ,τ (T ) for n = 9. Moreover,

Ê(n)(T ) furnishes an accurate estimate of the error (4.6). The average rule L(n)(T )
is seen to give better approximations of I(T ) than S

(n)
µ,τ (T ) and A

(n)
µ,τ (T ) for the

same values of n.
We conclude with some comments on the computation of the exact value of I(T ).

For functions u(z) which are harmonic in the unit disk, we have

1
2π

∫ π

−π

u(eit)
1 − r2

1 − 2r cos(θ − t) + r2
dt = u(reiθ).

Since T (t) = log |eit + 2|, we define u(z) = log |z + 2|. Then, for r = 1/2, we obtain
that I(T ) = u( 1

2ei0) = u(1/2) = log(5/2) = 0.91629073187416.

5. Conclusions

This paper presents and analyzes anti-Szegő rules, a new type of quadrature rule
for Laurent and trigonometric polynomials. When used together with Szegő rules,
they furnish error estimates for the latter. Moreover, they can be used to define
the average rule (4.9) which often yields higher accuracy than the corresponding
Szegő and anti-Szegő rules.
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