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THE SIMPLEST CRITICAL CASES IN THE DYNAMICS OF
NONLINEAR SYSTEMS WITH SMALL DIFFUSION

S. A. KASHCHENKO

ABSTRACT. Systems of nonlinear equations of parabolic type provide models for
many processes and phenomena. A special role is played by systems with relatively
small diffusion coefficients. In investigating the dynamical properties of solutions,
the diffusion coefficients being small leads to the appearance of infinite-dimensional
critical cases in problems on the stability of solutions. In this paper we study the
simplest and most important of these critical cases. Special nonlinear evolution equa-
tions are constructed which play the role of normal forms; their nonlocal dynamics
determines the behaviour of solutions of the original system in a small neighbour-
hood of an equilibrium state. The importance of the renormalization procedure is
demonstrated.

INTRODUCTION

We study the system of equations

B o2
(1) a—? = (eDy +52D2)8—£ + (Ao +eA; + 2 Ay)u + F(u)

with various classical boundary conditions:

e the periodic boundary condition

(2) u(t,x + 2m) = u(t, x),
e the Neumann boundary condition
ou ou
3 7 le=0 = 5= |a=r =0,
(3) o= o

e the Dirichlet boundary condition
(4) u|;c=0 = u|9c=7r =0.

Here u € R™",0 < ¢ < 1 is a small parameter and we assume that the real parts of
all the eigenvalues of the matrix D(¢) = eD; + 2D, are positive and that the nonlinear
vector function F(u) is such that F(u) = Fy(u, u) + F3(u, u, u)+o(|u|*), where the vector
functions F5 3 are linear with respect to each argument. It is convenient to choose the
Sobolev space W2(R™) as the phase space. The Sobolev space W2(R™) is defined to be
the space WZ(R") with the corresponding boundary condition (either @), @) or @)).

We will investigate the behaviour of all solutions of the boundary value problems
@,@), @), ) and (@), ) with initial data in some sufficiently small neighbourhood
(independent of ¢) of the zero equilibrium state. We will examine all the similarities
and differences in the dynamics of each of these boundary value problems. We note
that systems of parabolic equations of the form (Il) with boundary conditions (2)), (3]
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or (@) are the basic models for many applied problems (see, for example, [1]-|17]. The
behaviour of solutions of the linear system of equations

ou 0%u 9
(5) E :D(f)@+(x40+&41+6 Az)u,
with the corresponding boundary conditions, plays an important role in studying the
dynamical properties of solutions to (). Consider the matrix family

A(Z) = AO - ZDl,

which depends on a nonnegative parameter z. If the real parts of all the eigenvalues of
A(z) are negative when z > 0, then the problem becomes trivial: all solutions of any of
the boundary value problems under consideration for sufficiently small initial data (in
the norm of W22(R”)), tend to zero as t — oco. If there exists 2y > 0 for which the matrix
A(zp) has eigenvalues with positive real part, then the problem becomes nonlocal: that
is, a small neighbourhood (not depending on ¢) of the zero equilibrium point does not
contain attractors.

We will investigate the critical case, when for some zy > 0 the matrix A(zp) has
eigenvalues with zero real part, while the real parts of all the eigenvalues of A(z) for
z > 0 but z # zp are negative. Notice that in [18-]|29] a method of normalization
is proposed, with the help of which the boundary value problems under consideration
reduce to special nonlinear boundary value problems that, as a rule, do not contain the
parameter €, and such that their nonlocal dynamics governs the local dynamics of the
original boundary value problems for all small e.

In this paper, we study the simplest and most interesting critical cases, when the
matrix A(zp) has just one pair of purely imaginary eigenvalues and the real parts of
all other eigenvalues are negative. A problem of this type was first studied in |7] for
20 = 0. For this case, in {Il we give the corresponding normalized boundary value
problems, which are special nonlinear equations of parabolic type. In §2] we investigate
an important critical case when the corresponding parabolic operator obtained in {IJ
degenerates. We propose a new approach to constructing the normalized systems. Using
it we can obtain nonlinear equations free of the parameter ¢, of parabolic type of fourth
order and with nonlinear terms of a special form.

In §43] and @] we assume that zy > 0, that is, the critical case is realized at asymp-
totically high modes of order e~/2. In [18], [20]-[25] it was shown that in this situation
the normalized system is described by a nonlinear hyperbolic equation. In §l, taking
account of the terms of a higher order of smallness, renormalizing we can obtain a spe-
cial nonlinear parabolic equation as the normalized equation and, from the structure of
its solutions, deduce some conclusions about the behaviour of solutions of the original
equation.

1. BIFURCATION AT LOW MODES

Now we assume that zp = 0. We will show that, in contrast to the case zg > 0,
bifurcation and the formation of structures occur at relatively low modes (as € — 0).

Thus, suppose that the matrix A(zp) = Ao has a pair of purely imaginary eigenvalues
+iw (iw # 0), so that Aga = iwa (a # 0 is an eigenvector) and that all other eigenvalues
of Ag and all the eigenvalues of A(z) for z > 0 have negative real parts. Let A5b = —iwb,
where A is the transpose of Ay and (a,b) = 1. Notice an important inequality

(6) Re(D1a,b) > 0,
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which follows from the stated properties of A(z). According to the algorithm in [18]-]26],
we substitute

w =e/2(&(7, 2)a exp(iwt) + &(7, 2)a exp(—iwt))
(7) + eug (7, t, ) + 3 2ug(r, t,x) + . ..

into (), where 7 = et is slow time, the (7, x) are complex ‘amplitudes’ and the u;(7,t, z)
are periodic in ¢ and satisfy the appropriate boundary conditions in z. First, we obtain
us(7,t, x) by collecting together the coefficients of like powers of € in the resulting formal
identity. Next, the condition that the equation be solvable for usz(7,t, ) in the functional
class under consideration yields the determining equation [18], [21] for &(7,x):

o8 0?

(8) or (Da, b>8—x§ + (Ara,b)& + dJE)*.

The boundary conditions for {(7,z) are inherited from the boundary conditions for
u(t, ). Thus, for case ([2)) we have

9) §(rx +2m) = (7, 2);
for case (B

o8, 9% _o
(10) %h:o = ax\z:ﬁ = 0;
and for case (@)
(11) §|ZL’:0 = é-lm:ﬂ =0.

The complex coefficient d is called the Lyapunov value. An explicit expression for it
was given in [18,21]. We note that this is the same Lyapunov value as for the ordinary
differential equation

(12) = (Ao +edi)u+ F(u).

We now formulate the results (based on the Ansatz ([7))) on the relationship, for small €,
between the solutions and dynamical properties of the original equation and the normal-
ized equation (8) with the appropriate boundary conditions. In statements of this type
we will assume that the coefficient (Dsa,b) of the leading spatial derivative satisfies the
strict inequality

(13) Re(D;a,b) > 0.

For the sake of definiteness, we restrict our attention to case (2] of periodic boundary
conditions.

Theorem 1. Suppose that condition ([I3)) is satisfied, and let & (T, z) be a solution of the
boundary value problem ), @) that is bounded ast — oo, x € [0,2x]. Then the boundary
value problem (@), @) admits an asymptotic solution ug(t,x, ) with error O(e3/?) of the
form

(14) ug(t,z,e) = eY?(&o(, 2)a exp(iwt) + Eo (T, T)a exp(—iwt)) +euz (7, t,2), (T = et).

If, in addition, &y(7,x) is a solution of (®), ([@) that is periodic in 7 this theorem can
be strengthened. To this end, assume that the following nondegeneracy condition holds:

) 96

const —

or ox
and that the boundary value problem linearized at &y(7, x) has just two multipliers with
absolute value 1. Then equation (I4]) defines a two-dimensional torus with the same
stability as &o(7, ).
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Example 1. The dynamics of the logistic equation with a delay and small diffusion term.

Consider the boundary value problem

2

(15) % = 62% +rull —u(t —T,z)], u(t,z+2m)=u(t,z).
Here 0 < € <« 1, and the delay T and the coefficient r are positive. We study the
behaviour of solutions of ([[3)) in a small neighbourhood of the equilibrium state uy = 1
which is independent of «.

The linearized equation at ug reads

ou 0%
E =& @—ru(t—T,x)
and its characteristic quasi-polynomial is
(16) A= —e2k? —rexp(—A\T), k=0,+1,+2,....

If T < Ty = n(2r)~!, then the real parts of all the roots of (6] are negative and separated
from zero as € — 0, while if T" > Tp, then there exists a root of ([8) with positive real
parts separated from zero as € — 0. Here we assume that the relation

(17) T = TO + €T1

holds for some constant T}. Under condition (7)), the real parts of infinitely many roots
tend to zero as € — 0, and their imaginary parts tend to w = r.

Following the above algorithm, in (I5) we set
u =1+ ve(&(r,z) exp(iwT) + (7, 2) exp(—iwT)) + cua (7, t, 7)
(18) + & 2ug(r,t,x) + ...,

where 7 = et and the functions w;(7,t,x) depend periodically on ¢ and z. After stan-
dard computations, we first find us(7, ¢, 2) and next, taking into account the solvability
conditions on the equation with respect to us(7,t,2) we arrive at the boundary value
problem determining &(7, x):

o [1—im/2 & rl—iﬂ/2 §—TO[37T_2+¢(7T+6)]|§|2§
or  |1+x2/a]oe2 " | P14 a2/at 10(1 + 72/4) '
In the next section we study the following case, which is important for applications:

(19) Re(D;a,b) =0, thatis, (Dia,b)=140 (Imd=0).
2. RENORMALIZATION

Suppose that condition () holds. We assume that
(20) Re(Aja,b) =0,

since otherwize the problem is either trivial or becomes nonlocal. We set (Aja,b) =0
without loss of generality, because (20]) makes it possible to eliminate the term (A;a,b)
by using the Lyapunov change of variables £ — £ exp((41a,b)T).
After linearization at origin, equation (8) takes the form
2

(21) 9 _ 5 2¢

or Ox?
Therefore the characteristic equation for (ZI) together with any of the boundary condi-
tions ([@)—(II) has infinitely many roots with zero real part. This means that the critical
case of infinite dimensions is realized in the problem of the stability of the zero equilib-
rium state in (). In particular, this means we have to find an analogue of (§) taking
terms of order ¢ into account.



NONLINEAR SYSTEMS WITH SMALL DIFFUSION 89

The characteristic equation for (@), with the boundary conditions under consideration,
is
(22) det|Ag + Ay 4+ €2 Ay — ek? Dy — €2k*Dy — M| = 0,

where k = 0,+1,+2 in the case of [@); k¥ = 0,1,2,... for @) and £ = 1,2,... for ({@).
The asymptotics of those roots Ai(e) and A\ (g) of ([22]), for which the real parts tend to
zero as € — 0, can be written

(23) Ap(e) = iw + g1 + e Xp2+ ...,
and the eigenvectors ay(¢) corresponding to \x(g) are
(24) ap(e) = a+eap +%apa + .. ..
We now give expressions for A\g1, A2 and ag1:
M1 = —k?*(Dia,b) = —idk?,
ez = k?[(Ayag, b) — (Dsa, b)] + (Aga,b) — k*(Djag, b),
a1 = k*ao,
where a¢ denotes the vector solutions of the equation
(Ag —iwl)ag = (D1 — i1 )a,

such that (ag,b) = 0.
From the above, we see that the normalized equation (the analogue of (§))) is

g 325 345 2§ 2
=i0— —o— d
where o = (D1ag,b), 3 = (Dga, b) — (Alao, b) and o = (Asa,b).

Note that the representation of £(7,x) in the form of a Fourier series with respect to
the corresponding eigenfunctions with coefficients & (7) turns the linear part of (25) into
a system of ordinary differential equations

€= (M1 + M2 + .- )&k,
and the coefficient o satisfies the inequality

(26) o >0.

(25)

For e = 0, the problem of the stability of the zero solution of (28) (with boundary
condition (@), (I0) or (II])) again gives the critical infinite dimensional case. We therefore
apply the normalization algorithm once again. We introduce formal series (analogous to
([@). For the periodic boundary condition (@) we obtain

&(r,x,¢) —51/2( Z 0k (s) exp(ikz — i6k>T)
k=—o00
(27) + Z T (s) exp(ika — i6k*T )) +e32q3(s, 7y x) + ..., s =eT,
k=—o00

where the ‘amplitudes’ 7 (s) are to be determined, and the function gs(s, 7, x) is periodic
with respect to 7 and x. For the Neumann boundary condition (0] we obtain

oo

(28) &(r,x,e) = /2 < Z Nk (8)(cos kx) exp(—i5k27)> + 3 2g3(s, 1) + ..,

k=—o0



90 S. A. KASHCHENKO

where g3(s, 7,2) = g3(s, 7, —x). Finally, for the Dirichlet boundary condition we have

(29)  &(r,x,e) = /2 Z ne(s)(sin kx) exp(—idk?T) | + &/ %qs(s, 7,2) + ...,
k=—00,k0
and g3(s,7,x) = —qs(s, 7, —x).

Now we substitute (7)), [28) or [29) into ([28). In doing this, we make essential use of
the fact that the ‘lower’ resonances are absent; that is, the system of integer equations
ki 4 ko — ks =k, k2 4+ k2 — k2 = k2
admits only those triples as solutions in which two of the numbers are equal in modulus

and have opposite sign.

After standard computations for each of the boundary value problems under consid-
eration, we arrive at the infinite system of ordinary differential equations
s
s
where £ = 0,+1,+2,... in case [@); ¥ = 0,£1,42,... in case (IU) and &k = 1,2,... in
case ([{I).

Later in the paper, the central point is the definition of the function 7(s, z):

(31) an s) exp(ikz)

(30) = (—ok* — Kk® + a)ne + fi(n),

with coefficients 7y (s) as in ([B0). We introduce some more notation. Let M (y) denote
the mean value of the function p(z):

27
Mig@) = 5 [ elai.
Let R(y) denote the vector whose components are the Fourier coefficients of the function
o(x) =Y pe . prexp(ikz):

R(p) = (..., p—_2exp(—2ix), p_1 exp(—iz), vo, 1 exp(iz), p2 exp(2iz),...).

In what follows we assume that multiplication of vectors is coordinate-wise. Then, for
example,

() Rl)) = 3l exp(ike).

Consider the equation
on o*n 0%n

(32) 95 W+%W +an + 2nM(|n|* — (R*(n), R(n))
with boundary conditions
(33) (s, +2m) = (s, z),
the equation
o _ I 9 2y Bip2 ) 7 1 2
(39 = ol M () — (R (), Rn) — {M ()M ()
with boundary conditions
on _On B
(35) 8_3:‘70:0 = %'x:l =0
and the equation
on 8477 9%n

(36) = s et an+ uM () 5 (R ), Bn)
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with boundary conditions

(37) 77\1:0 :n‘zzl =0.

Our main result is that the Fourier coefficients 7y (s) of solutions to each of these
boundary value problems satisfy systems of ordinary differential equations of the same
form as (B30). Thus, if conditions [I3)), ([20)) are fulfilled then the boundary value problems

B2), B3); B4), Ba) and @B6l), BT) play the role of the normal forms for the boundary
value problems (&), @); &), (I0) and (@), [, respectively, and therefore for the original
system () with the appropriate boundary conditions.

Now we can formulate a concrete statement which follows from the foregoing consid-
erations.

Theorem 2. Suppose that conditions (I9) and Q) hold and that the boundary value

problem ), @2 (), @) or (), (D)) admits a solution 1o(s,) = X meos) exp(ike)
that is bounded as s — oo. Then the boundary value problem 23), @) (@3), (I0)

or @5), (), respectively) admits an asymptotic solution &o(T,x, ) with error O(e%/?),
which takes the form

So(ryx,e) = 51/2(2 nro(eT) exp(iks — i0k*T + Z ko (e7) exp(—ikz + i0k>T))
k k
in case @), the form
So(r,z,e) = 51/2(2 nro(eT) cos(kx) exp(—idk*T + Z ko (e7) cos(kx) exp(—idk?T))
k k
in case ([IQ), and

So(Ty2,8) = 51/2(2 nro(eT) sin(kx) exp(—idk>T + Z ko (e7) cos(kx) exp(—idk?T))
k k

in case ([II).

Remark 1. In a number of cases it is possible to prove that an exact solution of the
original boundary value problem exists that is asymptotically close to the corresponding
solutions of the normalized and renormalised boundary value problems, and also to show
that these solutions have the same stability properties. However, under the hypotheses
of Theorem 2] even assuming that the corresponding exact solution exists, generally
speaking, the conclusion that the stability properties are inherited may be invalid. We
can only assert that if the solution ng(s, ) is unstable, then so is (7, z, €); however, if
Mo (s, x) is stable, this does not imply that the solution corresponding to &(7,z,€) is.

Example 2. As an example, we take a concrete pair of matrices D1 and Ag such that
the conditions of Theorem [2] are satisfied.
Consider

o 1 0 . o 1
D1<0 d2>, dl,d2>0, AO(—l Oé)’ O<a<l.

Then
w=v1-a2 a= (1,iw — ) and b = (2(1 — o®) + 2iw) (1, a + iw).
The equality Re(D1a,b) = 0 is equivalent to
a1 + azgl —2a% —2a] = 0.
Notice also that Im(D;a,b) # 0.
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3. BIFURCATION AT HIGHER MODES

Now let us assume that z satisfies the inequality
(38) zo > 0,

that is, the matrix A(zg) = Ap — 29D; has a single pair of purely imaginary eigenvalues
+iw (w # 0), and the real parts of all the other eigenvalues of this matrix, and also of all
the eigenvalues of the family of matrices A(z) at z > 0 and for z # zp, are negative. Let

(Ao — z0D1)a =iwa (a#0), (Ap—20D1)*b=—iwb and (a,b) = 1.

We let A(z) denote the eigenvalue of A(z) which depends continuously on z and takes

the value iw at z = zo. The properties of A(z) imply that

dA(2) d*\(z)
dz dz?

(39) Re =0, Re

Z=Zz0

> 0.

Z=Zz0

It is natural to expect that bifurcations in this critical case occur for modes with
numbers k = k(¢) which are close to the quantity (z0e~*)'/2, which is asymptotically
large as e — 0. In this connection we introduce some more notation. Let § = 6(¢) € [0, 1)
denote the complements of the expression (205_1)1/ 2 to an integer value, that is,

9(5)=1+{\/Z§}— ZE—O

We consider integer values k = +k(e) such that k() = ko(e) + n, where ko(e) =
(z0e Y2 40 and n = 0,41,+2,---. For k = k() + n, the matrix Ay — ek>D; —
€2k?Dy 4+ €Ay + €A, is of the form

(40) AO — Z()D1 — 2(620)1/2(9 + n)D1 - 5[(9 + n)2D1 + Z()D2 - Al] + -

This matrix possesses infinitely many eigenvalues A.(n), A.(n), and, for any n, these tend
to the imaginary axis as € — 0. The following asymptotic expansions are valid:

(41) AE(n) =iw + \/g)‘nl + E)\nQ + -
and
(42) a(’ﬂ,é) =a-+ \/Eanl + eaps + - - -,

where a(n, €) is the corresponding eigenvector for [@0]). The coefficients in the series (@I
and ([@2) can be written out explicitly. In particular,

An1 = —2i4/297(0 + n), where v = Im(D1a,b).
It follows from ([B9) that Re(Dia,b) = 0. For A2 we have
A2 = —429(0 + n)?(D1ag,b) —i(0 +n)?y — zo(Daa, b) + (Aya,b),
and the vector ag is a solution of the system
(A(z0) —iwl)ag = (D1 —ivI)a,

such that (ag,b) = 0. Notice that the second condition in (39) implies that Re(D;aog, b)
> 0. Below, we assume that strict inequality holds, so that

(43) Red > 0, where 6 = (Dyag,b).
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To study the dynamics of the boundary value problems under consideration, we use
the algorithms developed in [1&8]-[26]. We introduce the formal series

u=ea exp(iwt)(z (T, y) + Z (7, 2,y)) + @ exp(—iwt)
(44) ’ (ZZn(Ta €, y) + Zﬁn(Tv z, y))] + 51/2’“2(7—) i, y) + 53/411,3(7', t,z, y) +eee

Here 7 = y/et, y = k(e)z, the dependence on t and y is periodic, and the structure of
&n(1,2,y) and 1, (T, z,y) depends on the choice of boundary conditions. For case (2) we
have

n(T,2,y) = &u(7) exp(iy + inz),
(45) nn(Ta €, y) = 77n(7') eXp(_Zy + an)? n= 0) i17 i2) T .

For case (3) the relations are as follows:

gn(T? T, y) = fn(T) COS(y) : cos(nz), (n =0,1,--- )7
(46) 7777.(7—’ Z, y) = 77n(7) Sln(y) : sin(nx), (TL = ]-7 23 T )a

and for case (4)

En(T,2,y) = &n(T) cos(y) - sin(na), (n=1,2,--),
(47) (T, %,y) = 1 (7) sin(y) - cos(nz), (n =0,1,--).

We substitute these formal series into (1), (2); (1), (3) or (1), (4), respectively, and
equate the coefficients of like powers of ¢ in the resulting formal identity. At the sec-
ond step we find us(7,t, z,y). The third step is to obtain an equation for us(7,t,x,y).
The condition for it to have a solution in the appropriate function class yields the final
boundary value problem, to determine all the amplitudes &, (7, z,y) and 1, (7, ,y). This
problem plays the role of a normal form for the original boundary value problem. It is
convenient to introduce some more notation. In @), [@3]) set

D bulrm,y) = &(r,2) expliy), Y ma(T,2,y) = n(r, x) exp(—iy).

Then &(7,z) and n(7, x) are periodic in z:
(48) §(r,x+2m) = &(7, @), n(r, 2+ 27m) = (7, 7).
If we set

(49) S 6u(r, . y) = E(r, ) cos(y) and 3 (2, y) = n(r, ) sin(y)

in (@4), 6], then (7, x) and n(7, x) satisfy the conditions

o€ o€

50 S22 =0 = = 0.
( ) ax al. o ) 77|a::0 "7|a::7r

z=0
Finally, if we set

S 6ulr e y) = E(r,)siny), S na(r,2.y) = n(r,a) cos(y),

in (@), [{7), we again obtain the conditions [B0) for {(7,z) and (7, z).
Now we write down the final boundary value problems which determine the ampli-
tudes £(7,x) and 7n(7, z), which play the role of normal forms for equation (1) with the
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appropriate boundary conditions. In the case (1), (2) we obtain equations

) 0
B oy —ayaite
o2
+ e[(4206 — i’y)a E + 20(4idzo — )% + (B — i0%y — 42006?)¢]
(51) +EREP + Rolnf?],

on ,
9 —2\/2078—37j — 2y/z0vi6n
2
+ e[(4206 — w)% — 20(4id29 — 'y)@ + (B — 10y — 420660%)7)]

Ox
(52) +n[R1IE° + Raln|?],
with periodic boundary conditions ([@8]). Here
Ry =(F(g1,a) + Fa(a, g1) + F2(g3,a) + F2(a, g3)
+ F3(a,a,a) + Fs(a,a,a) + F3(a,a,a),b),
Ry =(Fa(g1,a) + Fa(a, g1) + F2(g2, a) + F(a, g2)
+ F5(g4,a) + F2(@, g4) + 2(F3(a,a,a) + F3(a,a,a) + F3(a,a,a)),b).
The vectors g;,2,3,4 are given by the expressions
g1 = —Ay (Fa(a, @) + F(@,a)),
go = (420D1 — Ag) " (Fy(a,@) + Fx(a,a)),
= (2iwl + 429Dy — Ag) "' Fy(a, a),
g1 = 2(2iwl — Ag) ' Fy(a,a).
The boundary conditions (B{) correspond to

o8 23 .
5, =2VZ015 — 2V/Z07ibE

2
+ [(4206 — w)% — 260(4i629 — 7)% + (B — i0%y — 42066?)¢]

Ox2
(53) + E[N1IE|* + Na|n[?] + N3mé?,

on :
9 —2,/z0'ya—x — 2/zo7yibn
9n n 2 2
+e[(4208 — w)a 5 +20(4idz0 —v) 5~ + (B — 10y — 4206077

ox
(54) + 1[Nal€]* + Ns|n|*] + Neme&>.

The same boundary value problem ([B3), (54), (B0) also arises for boundary conditions
(4). In this case

Ny =(Fy(a, g1) + Fa(g1, )+F2(a 92) + Fa(g2,a)

+F2(a g4)+F2(g47 )+ f07 )a
NQ:(F2(a7gl)+F2(glﬂ )+2F2(a g3)+2F2(g3a )+ f07 );

N3 = (Fy(a, g2) + F5(92,a) + F2(@, g4) + Fa(g4, @) + Zfo’b%
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Ny = (Fa(a, g1) + Fa(g1,a) + 4F>(a, g3) + 4F(g3, @) + va b),

3
N5 =(Fy(a, g1) + F2(g1,a) + Fx(a, g2) + F2(g2,a) + —fo,b)
+ F5(@, ga) + Fa(gs, @) + 2F5(a, g3) + 2F5(g3, ),

No =(F2(a, g2) + Fa(g2,a) + F2(a 94)F> (94, @)

—2F2(a 93)_2F2(937 )+ va )

4. RENORMALIZATION

All the boundary value problems presented in the previous section have the property
that at ¢ = 0 the spectrum of their linear parts is purely imaginary. Thus the infinite-
dimensional critical case is realized in the stability analysis of the zero equilibrium state.
In this section, based on the approach developed in [18-26], we construct the boundary
value problems which do not contain the parameter € and play the role of normal forms
for these boundary value problems.

4.1. Periodic boundary conditions. Consider the boundary value problem (&I, (52)),
HY). First, it is convenient to simplify it by using the transformations

(55) & — Eexp(—2iy/20707), n — nexp(—2i\/z0707);

as a result, the second terms on both the right-hand side of (46) and of (47) vanish.
Expanding £ and 7 formally gives

o0

(56) E=+e Z Vie(s) exp(ik(z + se7) + 53/2V3(3, )+,

k=—o0
oo
n =+ Z Wi (s) exp(ik(x — 27) + 53/2W3(s, T, L)+
k=—o0
where » = z,/z97,5 = 7. Set
ZVk s)exp(ikx) and W(s,x) = ZWk(s) exp(ikx),
k

and substitute (BO) into (BI) and (EZ). Standard computations lead to the following
system of equations for V (s, ) and W (s, z):

1% 92V 1%
En =(42p0 — 27)8 5 +20(4idzo — )%
(57) + (B = i60%y — 42000%)V + V[R1|V|? + RoM(|W %)),
F14% 0w , oV
B =(4200 — i) 522 +20(4idz — v)a—x
(58) + (B — i60%y — 42000*)W + W[Ra M (|V[*) + Ry |[W|?]

with periodic boudary conditions
(59) V(s,z+2m) =V(s,x), W(s,x +2m) = W(s,x).

The coefficients R; in (57), (58] are the same as in (G1)), (52).
Now we formulate our main result.
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Theorem 3. Suppose that, at some 8 = 0y, the boundary value problem [B1)—[E9) admits
a solution Vo(s,xz), Wo(s,x) that is bounded as T — oo, and let the sequence €, — 0 be
defined by the condition 0(c) = 0y. Then, for e = €, the boundary value problem (&),
G2, @) admits an asymptotic solution & (T,x,€), no(T, z,€) with error O(e3/?), such
that

éo(T,2,8) = VeVo(er, o + 37),
no(7,2,€) = VeWy (e, o — 37).

Example 3. The logistic equation with small diffusion and a small delay in the spatial
variable.

Consider the equation

ou 5 0%u
(60) 5% = 92 + rull — u(t,z — eh)]
with periodic boundary conditions
(61) u(t,z +27) = u(t, ).

Here 0 < e < 1, r > 0. We will investigate the behaviour of solutions of (&0), ([GI)) in a
small neighbourhood (independent of €) of the equilibrium state ug = 1. The equation
linearized at ug reads

ou 0%
(62) it ru(t,z —ch).
The roots of its characteristic equation are A\(z), where z = ek (k = 0,£1,42,...),
defined by the expression
(63) Mz) = —2% — rexp(—ihz).
It follows that
Re\(z) = —2% — rcos(hz).

We introduce some notation. Let yy denote the first positive root of the equation

y-tan(y) = 2

/2 Then the following simple statement is true.

and let ho = yo(—r cos(yo))

Lemma 1. Let 0 < h < hg. If € is sufficiently small, then the real parts of all roots of
©3) are negative and separated from zero as € — 0. If h > hg then there exists a root of
©3)) such that its real part is positive and separated from zero as e — 0.

Here we assume that in (G0) the following relation holds for some constant h:
(64) h = ho+e2hy.
Let z9 = yohal, w =rsin(yg) and wy = rhcos(yo). Then
dA(z)
dz

zZ=Zz0 Z=Zz0

(65) ReA(z) =0, dilz(Re A(2)) =0, AMz20) = iw,

If ([84) holds, the real parts of infinitely many roots of ([63) tend to zero as ¢ — 0,
while their imaginary parts tend to iw. This means that the conditions described in §4
are realized.

We introduce the formal series

u =2 (€(r, z) expliwt + i(z0e " + 0)x) + E(7, ) exp(—iwt + i(zge ™ + 0)x)

(66) + EUQ(T,taxay) + 53/2’IL3(T,t,ZL',y),

= iwl.
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where 7 = /et and the dependence on t and y = (20~ ! + )z in (@8] is periodic.
Substituting (@0 into (60), standard computations lead to the boundary value problem
which determines &(7, x):

92
g—f_ :wlg—i + w1 06 + 5[8 g + 22209((;)‘_5
(67) + ((izoh1 + 62hg)r exp(—iyo — 6%)¢] + dE[¢|?, &(T,z + 2m) = £(7, 2),

where d = r2[2 cos(yo)(1 + exp(—iyo)) + (1 — exp(3iyo)) - [2w + 422 + 7 exp(—2iyo)] 1]

In the example under consideration, this boundary value problem plays the role of the
boundary value problem {8), (5I)), (52)). For e = 0, linearization about the zero solution
of ([@0) yields an equation for which all solutions are periodic; taking this into account
we have to normalize (67)), that is, renormalize (60). Let

(68) E= 51/277(8, x4+ w1 7) exp(iw107) + ena(s, z,7) + 53/2173(8, T, T+,

where s = e7, and the functions 7, 3(s, z, T) are periodic in z and 7. Substituting (68)
into (67) and making some standard computations, we obtain the final boundary value
problem for 7(s, x):
0 0? on .
(69) 8—2 pe Z + 222098— + r[(iz0h1 + 92/10) exp(—iyo) — 0%|n + dn|n|?,
n(s,z 4 2m) = 17(5, x).

Notice that due to the special form of the original equation, the boundary value

problem (69) turns out to be much simpler than the boundary value problem (G), (53],

©9).

4.2. Boundary conditions ([B0). First, we make the substitution (E5) in (&), (E2).
Next, we consider the linear system with boundary conditions (B0):

o0& 87) 87) 8§

(70) or “ow or Tox

The formal expansions of the solutions of this system read
oo [ee]

(71) &= Z pi cos(kx) - exp(ikseT), n = Z ipr sin(kx) - exp(ikseT),
k=0 k=0

where the py are arbitrary. The expressions (1)) for £ and 1 can be cast into the
equivalent forms

§=p0er + ) + p(3er — ), n = p(se7 + x) — p(oe7 — 7)),

where p(7) is a 2m-periodic complex-valued function.
According to the algorithm described above, we introduce the formal expressions

£ =eY2(p(s, e + ) + p(s, 27 — x)) + >/ 23(s, 7, ) + -+,
n=e"?(p(s,sm + ) — p(s, e7 — x)) + /03 (s,7,2) + - - -

Here s = e7, and the functions &3 and 73 are periodic with respect to 7 and z. After

some standard computations we obtain an equation to determine the amplitude p(s, x)

(72)

0 0%p 0
P = (4208 - 17)3——29(420& - 7)—5 + (B — 6%y — 42086%)p + (N1 + N2 + Na)p|p[*

+2(N1 = N3)pM (|p|*) + (N1 = Na + N3)pM (|p|*),

(73) pls,a +2m) = p(s, ).
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Theorem 4. Suppose that there exists a value 8 = 6y for which the boundary value
problem ([2), [[3) admits a solution po(s,x) that is bounded as T — oo, and suppose
that the condition 0(e) = 6y defines a sequence €, — 0. Then, at € = &, the boundary
value problem [B0), B3), B4) admits an asymptotic solution (T, x,¢€), no(T, z,€) with
error O(e/2), for which:

& = El/Q(po(ET, w7 + ) + po(s, 7 — 1)),
no = €Y (po(er, 27 + ) — poler, 21 — x)).

Remark 2. In some situations it is possible to prove the existence of an exact solution of
the original system that is asymptotically close to the constructed one and to determine
the stability properties of this exact solution.

Remark 3. Interesting results on singularities in the dynamics of systems with small
diffusion were obtained in [23, 125] in situations when the ‘supercritical’ term €A in (1)
is replaced by €*A4;, for 0 < a < 1, and also in cases with nonlinear terms depending
on Ju/0z. In |29], it was shown that in problems on a two-dimensional domain under a
change in the space variable fundamentally new effects can arise.

CONCLUSION

We have shown that the dimension of the critical cases that arise in the stability
analysis of the class of singularly perturbed equations we look at is infinite. An effective
constructive algorithm is developed for special nonlinear partial differential equations
which play the role of normal forms. Their nonlocal dynamics determines the behaviour
of the solutions of the original boundary value problems in a small neighbourhood of an
equilibrium state. Theorems are formulated which give relations between the solutions of
the original equations that are asymptotic with respect to the discrepancy and solutions
of the constructed (normalized) boundary value problems.

All the constructions are similar for all the classical boundary value problems under
consideration.

The necessity for renormalization is demonstrated, as well as the effectiveness of the
corresponding constructions of normalized systems with universal nonlinearities.

We note that the investigation of the dynamics of higher modes (§§4 and 5) in nor-
malized systems involves the ‘inner’ parameter § = 6(¢), which changes infinitely often
between 0 and 1 as € — 0. This indicates that dynamic properties are highly sensitive
to changes in the parameter ¢, and that there is the possibility of an infinite process of
direct and inverse bifurcations as ¢ — 0.

It should be stressed that the numerical study of the original singularly perturbed
problems presents considerable difficulties. The transition to the normalized problems
greatly facilitates this task.
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