A REMARK ON ZETA FUNCTIONS

H. KOBER
1. Let s=a+it, £(s)= D7 n (0>1), w(x)= Yo, e (x>0),

-]

1.1) E(s) = 7*"T(s/2)¢(s) = f wo(x) 2/ 1dx (@ > 1).

Then s(s—1)&(s) is well known to be an entire function, and its zeros
are identical with the nontrivial zeros of {(s), i.e. with those lying in
the strip 0<o<1. Furthermore let

w=u-+ v, w0, larg w|, larg l/wl, | arg(x+w)l S 7/2;5 #0,1,
be fixed;

w12

(1.2)  Fi(w) = fo " o+ 1) (% + 1) *1dx —

—s
Then F,(w) is an analytic function of w for >0, since
|o(z + w) | < x11%—= (x> 0);

its limit function F,(#) exists for any v20 by the Lebesgue conver-
gence theorem. Now we can deduce that

(1.3) F.(w) + Fi_(1/w) = &(s) (2 0, w =0).
For v=0 this reduces to the, possibly known, equation!
© © u(:—l)/z uc/2
(1.3a) ¢&(s) = f w(x)x*/*dx + w(x)x— A+ /2y — 1T~
u 1/u i ¥ k)

Hence (1.3) hold by analytic continuation. Clearly F,(w)—£(s)(w—0;

0<a<1).
Again (1.3) takes simple forms for w=17 and w=2::

£s) = f M) (5 + §) 1
(1.3b)

eir(a—l)H eirs“

—_— q)—(s+1)/2 —_ — .
+Lxmu Pty ;

1-—35 s
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1 For u=1 this is the classical equation due to Riemann. E.g. E. Landau, Hand-
buch der Lehre von der Verteilung der Primsahlen, Leipzig and Berlin, 1909, §70; by
a similar argument (1.3a) is deduced.
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£(s) = fo " o(2)(x + 20)-dx

® g \ —(s+1)/2
(1.3¢) + f {ia(®) + (1 — u(4x)} (x - %) i
(266112) (s—1)/2 B (zeir/2)0/2 )
B 2

where A(x) = Y ¢ (—1)"*=. By the formula |I‘(s)|e"/’t1/ ?=¢—con-
stant (0 <¢— x) the Lindeléf hypothesis? is equivalent to the state-
ment

m{f X(x)(x + ,i)—3/4+o’tl2dx} = O(t—llﬂ-ee—ttﬂ)
0
(¢ > 0 fixed; 0 < £ — ).

2. The following theorems, easily derived from (1.3), give criteria
for the nontrivial zeros of {(s):

THEOREM 1. A given point s 1s a nontrivial zero of {(s) if and only if,
for w0 with u=0, F,(w) satisfies the functional equation

F,(w) = — F1,(1/w).
THEOREM 2. Let 0<o<1. Then s is a zero of {(s) if and only if

© 1
w(.-—l)/zf (x + w)—(etD/2 {7 (x + w)"1? — w(x + w)} dx
0

1

s—1

@

—

or, for any fixed a >0 (for instance, for a=1),

a2

e 1
(i) f w21 {7 Fu - pmw(xp)} dz — 0 < p—o ).
0

If s is not a zero, the moduli of the terms on the left of (i) and (ii) tend to
infinity.

REMARK. For fixed s (0<o<1), F,(w)~we-V/*(s—1)-1—0
(le-—»oo); F,(w) is bounded and uniformly continuous (#=0);
F.(w) = (2m)~1f* daF,(ta)(w—1a)~' (#>0); and® £(s)=i/m PV.

2 The assertion, still unproved, that {(1/2+4t) =0(t*) (e>0; 0<¢t— »). This is
known to be equivalent to f: K™Y\ (x)dx = Q114+ 7Y,

$PV. [2,=lim..o (fS+/¢) is the “principal value” of the integral. The above
representations of F,(w) and (s) by integrals follow from the theory of the Hille-
Tamarkin class $,; see Fund. Math. vol. 25 (1935) pp. 329-352.
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2 «daF,(ia)/a. Beyond the line #=0 the function F,(w) can not be
continued analytically.

3. In a recent paper T. M. Apostol* has investigated the functional
equation of the generalized zeta function ¢(s, a, b) = D g e*vi"(n+a)—,
due to Lerch, for the case 5—1 (0<a <1, 0<b<1). The problem can
be considerably simplified and, incidentally, generalized. Replace
&(s, a, b) by ¢(s, a, b) and introduce Z,(s, a, b), Zs(s, a, b), where a
and b are any real numbers,

£, 8,0 = 2 ei(n + o),
n>—a

© ezﬂ’nb

Zl(s’ a, b) = Z

He=—s0,n+a5%0 , n+ al‘ ’

© ez:inb(n + a)
Zy(s, a, b) = —_— .
2(s, a, b) M_“'E"wo Y (¢ <1)
Obviously
(3.1) 23’(3, a, b) = 21(8, a, b) +Z2($, a, b);

2?(3‘1 —-a, —b) = Zl(sr a, b) - Z2(s: a, b)v
and we obtain the functional equations
(3.2) eridx(s 4+ k — 1)Zi(s, a, b) = i*x(k — $)Zx(1 — 5, b, —a)

(k=1,2),
(27)*

(3.3) T(s

ez'“b{(l -5 a, b)

= e™/% (s, b, —a) + e "% (s, =), a),

where x(s) =7**T'(s/2); a, b real. The equation (3.2), known in spe-
cial cases, is deduced from well known formulae on theta series,®
by the classical method; while, by (3.1), (3.3) is a corollary of it.

BIRMINGHAM, ENGLAND

4 Remark on the Hurwils szeta function, Proceedings of the American Mathe-
matical Society vol. 2 (1951) pp. 690-693.

$ E.g. H. Kober, J. Reine Angew. Math. vol. 174 (1936) pp. 206-225, §4. Again
the equation (3.2) for Zu(s, a, b) is deduced by Apostol in the special case 0<a <1,
Pacific Journal of Mathematics vol. 1 (1951) pp. 161-167. For his function A(x, a, s),
defined for 0 <a <1 and treated by the classical method (see pp. 161-163), reduces to
Zi(s, a, x), etc. as is easily shown.

¢ Le. 6(x, a, b) metristx—139(x~1, b, —a) and the formula gained from this by dif-
ferentiation with respect to a; where 0(x, a, b)=2_"_ exp {—=x(n+a)*+2xinbd}
=0(x, —a, —D).



