ON THE BACKWARD EXTENSION OF POSITIVE DEFINITE
HAMBURGER MOMENT SEQUENCES!

FRED M. WRIGHT
1. Introduction. Throughout this paper, let
(1.1) {un} (n=01,2---)

be a given positive definite Hamburger moment sequence, that is,
(1.1) is a Hamburger moment sequence such that

(1.2) Do >0 (n=0,1,2,---),
where
Ko Bpt+1 HKpin
n Bp+1  Hpt2 HKpintl
(1.3) Apn = I Mitjtp |i,i=0 =
Mptn Mpintl * ° ° Hpi2n

(Pa”=0,1,2,"‘)-
The condensed determinant notation indicated in (1.3) will be used

whenever possible in order to save space. Let

2 2 2
7] a /2]

z24+b —2+bs — z+ b3 -

be the J-fraction expansion of the formal power series D .o ua/2"+!,
and let

(1.4

A 5(2)
Xy(2) = _-aoal—_' i a
(1'5) B(Z) ? (P=0» 11 21"')’
Y,(2) = R
Qody * * ap

where 4,(z) and B,(2) denote the pth numerator and denominator,
respectively, of (1.4). It is readily shown that the sequences
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1 Some of the ideas in this paper are contained in a thesis submitted to North-
western University and prepared under the direction of Professor Walter T. Scott.
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0] .

{in } = {pmra} (i=123-;n=012"-")
are positive definite Hamburger moment sequences. By a first back-
ward extension of (1.1) we shall mean a positive definite Hamburger
moment sequence

(1.6) {No, Asy Na(=po), Na(=p1), -+ },

by a second backward extension of (1.1) we shall mean a first back-
ward extension of (1.6), etc.

In this paper, a relatively simple discussion of the problem of ex-
tending (1.1) backward is given which is based essentially only on the
properties of the polynomials (1.5) given in the following three
lemmas.

LeMMA 1.1. If the two series

(1.7 X6 e

n=0 n=0
both converge for a single value z =2, then these series converge for all 2,
and the convergence is uniform throughout each closed circular region
|2| =M.

LemMmA 1.2, (1.1) is an indeterminate Hamburger moment sequence
if and only if the series (1.7) both converge for z=0.

LEMMA 1.3. If the series Y o I Y,.(z)' 2 converges for a value z=2
such that Im 20>0, then the series D u.o IX ,.(z)! 2 also comverges for
Z2=20.

In §2 a necessary and sufficient condition for (1.1) to be extendable
backward once is obtained which is first stated in terms of the
polynomials (1.5) and then in terms of the given moments (1.1). It
is interesting to note that this condition, as given in Theorem 2.1, con-
tains as a special case the principal result due to H. S. Wall [1]? and
proved again by the author [2] relative to the first backward exten-
sion of positive definite Stieltjes moment sequences. In §3 we obtain
further results relative to the first backward extension of (1.1), and
we then apply these results to the problem of the second backward
extension of (1.1). It is to be noted that Hamburger [3] proved
some of the results given in §3 by the use of properties of distribution
functions and certain quadratic forms in deriving a well-known neces-
sary and sufficient condition involving the moments themselves for
(1.1) to be an indeterminate Hamburger moment sequence; this con-

* Numbers in brackets refer to references at the end of this paper.
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dition, which was proved again by M. Riesz [4], is proved quite
simply in §4 by the use of results of §2 and §3. H. S. Wall [5] has
also proved some of the results of §3 by the use of properties of in-
tegrals and results of Hamburger.

2. A necessary and sufficient condition for (1.1) to be extendable
backward once. Using the definitions of the polynomials (1.5), we
have, after some computation, the formulas

i
n 1 0 z n
(2.1 Fa(zizo) = 2 V(&) Vple0) = — —| .
=0 Bon | 2° pigj liimo

(n=0’1t2’°°')’

-1 P
110 X ppaaz
* k=0

0,n

(2. Galsis) = L T,0Xsler) = = -

2! Bitj %, =0
(ﬂ= 1:2n3v'°')

and
Ho(2; 20) = E X,(2) Xﬂ(ztb)
p=0
-1 P
0 1
(2.1),,, 1 éll: 1-k20

Ao'”. —1
> sio1as® Bitj
Km0

§, j=0

(”=l’2,3v°")’

where we shall understand that Y ;% p_1-:2*=0. In order to save
space in the printing of certain formulas, we shall henceforth denote
the quantities F,(0; 0), G.(0; 0) and H,(0; 0) by the symbols F,,
G. and H,, respectively.

If p_s and p_; are any two real numbers, then we have from (2.1)’,
(2.1)"" and (2.1)"" that

n+1
| iy iz I:.::o = A1 {M—z - X [X,00 + #—1Yp(0)]’}
. Pm0

(n=0,1,2,--).

(2.2)

Thus we have
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THEOREM 2.1. (1.1) can be extended backward once if and only if the
intersection

R= {(x, i Z [X,00) + yV,(O)] < + -5

2.3) )
> 3 [X,0) + 574(0) ]2}

of the open and nested parabolic regions

R, = {(x. y); & > Z”:,’ [X,(0) + yYy(O)]z}

24 _ {(%,9);(x = %) >Fu(y — 3} (#=0,1,23--+)

s not vacuous, where

(25) xn=Hn"'(Gn)2/Fn (n=0: ,2,--4)
and
(2.6) VYo = — n/Fm (n=01 1, 2)"')~

Moreover, in this case (1.6) is a positive definite Hamburger moment
sequence if and only if (Mo, M) ER.

From Lemma 1.2 and Theorem 2.1 we have

COROLLARY 2.1. An indeterminate Hamburger moment sequence
(1.1) can always be extended backward once, and the intersection R of
the parabolic regions (2.4) is given by

@7 R= {(x, i (a— 20) 2 3 [7,0)](y y«»)*} ,

p=0
where
(2.8) lim x, = 2©®
7—>0
and
(2.9) lim y, = y©,

n—o

We now prove

LemMma 2.1. If (1.1) is a determinate Hamburger moment sequence
such that D g [Y5(0)]2<+ o, then the non-negative monotone non-
decreasing quantities (2.5) have the limit + .
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ProOF. Suppose that the limit x® in (2.8) is finite. Then, since
> 0 [X5(0)]2=+ » in view of Lemma 1.2 and our hypothesis that
(1.1) is a determinate Hamburger moment sequence such that
Do o [¥,(0)]2< + «, it follows that the quantities

(G,,)’/F,., ("’ =0, 1: 2’ te )r

are unbounded, so that the quantities G, (=0, 1, 2, - - - ), and
hence also the quantities (2.6), are unbounded. However, since
(%n, ¥a) ERy, (n=0,1, 2, - - -), where

Ro= {(x )22y,
it follows that
— (xM)112 < - (x@)1/2 (n=0,1,2,---).

Thus, the supposition that x(® is finite leads to a contradiction.
This completes the proof of Lemma 2.1.
From Theorem 2.1 and Lemma 2.1 we have

COROLLARY 2.2. A determinate Hamburger moment sequence (1.1)
such that 3 oo [Y,(0)]2 <+ © cannot be extended backward once.

We now prove

LemMmA 2.2. If (1.1) is a determinate Hamburger moment sequence
such that the non-negative monotone nondecreasing quantities (2.5) have
a finite limit x©, then the quantities (2.6) have a finite limit.

Proor. From Lemma 2.1 it follows that Y, [V,(0)]?=+4 ». If

R, = {(x, Pizz 3 (X0 + yY,,((»]z}
p=0

= {(% 9); (v — %) Z Fu-(y — y0)?} (n=0,1,2---),

then
(%ntiy Ynti) € Ra (n,j=012"---).

Thus
| Yori = ya| < {(&© — x,)/F,} 102 (n,j=0,1,2,--).

If € is any given positive number, let N, be a positive integer such
that

n>NeD Fp> 1/e.(x® — x,) <
so that
> Nej=0,1,2-++-D | yugi— | <e
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Therefore, the quantities (2.6) have a finite limit by the Cauchy
criterion for the convergence of a sequence.

This completes the proof of Lemma 2.2.

From Lemma 1.2, Theorem 2.1 and Lemma 2.2 we have

THEOREM 2.2. (1.1) can be extended backward once if and only if the
non-negative monotone nondecreasing quantities (2.5) have a finite limit
xO, I'n this case, the quantities (2.6) also have a finite limit y®,

From Theorem 2.1, Lemma 2.1 and Theorem 2.2 we have

CoroOLLARY 2.3. If (1.1) is a determinate Hamburger moment se-
quence which can be extended backward once, then the intersection R
of the parabolic regions (2.4) is given by

(2.10) R = {(x, y);xgx(o).y—_—_y(o)}.

Using the theory of Laplace minors, we can easily show that if u_;
is any real number then

n n

0 pia 0 pia

“Dopp1 = Ao

£, j=0 Mi-1 Mitg

( Mi Mg

Thus, in view of (2.1)’, (2.1)"””, and (2.1)’" as well as Theorem 2.2 we
have

1, jml

n 2
)("=1»2~--).
=n]

i,J

Bi-1 Hiti
M1 Bie1

TrEOREM 2.3. (1.1) can be extended backward once if and only if the
non-negative monotone nondecreasing determinant ratios

-1

Az,n—l

n

0w

(2.11) (n=1,2,3"--+)

Mi—1  Mitg

€, jml
have a finite limit.

3. Some further results. If u_; and u_; are any two real numbers,
then from (2.1)’, (2.1)"” and (2.1)"”” we have that

0 pjaft -1 &K ,
R P v > [X2(0) + p_a¥,(0) + p_a¥, (0)]2
. -2 7 14,j=0 0,n+1 p=0

n=1,2,3---).
We now prove

LeEMMA 3.1. Suppose that (1.1) is extendable backward once and that
(1.6) is a first backward extension of (1.1). Let
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2 2 2
Co C1 C2

z+d1—z+dz—z+d3-—.“

be the J-fraction expansion of the formal power series Y mmo Aa/3*+!,
and let

3.2)

Vo = —7@
CoC1 "+ * Cp
(3'3) D (Z) (? = On ll 21 tee )1
Wals) = ————
CoCy * * * cp

where Co(3) and D,(2) denote the pth numerator and demominalor,
respectively, of (3.2). Then,

n+l

n -1
(3.4) 2 W0 = {xo - 2[5O +xly,,<0)]=}
(n=1,2,3,-- ')’
and for arbitrary complex z we have that
n+l n
2 W) [ = [a] X Y56 [+ [ 2 [6a(5:0) + MFu(z; 0)]

p=0

3.5)

n+1

-1 Zo [W,(0)]2 (n=1,23---).

Proor. (3.4) follows from (2.1)’ and (2.2). (3.5) follows from (2.1)’
and (2.1)", as well as the determinant formula

O 2)‘ n+l bl 0 21’ n+l
; Don = Iﬂo‘+i—2|1'.i-° i
Z° Miti—2 1§, =0 2" Migi—2 li gl
1 iz n+1 1 zi n+l
I n=1,23--+)
2" Pigi-2 lijeml | pie2 Pigi—2 li,5=1

which holds for arbitrary real numbers u_s and u_;.
This completes the proof of Lemma 3.1.
We now prove the following theorem.

TrEOREM 3.1. If (1.1) is a determinate Hamburger moment sequence
which is extendable backward once, and if (1.6) is a first backward ex-
tension of (1.1), then (1.6) is a determinate Hamburger moment sequence.
Moreover, (1.6) can be extended backward once if and only if No=x©
and L
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(3.6 3 [X0) + sOF,0) + yOr; (O] < + o,

=0
where x© and y are given by (2.8) and (2.9), respectively.

Proor. Let (3.2) and (3.3) be as in Lemma 3.1. From Lemma 1.1,
Lemma 1.2 and Lemma 1.3 it follows that Y=, [ Y,,(z)] 2= o for
arbitrary complex 2 such that Im >0, and hence from (3.5) we have
that E:-o | W,,(z)l 2= o for arbitrary complex z such that Im z>0;
therefore, (1.6) is a determinate Hamburger moment sequence in
view of Lemma 1.1 and Lemma 1.2. From Theorem 2.1, Corollary
2.3 and (3.4) it follows that > ., [W,(0)]2=c if and only if
Ao =x; therefore, from Theorem 2.1, Corollary 2.2, Corollary 2.3,
Theorem 2.3 and (3.1) we have that (1.6) can be extended backward
once if and only if Ao=x® and (3.6) holds.

This completes the proof of Theorem 3.1.

We next prove

THEOREM 3.2. If (1.1) is an indeterminate Hamburger moment se-
quence, and if (1.6) is a first backward extension of (1.1), then (1.6)
is an indeterminate Hamburger moment sequence if and only if (No, N\1)
is an interior point of the closed parabolic region R in (2.7). Moreover,
(1.6) can always be extended backward once.

PRrOOF. Again, let (3.2) and (3.3) be asin Lemma 3.1. From Lemma
1.1 and Lemma 1.2 it follows that Y ., | Y,(3)|2<+ o and
lim,... |2z [Ga(z; 0)+NFa(z; 0)]—1|? exists and is finite for every
complex 3, so that the series Y, | W,(2)| ? converges for every com-
plex z if and only if D o [W,(0)]2< + « in view of (3.5); therefore,
since D o [W,(0)]2<+ o if and only if (A¢, A1) is an interior point
of the closed parabolic region R of (2.7) in view of Theorem 2.1,
Corollary 2.1 and (3.4), we have that (1.6) is an indeterminate Ham-
burger moment sequence if and only if (Ao, A1) is an interior point of
the closed parabolic region R of (2.7) in view of Lemma 1.1, Lemma
1.2 and Lemma 1.3. From Lemma 1.1 and Lemma 1.2 it follows that
the series Y o [X, (0)+xY,(0)+yY, (0)]? converges for arbitrary
real x and y; therefore, (1.6) is extendable backward once in view of
Theorem 2.3 and (3.1).

This completes the proof of Theorem 3.2.

4. A new proof of a known necessary and sufficient condition for
(1.1) to be an indeterminate Hamburger moment sequence. We now
show how results of §2 and §3 can be used to give a new and rela-
tively simple proof of
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THEOREM 4.1. (1.1) 4s an indeterminate Hamburger moment se-
quence if and only if the positive nonincreasing determinant ratios
4.1) Agyn/BDyn2 n=2734--)
have a positive limit. ‘

Proor. Let

[P olb"F  [wF
24+ 0® — 24+ —z+ b — N

be the J-fraction expansion of the formal power series Y nmo ,u'(“) [z,
where

(4.2)

(1)

(4.3) {ﬂrn } = {I‘n+2} (” = 0’ ly 2, cc )’
and let
V)
o) A4, (2)
X, (5) = Mg ) )
aWg) ... g
(4.4) 0 ! ? (p = 0’ 11 2) ¢ )’
(o))
B, (2
¥ (o) = » (3)

Mg ... g
ao al ap

where 4 (z) and B (3) denote the pth numerator and denominator,
respectively, of (4.2). From (2.1)" it follows that

SO = Aons/Bon  (n=1,2,3,--+)

and
S OO = Aumofhens (n=2,3,4,---),
so that _ -
n n—1 -1
(4.5)  Aon/Bens = {E 7,0 X [y,‘,"«»]’}
p=0 p=0

(n=234"--+).

If (1.1) is an indeterminate Hamburger moment sequence, then
(4.3) must also be an indeterminate Hamburger moment sequence
in view of Theorem 3.1; therefore, Z;-o [Y,(0)]2<+ » and
oo [Y®0)]2<+  in view of Lemma 1.2. Thus, if (1.1) is an
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indeterminate Hamburger moment sequence, the ratios (4.1) have a
positive limit in view of (4.5).

If the ratios (4.1) have a positive limit, then Y o [¥,(0)]2< +
and X oo [Y®(0)]2< + » in view of (4.5). Thus, if the ratios (4.1)
have a positive limit, it follows that (4.3) must be an indeterminate
Hamburger moment sequence in view of Corollary 2.2 and the con-
vergence of the series Y o [Y®(0)]?; it then follows from Theorem
3.2, Corollary 2.2 and the convergence of the series Y ., [¥5(0)]?
that (1.1) is an indeterminate Hamburger moment sequence.

This completes the proof of Theorem 4.1.
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