WEAK CONVERGENCE OF STOCHASTIC PROCESSES
DEFINED ON SEMI-INFINITE TIME INTERVALS

CHARLES STONE

In the standard theorems on weak convergence of stochastic
processes, it is invariably assumed that the parameter set is a
bounded interval. The object of this paper is to indicate that ana-
logues of these theorems for unbounded intervals are also valid. We
shall confine our attention to the results of Skorohod [1], and in par-
ticular to those results concerning his J; topology.

Let E be a complete separable metric space with metric p. We de-
note by K the space of all E-valued functions x(t), 0=t < «, which
at every point have a limit from the left and are continuous from the
right. We define on K the topology Ji: a sequence x,(t) is said to be
Ji-convergent to x(¢) if there exists a sequence of continuous one-to-
one mappings \,(f) of the interval [0, ) onto itself such that for
each N>0

sup I () — tl —0 and sup p(x.(t), x(A.(#))) 0 asn— o,
0st<N 0st<N

Note that for continuous x(¢), x,(f) converges to x(f) in the J;
topology if and only if for each N>0

sup p(x.(8), (1)) > 0asn — .
0StsN

Let X,.(¢),n=0,1,2, - - -, be stochastic processes whose paths are
in K. We denote by C the collection of all functionals f on K such that
(1) f(Xa(+)) are random variables; and (2) f is continuous in the J,
topology almost everywhere with respect to the measure on K cor-
responding to the process X(¢).

The sequence X,(¢) is said to be weakly convergent to Xo(t) if for
all fEC the distribution of f(X,(+)) converges to the distribution of
F(Xo(+)) as n— .

THEOREM. The sequence X ,(t) is weakly convergent to X(t) if and
only if

(1) the finite dimensional distributions of X,(t) converge weakly to
the finite dimensional distributions of X(t) as n—« ; and

(2) for every e>0and N>0
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lim Prf{ sup min[o(Xa(t1), Xa(®)); p(Xa(t), Xa(ts))] > €} = 0.
n—o; t—c<t, <t,<ttc;
e—0 0s¢,<t, SN

As a direct consequence, if almost all the paths of X,(¢) are con-
tinuous functions, then the above theorem remains valid if (2) is
replaced by the simpler condition that

(2') for every e>0 and N>0

lim  Pr{ sup p(Xn(ty), Xa(ts)) > ¢} = 0.
n—®; c—0 1, =t Se; 05¢,<t,SN

Proor. We construct a new metric space E* with metric p* as
follows: E*={0}\U{(e, )| eSE and 0=t<1} (here 6 is an abstract
element corresponding to t=1);

p*((el, tl), (62, tz)) = 7! min (1 — Iy 1-— tz) tan“p(el, 62) + I t, — ts l,
p*((e, 0, 0) = p*(e, (e, t)) =1-—1, and ?*(0) 6) = 0.

It is easy to verify that E* is a complete separable metric space.

We denote by K* the space of all E*-valued functions y(¢), 0=¢<1,
which, at every point have a limit from the left and are continuous
from the right, and are such that y(¢) = (e, ¢) for some e€E, 05t<1,
and y(1) =0. The functions in K* are all continuous from the left at
t=1 (this is the point of the above construction). We define on K*
the topology J7: a sequence y,(t) is said to be Jf-convergent to y(f)
if there exists a sequence of continuous one-to-one mappings A} (f)
of the interval [0, 1] onto itself such that

sup I )\:(t) - t[ — 0 and sup p*(y.(¥)), y()\:(t)) —0 as#n— o,
0st=1 0sts1

Let T denote the one-to-one transformation from K onto K* which
assigns to the function x(f) in K the function y(f) in K*, where y(t)
=(x(tan (w/2)t), t), 0=t<1, and y(1)=0. Letting N\,(t) and A}*(¢)
be related by

* 2 s
M) = —tan~! A, {tan —1¢),
T 2

we see that x,(f) converges to x(¢) in the J; topology if and only if
Ya(t) = Tx,(t) converges to y(t) = Tx(t) in the JT topology.

Consider the stochastic process Y, (t) = TX,(¢). The path functions
of Y,(¢) are all in K*. We denote by C* the collection of all functionals
f* on K* such that (1) f*(Y.(-)) are random wvariables for
n=0,1,2, - - - ,and (2) f*is continuous in J§ topology almost every-
where with respect to the measure on K* corresponding to the proc-
ess Yo(t).
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Conditions (1) and (2) of the above theorem are easily shown to
be respectively equivalent to the following conditions:

(1*) the finite dimensional distributions of ¥,(f) converge weakly
to the finite dimensional distributions of Y(t) as »— o ; and

(2*) for every €>0

lim Pr{ sup  min[e*(Va(tr), Ya(®)); *(Va(8), Yalta))] > ¢} =0.
n—w; t—e<t, <t<t,<tt+ec;
] 0=¢,<t,S1

By Theorems 3.2.1-3.2.3 of [1] (see remark below), (1*) and (2*)
are necessary and sufficient in order that for all f*&C* the distribu-
tion of f*(Y,(-)) converges to the distribution of f*(¥o(-)) as n— .
Thus (1) and (2) are necessary and sufficient in order that for all
fEC the distribution of f(X,.(-)) converges to the distribution of
f(Xo(+)) as n—o. This completes the proof of the above theorem.

REMARK. In Skorohod’s paper K* is replaced by Kg*, the space
of all functions y(f) defined on the interval [0, 1] whose values lie in
E*, and which at every point have a limit from the left and are con-
tinuous from the right (and from the left at t=1). But K* is a meas-
urable subset of Kg*, and Skorohod’s proofs work when K* is sub-
stituted for Kg-.
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