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#### Abstract

An atomic decomposition is obtained for dyadic weighted $H^{1}$ spaces with dual weighted dyadic BMO. All multipliers of dyadic weighted BMO and weighted BMO are characterized. As an application, the behavior of "logarithms" of BMO matrices are analyzed for weighted norm inequalities.


## 1. BMO MULTIPLIERS

On R, let

$$
\mathscr{D}_{t}=\left\{\text { intervals of the form }\left[t+k 2^{n}, t+(k+1) 2^{n}\right]: k, n \in Z\right\}
$$

so these are $t$-translations of the dyadic intervals $\mathscr{D}_{0}$. Thus if $I$ and $J$ in $\mathscr{D}_{t}$, either $I$ and $J$ are disjoint or one contains the other. The maximal operator with respect to $\mathscr{D}_{t}$ is

$$
M_{t}^{*} f(x)=\sup \left\{|I(f)|: x \in I, I \in \mathscr{D}_{t}\right\}
$$

where $I(f)=\left(1 /|I| \int f(x) d x\right.$. This dyadic maximal operator is related to the Hardy-Littlewood maximal operator

$$
f^{*}(x)=\sup _{x \in I} I(|f|)
$$

On occasion we will restrict $x$ and $I$ to $\left[0,2^{n}\right]$. Then we will write this as $f^{*, n}(x)$.

A $w$-atom is a function supported in an interval $I$ with $\int a=0$ and $\|a\|_{\infty} \leq$ $1 / w(I)$, where $w(I)$ is the $w$-measure of $I$. Throughout $w$ will be a doubling measure, that is a non-negative function satisfying the property:

$$
w(J)=\int_{J} w(x) d x \leq C w(I) \quad \text { whenever } I \subset J \text { and }|J| \leq 2|I| .
$$

If $w \in L^{1}(\mathbb{R})$, we also include the constant atom $a \equiv 1$ among the $w$-atoms.
$f \in H_{w}^{1}$ if there exists $w$-atoms $\left\{a_{n}\right\}$ and a sequence $\left\{\lambda_{n}\right\} \in l^{1}(R)$ such that $f=\sum \lambda_{n} a_{n}$, and

$$
\|f\|_{w}=\inf \left\{\sum\left|\lambda_{n}\right|: f=\sum \lambda_{n} a_{n}\right\}
$$

[^0]We say that $f \in H_{w, t}^{1}$ if $\|f\|_{w, t}=\int M_{t}^{*} f(x) w(x) d x<\infty$. A $w, t$-atom is a $w$-atom associated to an interval $I \in \mathscr{D}_{t}$.

Theorem 1.1. $f \in H_{w, t}^{1}$ if and only if there exist $w, t$-atoms $a_{n}$ and $\left\{\lambda_{n}\right\} \in$ $l^{1}(R)$ with $f=\sum \lambda_{n} a_{n}$. Moreover, the two norms $\|f\|_{w, t}$ and $\inf _{f=\sum \lambda_{n} a_{n}} \sum\left|\lambda_{n}\right|$ are equivalent.

This is quite standard (see, for instance [2]).
A function $b \in \mathrm{BMO}_{w, t}$ if

$$
\sup \left\{\frac{1}{w(I)} \int_{I}|b-I(b)|: I \in \mathscr{D}_{t}\right\}<\infty
$$

This supremum is denoted by $\|b\|_{\mathrm{BMO}_{w . l}}$, and is in fact a norm on $\mathrm{BMO}_{w, t}$ modulo constants. Similarly $\mathrm{BMO}_{w}$ is described by taking this supremum over arbitrary intervals. Another standard result (see [5])is
Theorem 1.2. The dual space of $H_{w, t}^{1},\left(H_{w, t}^{1}\right)^{*}$ is $\mathrm{BMO}_{w, t}$, and $\left(H_{w}^{1}\right)^{*}=$ $\mathrm{BMO}_{w}$.

We want to characterize functions $\varphi$ such that $\varphi\left(\mathrm{BMO}_{w}\right) \subset \mathrm{BMO}_{w}$. Specifically, let $M_{\varphi}$ be the multiplication operator

$$
M_{\varphi} f(x)=\varphi(x) f(x)
$$

For what functions $\varphi$ is $M_{\varphi}$ a bounded operator on $\mathrm{BMO}_{w}$ ? In the unweighted case on the torus $T$, Stegenga [7] solved this problem by using $H^{1}$ - BMO duality and Toeplitz theory. It should be easier and more natural to shift the problem to atoms and use some sort of $L^{1}$ check condition like Theorem 1.1. Admittedly, Theorem 1.1 only applies to the dyadic case, but the general case follows quite easily from the dyadic one. That's the approach we take to the weighted problem.

Theorem 1.3. Let $w$ as usual be a doubling measure. Then $M_{\varphi}$ is bounded on $\mathrm{BMO}_{w, t}$ if and only if $M_{\varphi}$ is bounded on $H_{w, t}^{1}$. Likewise $M_{\varphi}$ is bounded on $\mathrm{BMO}_{w}$ if and only if $M_{\varphi}$ is bounded on $H_{w}^{1}$.
Proof. Suppose $M_{\varphi}$ is bounded on $\mathrm{BMO}_{w}$. For $f \in H_{w}^{1}$,

$$
\begin{aligned}
\left\|M_{\varphi}\right\|_{w} & \leq C \sup \left\{\left|\int\left(M_{\varphi} f\right) b\right|:\|b\|_{\mathrm{BMO}_{w}} \leq 1\right\} \\
& =C \sup \left\{\left|\int f\left(M_{\varphi} b\right)\right|:\|b\|_{\mathrm{BMO}_{w}} \leq 1\right\} \\
& \leq C\left\|M_{\varphi}\right\| \cdot\|f\|_{w}
\end{aligned}
$$

so $M_{\varphi}$ is bounded on $H_{w}^{1}$. Conversely, if $b \in \mathrm{BMO}_{w}$,

$$
\left\|M_{\varphi} b\right\|_{\mathrm{BMO}_{w}} \leq C \sup \left\{\left|\int f \varphi b\right|:\|f\|_{w} \leq 1\right\} \leq C\left\|M_{\varphi}\right\| \cdot\|b\|_{\mathrm{BMO}_{w}}
$$

The argument is identical for $H_{w, t}^{1}$ and $\mathrm{BMO}_{w, t}$.
For an interval $I$, we let $x_{I}$ denote the center of $I$ :
Theorem 1.4. Let $w$ be a doubling measure. Then $M_{\varphi}$ is bounded on $\mathrm{BMO}_{w, t}$ if and only if
(a) $\varphi \in L^{\infty}$, and
(b) $\int_{I}|\varphi-I(\varphi)| \leq C w(I)\left[\int_{x \notin I} \frac{w(x) d x}{\mid x-x_{I}}\right]^{-1}$, for all $I \in \mathscr{D}_{t}$.

Proof. We take $t=0$. Fix $I \in \mathscr{D}_{0}$, with left and right halves $L$ and $R$. Put

$$
a(x)=\frac{1}{w(I)}\left[\chi_{R}-\chi_{L}\right](x)
$$

So $a$ is a $w, 0$-atom. Set

$$
b(x)=w(x) \operatorname{sgn}(a \varphi)(x)
$$

For any interval $J$,

$$
\frac{1}{w(J)} \int_{J}|b-J(b)| \leq \frac{2}{w(J)} \int_{J}|b|=2
$$

so $b \in \mathrm{BMO}_{w} \subset \mathrm{BMO}_{w, 0}$ and hence,

$$
\left|\int a \varphi b\right| \leq C
$$

But $a \varphi b=|\varphi| w \mathscr{X}_{I} \frac{1}{w(I)}$, so that

$$
\frac{1}{w(I)} \int_{I}|\varphi| w \leq C .
$$

Since this holds for all dyadic $I$, if $x$ is a Lebesgue point, $|\varphi(x)| \leq 2 C$ and so $\varphi \in L^{\infty}$.

For (b), fix $I \in \mathscr{D}_{0}$. Let $g(x)=\operatorname{sgn}[\varphi(x)-I(\varphi)]$ and let $a=(1 / 2 w(L))$ $[g-I(g)] \chi_{I}$. So $a$ is a $w, 0$ atom. For $x \notin I$,

$$
\begin{aligned}
M_{0}^{*}(a \varphi)(x) & =\sup \left\{|J(a \varphi)|: x \in J, J \in \mathscr{D}_{0}, I \subset J\right\} \\
& =\sup \left\{\frac{1}{|J|}\left|\int_{I} a \varphi\right|: x \in J, J \in \mathscr{D}_{0}, I \subset J\right\} \\
& \geq \frac{1}{4\left|x-x_{I}\right|}\left|\int_{I} a \varphi\right| .
\end{aligned}
$$

But,

$$
\begin{aligned}
\int_{I} a \varphi & =\frac{1}{2 w(I)}\left[\int_{I} \varphi g-\int_{I} \varphi I(g)\right] \\
& =\frac{1}{2 w(I)}\left[\int_{I} \varphi g-|I| I(g) I(\varphi)\right] \\
& =\frac{1}{2 w(I)}\left[\int_{I} g(\varphi-I(\varphi))\right] \\
& =\frac{1}{2 w(I)} \int_{I}|\varphi-I(\varphi)|
\end{aligned}
$$

so that

$$
M_{0}^{*}\left({ }_{a}\right) \geq \frac{1}{8 w(I)\left|x-x_{I}\right|} \int_{I}|\varphi-I(\varphi)|
$$

Since $M_{0}^{*}(a \varphi) \in L^{1}(w)$, we have

$$
\left.\frac{1}{w(I)} \int_{I}|\varphi-I(\varphi)| \int_{x \notin I} \frac{w(x)}{\mid x-x_{I}} \right\rvert\, \leq C
$$

which is (b).
Conversely, let $a$ be a $w, 0$ atom supported in a dyadic interval $I$. For $x \notin I$,

$$
\begin{aligned}
M_{0}^{*}(a \varphi)(x) & =\sup \left\{\frac{1}{|J|}\left|\int_{I} a \varphi\right|: x \in J, J \in \mathscr{D}_{0}, I \subset J\right\} \\
& \leq \frac{1}{\left|x-x_{I}\right|}\left|\int_{I} a \varphi\right| \\
& =\frac{1}{\left|x-x_{I}\right|}\left|\int_{I}[\varphi-I(\varphi)] a\right| \\
& \leq \frac{1}{w(I)\left|x-x_{I}\right|} \int_{I}|\varphi-I(\varphi)|
\end{aligned}
$$

so $\int_{x \notin I} M_{0}^{*}(a \varphi)(x) w(x) d x \leq C$ by $(b)$.
For $x \in I$,

$$
M_{0}^{*}(a \varphi)(x) \leq(a \varphi)^{*}(x) \leq\|a \varphi\|_{\infty} \leq\|\varphi\|_{\infty} / w(I),
$$

and

$$
\int_{I} M_{0}^{*}(a \varphi) w \leq\|\varphi\|_{\infty}
$$

So $\|a \varphi\|_{w, 0} \leq C$ and hence, by Theorem 1.3, $\varphi$ multiplies $\mathrm{BMO}_{w, 0}$.
One consequence of Theorem 1.4 is that, unless $w(x) /(|x|+1) \in L^{1}$, the only multipliers of $\mathrm{BMO}_{w, t}$ are the constant functions. For the next result, we will restrict our attention to such weights.
Theorem 1.5. Let $w$ be a doubling measure, with $w(x) /(|x|+1) \in L^{1}(\mathbf{R})$. Then $M_{\varphi}$ is bounded on $\mathrm{BMO}_{w}$ if and only if
(a) $\varphi \in L^{\infty}$, and
(b) $\int_{I}|\varphi-I(\varphi)| \leq C w(I)\left[\int_{x \notin I} \frac{w(x) d x}{\mid x-x_{I}}\right]^{-1}$, for all intervals $I$.

Proof. Suppose (a) and (b) hold. Fix $I=[t, t+h]$ and $b \in \mathrm{BMO}_{w}$. Then $I \subset J=\left[t, t+2^{n}\right]$ where $2^{n} \leq 2 h . J \in \mathscr{D}_{t}$, and Theorem 4 gives $\|\varphi b\|_{\text {BMO }_{w, t}} \leq$ $C\|b\|_{\text {BMO }_{\text {II }, ~}} \leq C\|b\|_{\text {BMO }}$. But then,

$$
\begin{aligned}
\frac{1}{w(I)} \int_{I}|\varphi b-I(\varphi b)| & \leq \frac{C}{w(J)} \int_{J}|\varphi b-I(\varphi b)| \\
& \leq \frac{2 C}{w(J)} \int_{J}|\varphi b-J(\varphi b)| \\
& \leq 2 C\|\varphi b\|_{\mathrm{BMO}_{w, I}}
\end{aligned}
$$

so $\varphi$ multiplies $\mathrm{BMO}_{w}$.

Conversely, if $\varphi$ multiplies $\mathrm{BMO}_{w}$, then the identical argument of the first paragraph of 1.4 shows that $\varphi \in L^{\infty}$. Fix $I=[-h, h]$ and put

$$
f(x)=\int_{|y| \geq|x|} \frac{w(y)}{|y|} d y
$$

Fix $J=[a, a+\delta], a \geq 0$. Then

$$
J(f)-f(a+\delta)=\frac{1}{\delta} \int_{a}^{a+\delta} \int_{x}^{a+\delta} \frac{w(y)+w(-y)}{y} d y d x
$$

We estimate $\kappa=(1 / \delta) \int_{a}^{a+\delta} \int_{x}^{a+\delta}(w(y) / y) d y d x$. When $a \geq \delta$, a simple estimate shows $\kappa \leq(\delta / a) J(w)$, while if $a<\delta$,

$$
\kappa \leq \frac{1}{\delta} \int_{0}^{2 \delta} \int_{x}^{2 \delta} \frac{w(y)}{y} d y d x=\frac{1}{\delta} \int_{0}^{2 \delta} \int_{0}^{y} \frac{w(y)}{y} d x d y=\frac{1}{\delta} \int_{0}^{2 \delta} w \leq C J(w)
$$

by doubling. A similar argument applies to any interval, proving that $f \in$ $\mathrm{BMO}_{w}$ ( $\mathrm{BLO}_{w}$, in fact). The calculation above also shows that

$$
\begin{equation*}
I(f)=I(w)+\int_{x \notin I} \frac{w(x)}{|x|} d x \tag{1}
\end{equation*}
$$

Both $f$ and $f-I(f)$ are in the dual of $H_{w}^{1}$. Let $g=\operatorname{sgn}(\varphi-I(\varphi))$ and put $a=(1 / 2 w(I))(g-I(g))$. So $a$ is a $w$-atom, and $\int a \varphi=(1 / 2 w(I)) \int_{I}|\varphi-I(\varphi)|$. Since $\varphi$ multiplies $H_{w}^{1},\left|\int a \varphi f\right|$ and $\left|\int a \varphi(f-I(f))\right|$ are bounded, and so their difference must be bounded. This difference is

$$
|I(f)| \frac{1}{2 w(I)} \int_{I}|\varphi-I(\varphi)|
$$

The boundedness of this, together with (1) and $\varphi \in L^{\infty}$ gives (b).
Now suppose $w(x) /(1+|x|) \notin L^{1}$, as is the case with unweighted BMO. A weight $w \in B_{2}$ provided

$$
\frac{|I|^{2}}{w(I)} \int_{x \notin I} \frac{w(x) d x}{\left|x-x_{I}\right|^{2}} \leq C
$$

for all intervals $I$, and $w \in A_{p}$ if $I(w) I\left(w^{-1 / p-1}\right)^{p-1} \leq C$ for all intervals $I$, and $p>1$. Let $H$ be the Hilbert transform, $H f(\dot{x})=p . v . \int_{\mathbf{R}} \frac{f(y)}{x-y} d y$. The Hilbert transform is bounded on $L^{p}(w)$ if and only if $w \in A_{p}$ [6]. In the unweighted case, $H^{1}$ can be characterized by all functions for which $f$ and $H f \in L^{1}(\mathbb{R})$. This characterization extends to weighted $H_{w}^{1}$, so long as $w \in A_{2}$, and $H f \in L^{1}(w)$ for all $f \in H_{w}^{1}$ if and only if $w \in B_{2} \cap A_{p}$, for some $p>1$ [2]. We consider such weighted spaces:

Theorem 1.6. Suppose $w \in B_{2} \bigcap A_{p}$, for some $1<p$, and suppose $w(x) /(1+$ $|x|) \notin L^{1}(\mathbf{R})$. Then the only multipliers of $\mathrm{BMO}_{w}$ are the constants.
Proof. Suppose $\varphi$ multiplies $\mathrm{BMO}_{w}$ and so also $H_{w}^{1}$. As before, $\varphi$ must be in $L^{\infty}$. Let $I=\left[\frac{1}{2}, \frac{1}{2}\right]$ and let $a$ be a $w$-atom supported in $I$. For $x \geq 1$,

$$
H(a \varphi)(x)=\int_{-1 / 2}^{1 / 2} \frac{a(y)}{x-y}[\varphi(y)-I(\varphi)] d y+I(\varphi) H a(x)
$$

Since $\varphi$ is bounded, $I(\varphi) H a \in L^{1}(w)$, and so must be

$$
b(x)=\int_{I} \frac{a(y)}{x-y}[\varphi(y)-I(\varphi)] .
$$

In particular, if we take $a=\operatorname{sgn}[\varphi-I(\varphi)] \chi_{I} / 2 w(I)\|\varphi\|_{\infty}$, then

$$
b(x)=\frac{1}{x} \frac{1}{2 w(I)\|\varphi\|_{\infty}} \int_{I}|\varphi-I(\varphi)| \in L^{1}(w) \quad \text { on }[1, \infty)
$$

and similarly on $(-\infty,-1]$ But that's impossible, unless $\int|\varphi-I(\varphi)|$ is zero, in other words, unless $\varphi$ is constant a.e. on $I$. The same argument applies to any other interval.

Thus far, we have characterized the functions $\varphi$ for which

$$
\left\|M_{\varphi} b\right\|_{\mathrm{BMO}_{w}} \leq C\|b\|_{\mathrm{BMO}_{w}}
$$

But there certainly could exist, in theory anyway, multipliers that weren't so nicely controlled. The closed graph theorem rules out any such multipliers, so that we have:

Theorem 1.7. Let $w$ be a doubling measure, with $w(x) /(1+|x|) \in L^{1}$. Then $M_{\varphi}: \mathrm{BMO}_{w} \rightarrow \mathrm{BMO}_{w}$ if and only if
(a) $\varphi \in L^{\infty}$, and
(b) $\int_{I}|\varphi-I(\varphi)| \leq C w(I)\left[\int_{x \notin I} \frac{w(x) d x}{\left|x-x_{I}\right|}\right]^{-1}$, for all intervals $I$.

Proof. We will norm $\mathrm{BMO}_{w}$ with the constants admitted by the norm

$$
\|b\|=\left|\frac{1}{2} \int_{-1}^{+1} b(x) d x\right|+\sup _{I} \frac{1}{w(I)} \int_{I}|b-I(b)| .
$$

It is easy to see that this is a norm, providing we identify functions that agree almost everywhere. Now suppose that $\left\{f_{n}\right\}$ is a Cauchy sequence in $\mathrm{BMO}_{w}$, with this norm. Let $I_{m}=\left[2^{m}, 2^{m+1}\right]$. Then

$$
\int_{I_{m}}\left|f_{n}-I_{m}\left(f_{n}\right)-f_{k}+I_{m}\left(f_{k}\right)\right| \leq w\left(I_{m}\right)\left\|f_{n}-f_{k}\right\| \rightarrow 0 \quad \text { as } n, k \rightarrow \infty
$$

So $\left\{f_{n}-I_{m}\left(f_{n}\right)\right\}$ is a Cauchy sequence in $L^{1}\left(I_{m}\right)$ and has a limit point $g \in$ $L^{1}\left(I_{m}\right)$.

Now for $f \in \mathrm{BMO}_{w}$, put $J=I_{m-1} \cup I_{m}$. Then

$$
\begin{aligned}
\left|I_{m}(f)-I_{m-1}(f)\right| & \leq \frac{1}{2^{m}} \int_{I_{m}}|f-J(f)|+\frac{1}{2^{m-1}} \int_{I_{m-1}}|f-J(f)| \\
& \leq \frac{3}{2} J(w)\|f\| \\
& \leq C w\left(I_{m}\right) 2^{-m}\|f\|, \quad \text { by doubling. }
\end{aligned}
$$

So if $I=[-1,1]$,

$$
\left|I_{m}(f)-I(f)\right| \leq C w\left(I_{m}\right)\|f\|,
$$

or $\left|I_{m}(f)\right| \leq\left[C w\left(I_{m}\right)+1\right]\|f\|$. In particular, $\left\{I_{m}\left(f_{n}\right)\right\}$ is Cauchy in $\mathbb{R}$ and so converges to a number $\alpha$. So if $f=g+\alpha, f_{n} \rightarrow f$ in $L^{1}\left(I_{m}\right)$.

In this way, we can find an $f$ such that on each $I_{m}$ (or $-I_{m}$ or $I$ ), $f_{n} \rightarrow f$ in $L^{1}$. Now fix an interval $I$. Since $I \subset\left[-2^{m}, 2^{m}\right]$ for some $m$, and since $f_{n} \rightarrow f$ in $L^{1}\left(\left[-2^{m}, 2^{m}\right]\right), f_{n} \rightarrow f$ in $L^{1}(I)$, and so some subsequence $\left\{f_{n_{k}}\right\}$ converges to $f$ a.e. By Fatou's Lemma,

$$
\begin{aligned}
\frac{1}{w(I)} \int_{I}\left|f-I(f)-f_{n}+I\left(f_{n}\right)\right| & =\frac{1}{w(I)} \int_{I} \lim _{k \rightarrow \infty} \inf \left|\left(f_{n_{k}}-f_{n}\right)-I\left(f_{n_{k}}-f_{n}\right)\right| \\
& \leq \liminf _{k \rightarrow \infty} \frac{1}{w(I)} \int_{I}\left|\left(f_{n_{k}}-f_{n}\right)-I\left(f_{n_{k}}-f_{n}\right)\right| \\
& \leq \liminf _{k \rightarrow \infty}\left\|f_{n_{k}}-f_{n}\right\| \\
& \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

So $f_{n} \rightarrow f$ in $\mathrm{BMO}_{w}$, and thus $\mathrm{BMO}_{w}$ is a Banach space, in the norm $\|\cdot\|$. Likewise $\mathrm{BMO}_{w}$ modulo constants is a Banach space in the norm $\|\cdot\|_{\mathrm{BMO}_{w}}$.

Now suppose $M_{\varphi}: \mathrm{BMO}_{w} \rightarrow \mathrm{BMO}_{w}$. We will apply the closed graph theorem. Assume $f_{n} \rightarrow f$ in $\mathrm{BMO}_{w} /$ const , and $M_{\varphi} f_{n} \rightarrow g$ also in $\mathrm{BMO}_{w} /$ const. Restrict attention to the interval $\left[-2^{m}, 2^{m}\right]$, and let $I=[-1,1]$, as above. Choose representatives of $f_{n}$ for which $I\left(f_{n}\right)=0$ for each $n$. Then $f_{n} \rightarrow f$ in $L^{1}\left(\left[-2^{m}, 2^{m}\right]\right)$, and $I(f)=0$. By going to a subsequence, we can assume with no loss in generality that $f_{n} \rightarrow f$ a.e. in $\left[-2^{m}, 2^{m}\right]$. Hence, for almost all such $x$,

$$
M_{\varphi} f(x)=\varphi(x) f(x)=\varphi(x) \lim _{n \rightarrow \infty} f_{n}(x)=\lim _{n \rightarrow \infty}\left(M_{\varphi} f_{n}\right)(x) .
$$

In particular, this latter limit exists. Now $M_{\varphi} f_{n}-I\left(M_{\varphi} f_{n}\right) \rightarrow h$ in $L^{1}$, for some representative $h$ of the coset $g$, and so some subsequence of this converges a.e., that it

$$
M_{\varphi} f_{n_{k}}-I\left(M_{\varphi} f_{n_{k}}\right) \rightarrow h \quad \text { a.e. and } \quad I\left(M_{\varphi} f_{n_{k}}\right) \rightarrow \alpha .
$$

Hence,

$$
\lim _{k \rightarrow \infty}\left(M_{\varphi} f_{n_{k}}\right)(x)=h(x)+\alpha \text { a.e. }
$$

Thus, $M_{\varphi} f=h+\alpha=g$ in $\mathrm{BMO}_{w} /$ const.

So $M_{\varphi}$ is a continuous linear operator on $\mathrm{BMO}_{w} /$ const, and combining with Theorem 1.5 gives the result.

## 2. Applications

Nowhere in the arguments of the previous section was any one-dimensional property used. With no more than trivial changes, we have

Corollary 2.1. $\varphi$ multiplies $\mathrm{BMO}_{w, t}\left(\mathbf{R}^{n}\right)$ or $\mathrm{BMO}_{w}\left(\mathbb{R}^{n}\right)$ if and only if
(a) $\varphi \in L^{\infty}$, and
(b) $\sup \frac{1}{w(Q)} \int_{x \notin Q} \frac{w(x)}{\left|x-x_{Q}\right|} n d x \int_{Q}|\varphi-Q(\varphi)| \leq C$,
where this supremum is taken over all t-translates of dyadic cubes for $\mathrm{BMO}_{w, t}$ and over all cubes for $\mathrm{BMO}_{w}$. Here $w$ is assumed to be doubling, and for $\mathrm{BMO}_{w}, w(x) /\left(1+|x|^{n}\right) \in L^{1}$.

On the torus $T$ in the complex plane, let $\mathscr{D}_{t}$ be the dyadic intervals in $T$ treating $T$ as $[t, t+2 \pi]$. And $w, t$-atoms are defined as usual, except that $a \equiv 1$ is a $w, t$-atom also. Everything carries through to this setting (Theorem 1.2 is easier).

Corollary 2.2. $\varphi$ multiplies $\mathrm{BMO}_{w, t}(T)$ or $\mathrm{BMO}_{w}(T)$ if and only if
(a) $\varphi \in L^{\infty}$, and
(b) $\sup \frac{1}{w(I)} \int_{x \notin I} \frac{w(x)}{\left|x-x_{I}\right|} d x \int_{I}|\varphi-I(\varphi)| \leq C$,
where the supremum is taken over these $t$-dyadic intervals for $\mathrm{BMO}_{w, t}$ or over all intervals for $\mathrm{BMO}_{w}$. Here, as usual, $w$ is doubling.

When

$$
w \equiv 1, \int_{x \notin I} \frac{w(x)}{\left|x-x_{I}\right|} d x \cong \log \frac{1}{|I|}
$$

and we get Stegenga's Theorem: $\varphi$ multiplies $\operatorname{BMO}(T)$ if and only if $\varphi \in L^{\infty}$ and

$$
\frac{1}{|I|} \log \frac{1}{|I|} \int_{I}|\varphi-I(\varphi)| \leq C
$$

For noncompact spaces like $\mathbb{R}^{n},\left(1 /\left|x-x_{Q}\right|\right) \chi_{\mathbf{R}} n_{\sim Q} \notin L^{1}$, which means that only constants multiply $\operatorname{BMO}\left(\mathbf{R}^{n}\right)$. This is disappointing, although, as Ron Kerman pointed out, it is a powerful reason for using weights.

A harder problem is to determine the multipliers of $\mathrm{BMO}(I)$ where $I$ is a bounded interval in $\mathbb{R}$ or cube in $\mathbb{R}^{n}$. The methods developed in $\S 1$ can be used effectively for such problems, and yield the obvious analogs of Stegenga's theorem. We leave the details to the reader.

As a final application, we will look at a matrix analog of $A_{p}$ weights. Much of the following material appeared in [3], and for more details, the interested reader is referred there.

Let $H$ denote the conjugate operator, or Hilbert transform, on the unit circle $T$. The commutator [ $H, M_{b}$ ] $f=H(b f)-b(H f)$ is bounded on $L^{2}(T)$ if and only if $b \in$ BMO [4]. Let $L_{n}^{2}(T)$ denote the space of $n$-vectors with

$$
\|f\|_{2}=\left[\frac{1}{2 \pi} \int_{T}<f(t), f(t)>d t\right]^{1 / 2}<\infty
$$

We say an $n \times n$ matrix $B \in$ BMO if each entry $b_{i j} \in$ BMO.
Theorem 2.3. $\left[H, M_{b}\right]$ is bounded on $L_{n}^{2}(T)$ if and only if $B \in \mathrm{BMO}$. Moreover,

$$
\max _{i, j}\left\|b_{i j}\right\|_{\mathrm{BMO}}
$$

is equivalent as a norm to the operator norm of $\left[H, M_{b}\right]$.
Proof. By writing $f$ as $\sum f_{i} e_{i}$ where $\left\{e_{i}\right\}$ is the standard basis and $f_{i}$ are scalar valued, it is easy to see that [ $H, M_{b}$ ] is bounded on $L_{n}^{2}(T)$ if and only if each $\left[H, M_{b}\right.$ ] is bounded on $L^{2}(T)$, and the theorem reduces to the onedimensional theory.

Let $W$ be a matrix-valued function on $T$ with $W(t)$ positive-definite and symmetric. We have an inner product

$$
(f, g)_{W}=\frac{1}{2 \pi} \int_{T}<W(x) f(x), g(x)>d x
$$

which induces a Hilbert space of vector-valued functions $L^{2}(W)$. The matrix analog of $A_{2}$ is:

$$
W \in \mathscr{C}_{2} \quad \text { if }\|H f\|_{W} \leq C\|f\|_{W} \quad \text { for all } f \in L^{2}(W)
$$

For diagonal matrices, $W \in \mathscr{C}_{2}$ if and only if each $w_{i i} \in A_{2}$. For a discussion of more general matrices in $\mathscr{C}_{2}$, see [1] or [3].
Theorem 2.4. If $W \in \mathscr{C}_{2}$, so is $W^{-1}$.
Proof. The adjoint of $H$ on $L^{2}(W)$ is

$$
H^{*} f=-W^{-1} H(W f)
$$

Since $W \in \mathscr{C}_{2}, H^{*}$ is bounded on $L^{2}(W)$, and so

$$
\begin{aligned}
\|H f\|_{W^{-1}}^{2} & =\frac{1}{2 \pi} \int\left\langle W^{-1} H f, H f\right\rangle \\
& =\frac{1}{2 \pi} \int\left\langle W W^{-1} H f, W^{-1} H f\right\rangle \\
& =\left\|W^{-1} H f\right\|_{W}^{2} \\
& =\left\|H^{*}\left(W^{-1} f\right)\right\|_{W}^{2} \\
& \leq C\left\|W^{-1} f\right\|_{W}^{2} \\
& =C\|f\|_{W^{-1}}^{2} \cdot
\end{aligned}
$$

Since $W$ is positive-definite, it has a logarithm $B$. Let

$$
T_{z}=e^{z B} H e^{-z B}
$$

Since $W$ and $W^{-1} \in \mathscr{C}_{2}, T_{ \pm 1 / 2}$ is bounded on $L_{n}^{2}(T)$, and complex interpolation gives $T_{z}$ bounded for $|z| \leq \frac{1}{2}$. By Cauchy's Theorem,

$$
T_{z}=\frac{1}{2 \pi i} \int_{|\zeta|=1 / 2} \frac{T_{\zeta}}{\zeta-z} d \zeta
$$

and $\left.(d / d z) T_{z}\right|_{z=0}$ is bounded on $L_{n}^{2}(T)$. But this derivative is $\left[H, M_{B}\right.$ ]. So we have a matrix analog of the familiar one-dimensional result:
Theorem 2.5. If $W \in \mathscr{C}_{2}$ then $\log W \in \mathrm{BMO}$.
In one dimension, if $b \in \mathrm{BMO}$, then $e^{t b} \in A_{2}$ for $t$ sufficiently small. So 2.5 more or less characterizes $A_{2}$. It is surprising that the matrix analog fails.

Theorem 2.6. There exist symmetric $B \in \operatorname{BMO}$ for which $e^{t B} \notin \mathscr{C}_{2}$ for any $t \neq 0$.
Proof. Let $v \in L^{\infty}$ be such that $v$ does not multiply BMO. Now BMO = $L^{\infty}+H L^{\infty}$. Since $v L^{\infty} \subset L^{\infty} \subset \mathrm{BMO}, v\left(H L^{\infty}\right) \nsubseteq \mathrm{BMO}$, and there exists a $u \in L^{\infty}$ with $v H u \notin \mathrm{BMO}$. For $B$ we take

$$
B=\left[\begin{array}{cc}
H u & v \\
v & 0
\end{array}\right]
$$

Suppose that $e^{t B} \in \mathscr{C}_{2}$ for some $t \neq 0$. Then as above, $T_{z}$ would be bounded in a neighborhood of zero, and all of the derivatives of $T_{z}$ at zero would be bounded operators. These are higher-order commutators, and in one dimension, if the first commutator is bounded, they all are. We look at the second commutator,

$$
B^{2} H-2 B H B+H B^{2}
$$

Applying this to the vector $\binom{f}{0}$ we get

$$
\left[v H u H f-2 v H\left[H^{*} u f\right]+H[v(h u) f]\right]
$$

so the operator

$$
\begin{equation*}
f \rightarrow v H u H f-2 v H(f H u)+H(v f H u) \tag{1}
\end{equation*}
$$

is bounded.
Now $H u+c v \in \mathrm{BMO}$ so that $e^{s H u+t v} \in A_{2}$ for $s$ and $t$ sufficiently small, and so

$$
\left.\frac{\partial}{\partial s} \frac{\partial}{\partial t} e^{s H u+t v} H e^{-s H u-t v}\right|_{(0,0)}
$$

is bounded on $L^{2}$. This is the operator

$$
f \rightarrow v H u H f-v H(H u) f-H u H v f+H(H u) v f .
$$

Subtracting (2) and (1) gives the bounded operator

$$
\begin{equation*}
f \rightarrow H u H v f-v H[(H u) f] \tag{3}
\end{equation*}
$$

Using elementary properties of the conjugate operator, (3) is the operator

$$
\begin{equation*}
-\left[H, M_{H u}\right] M_{v}+M_{u v}+M_{v} H\left(M_{u} H\right)+\left[H, M_{(H u) v}\right] \tag{4}
\end{equation*}
$$

Since $u$ and $v \in L^{\infty}$, the first three terms in (4) are bounded operators, so we conclude that [ $H, M_{v H u}$ ] is bounded on $L^{2}$, and hence that $v H u \in \mathrm{BMO}$, a contradiction.
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