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THE SET OF ALL mxn RECTANGULAR REAL MATRICES
OF RANK r IS CONNECTED BY ANALYTIC REGULAR ARCS

J.-Cl. EVARD AND F. JAFARI

(Communicated by Palle E. T. Jorgensen)

Abstract. It is well known that the set of all square invertible real matrices

has two connected components. The set of all mxn rectangular real matrices

of rank r has only one connected component when m ^ n or r < m = n . We

show that all these connected components are connected by analytic regular arcs.

We apply this result to establish the existence of p-times differentiable bases of

the kernel and the image of a rectangular real matrix function of several real

variables.

Introduction

In [3] we showed that every open connected subset of a topological vector

space is connected by regular polynomial curves. In this paper, we deal with

the set of real mxn matrices of rank r. In spite of the fact that this set is not
an open subset of Rmx" , we show that it is connected by regular arcs that are

not only of class C°° but are also analytic. A similar result was established in

[2, Theorem 7.2] for complex matrices, but some new methods are necessary to

obtain arcs that are contained in the set of real matrices. We furnish a method

to construct these arcs explicitly.

The analytic connections are likely to have many applications. For example, a

method to construct continuous arcs in the set of square invertible real matrices

is furnished in [1, Proposition 1.5]. This construction was used to establish

the uniqueness of the topological degree. In this paper, we provide another

application by showing that the main result of [2] about the existence of bases

of class Cp of the kernel and the image of a rectangular matrix function of

several real variables is also valid when the field is R instead of C.
We will denote by Rmx" the set of all mxn real matrices and by R™xn

the subset of Rmx" of all matrices of rank r. We will denote by 7„ the nxn

identity matrix and by Irnx" the following mxn matrix of rank r:

r    ~ [o  o •

In Lemma 1 we show that the two connected components of RJjx" are con-

nected by analytic arcs that may be chosen as closed curves travelled infinitely
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many times. In Lemma 2 we establish the existence of equivalences with pos-

itive determinants between matrices of same rank. In Lemma 3 we show that

fljmxn js connected by analytic arcs that may be chosen as closed curves trav-

elled infinitely many times, when m ^ n or r < m = n . In Theorem 4 we show

that all the connected components of R£x" and RJ"X" are connected by ana-

lytic arcs that are regular. The problem of finding analytic regular closed curves

travelled infinitely many times is still open. In Theorem 5 we apply Theorem 4

to establish the existence of bases of class Cp of the kernel and the image of a

rectangular real matrix function of several real variables.

Results

Lemma 1. Let A, B € RJjx" be such that dtiA and deiB have the same sign.

Then there exists an analytic mapping F: R —► R£ x " such that, for every m £%,

F(m) = A if m is even and F(m) — B if m is odd. Moreover, detF(t) has

the same sign as detA, and F(t + 2) = F(t) for every (el.

Proof. Let C = BA~X eljx". Since det.4 and detfi have the same sign,

we have detC > 0. It is well known that C is similar in R"x" to a real

Jordan matrix. More precisely, there exist R £ R"x" and J 6 R"x" such that

C = RJR~X, where J has the form

/ = diag[/i, J2, Jy],

where in turn Jx has the form

-C(px,6x)    axI2 0

Jx= : r        •
ctp-ih

.       0 C(pp,dp).

px, ... , pp > 0, 0i, ... , dp £ [0, 2n[, ax, ... , ap-X £ {0, 1},

C^>d^p[-Z68   tosl]    V">0'  ^[0,2,[;

J2 has the form
'fly    Pi 0   "

/2= ■        '    B '
Pq-\

.0 pq   .

px, ... , pq > 0, fix, ... , /?„_ 1 6 {0, 1} ; and 73 has the form

-vx    yx 0

rV-l

.0 vr .

vx, ... , vr < 0, 71, ... , yr_i £ {0, 1}, and r is even because det C > 0. Let

X(t) = cos2(nt/2),        p(t) = sin2 (nt/2)   WeR.
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Let iSR. For every k £ {1, 2, ...} that makes sense, let

rk(t) = X(t) + p(t)pk,        sk(t) = u(t)6k ,        ak(t) = p(t)ak ,

Ck(t) = C(rk(t),sk(t)),

mk(t)=X(t) + p.(t)/ik, bk(t)=p(t)Bk,

«*(0 = - A(0 + p(t)vk , ck(t) =p.(t)yk .

Let

-Cx(t)   ax(t)I2 0      ■

Hx{t)= ■ ' ,ai     '
ap-X(t)I2

.   0 Cp(t)   .

■mx(t)   bx(t) 0    "

bq-l(t)

-   0 mq(t) .

d/a _     cos(7rr)     sin(7ri)
*• ' ~    -sin(7tr)   cos(7tr)   '

\nx(t)   cx(t) 0    I

\-R(t) 0    "

m{t) =
Cr~x{t) 0 -R(t)

.   0 nr(t) J

where the last matrix has \ blocks 7?(/), which is possible since r is even.

H(t) = diag[Hi(t),H2(t),H3(t)],

G(t) = RH(t)R~x ,        F(t) = G(t)A.

Let w € Z. Plainly, if m is even, then

Hx(m) = I2p,    H2(m) = Iq,    773(m) = (-/,)(-/,) = 7,,

H{m) = I„,     G(m) = RR~x =In,    F(m) = InA = A,

and, if m is odd, then

77i(m) = 7,,    772(w) = J2,    H3(m) = h,

H(m) = J,     G(m) = RJR~x = C,    F(m) = CA = B.

It is obvious that all the functions above are periodic with period 2. Let t £R.

It is easy to see that

det77i(0=detC,(0---detCp(r) = (r1(0)2---(rp(0)2>0,

det772(0 = mx(t) ■ ■ ■ mq(t) > 0,

detHi(t) = nx(t)---nr(t)(detR(t))r'2 = (-iy\nx(t)\---\nr(t)\>0,
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because r is even, and, finally,

det 77(0 = (det77i(0)(det772(Z))(det773(0) > 0,

det(C7(f)) = det77(f) >0,

detF(t) = (detG(0)(deM) #0.

Thus F(t) £ Rnnxn , and detF(t) has the same sign as det^ .   □

Lemma 2. Let m, « e {1, 2, ...} and re {0,1,2,...} be such that m ^ n
or r < m = n. Let A £ Rmxn. Then there exist L e R™xm and R £ R™"

such that detL > 0, detT? > 0, and A = LI™xnR.

Proof. If r = 0, then A = 0 = 7rmx" , and we can choose L = Im and 7? = 7„.

Suppose r > 1. It follows from the hypothesis that r < m or r < n .

(a) Suppose r < m. Then m > 2. As A is of rank r, it is well known
that A is equivalent in Rmxn to 7rmx". That is, there exist 5 e l™Xffl and

C £Rnnxn such that A = BI™xnC. If det5 > 0 and detC > 0, we obviously

choose L = B andR = C. If detT? > 0 and det C < 0, we choose

L = 5diag[-l,7w_2,-1]    and    7? = diag[-l, 7„_,]C,

considering that r = n is possible. If det B < 0 and det C > 0, we choose

L = Bdiag[7m_i, -1]    and    7? = C.

If det B < 0 and det C < 0, we choose

L = fidiag[-l,/m_i]    and    R = diag[-l, /„_i]C.

It is easy to check that, in all cases, A = LI™xnR, detL > 0, and det7? > 0.
(b) Suppose r <n. Then by (a), there exist B e ljxn and C e R™xm such

that AT = BI?xmC, detB > 0, and detC > 0. Let L = CT and 7? = BT .
Then

A = CTI™xnBT = LI?xnR,

detL = detCT = detC > 0,        detT? = det5T = detTi > 0.   □

Lemma 3. Let m, m e {1, 2, ... } and r e {0, 1, ... } be such that m # n
or r < m = n. Let A, B e Rmxn. Then there exists an analytic mapping

F:R->Rmx" such that, for every k e Z, F(k) = A if k is even and F(k) = B
if k is odd. Moreover, F(t + 2) = F(t) for every t e R.

Proof. By Lemma 2 there exist Ax, Bx e R^xm and A2, B2 £ R£x" such that

^ = ^,7fmxM2,        B = BxI?xnB2,

det^i>0,        det^2>0,        det£>>0,        det52 > 0.

By Lemma 1 there exist analytic mappings Fx: R -» R^xm and F2: R -► M^x"

such that, for every k £Z,Fx(k) = Ax, Fi(k) = A2 if k is even and Fx(k) =
B\, F2(k) = B2 if k is odd. Let

F(t) = Fx(t)IrnxnF2(t)   W€R.

Then F: R -> Rmx" is analytic, and, for every keZ, F(k) = AxI^xnA2 = A

if k is even and F(k) = BxiyxnB2 = B if k is odd.   □

Theorem 4. The subset R"xn of Rnxn has two connected components, whereas

the subset Rmxn of Rmxn has only one connected component when m ^ n or
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r < m = n. When r > 0, all these connected components are connected by

analytic regular arcs. More precisely: Suppose r > 0. Let A, B e Rm x" be

such that A ^ B, and, if r = m - n, then det A and det B have the same sign.
Then there exists an analytic mapping F:R -* Rmxn such that F(0) = A,

F{l) = B, and F'(t) ^0 for every t£[0,l].

Proof. By Lemma 1 (if r = m = n) and Lemma 3 (if m ^ n or r < m =
n), there exists an analytic mapping G: R —> Rmxn such that C7(0) = A and

G(l) = B. Let

X = {t e [0, 1]| 3X(t) £ R,  G'(t) = X(t)G(t)}.

Case 1: Suppose x is infinite. Then there exist tx, t2, ... £ X and to £[0, 1]
such that to = lim^^ tk . For every (el, i £ {I, ... , m} , j £ {1,...,«} ,

let gij(t) denote the entry of the /'th row, 7'th column of G(t). Since r > 0,

there exist i0 £ {I, ... , m} and j0 e {1, ... , n} such that gi0j0(to) ̂  0.

As giQj0 is continuous, there exists a neighborhood Nto C R of to such that

gi0j0(t) ̂  0 for every t £ Nto. Because liim^^ tk = t0, there exists /Co € N such

that ^ e Nto for every A: e {ko, k0 + 1, ...} . Let k £ {fcn, kQ + 1, ...} . Since

tk £ x, we have G'(tk) = X(tk)G(tk), which implies 4;o(4) = AfoisW*)
and, hence, gioj0(tk)G'(tk) = g'kjo(tk)G(tk). As 1^^^^ = (0, it follows by

the Analytic Continuation Theorem that gi0j0(t)G'(t) = g'iojo(t)G(t) for every

t £ R. Let g = &0;0. The equality gG' -g'G = 0 implies that (G(t)/g(t))' = 0
for every t £ Nto. Therefore, there exists a constant matrix Mo £ Rmxn such

that G(t) = g(t)Mo for every / e NtQ and hence for every (el by analytic
continuation. Because ranker = r > 0, the equality G = gMo implies that

g(t) ^ 0 for every (el and M0 ̂  0. Furthermore, A = G(0) = g(0)M0 and
5 = G(l) = g(l)A/0. Let

F(t) = {t(g(l)-g(0)) + g(0)}M0   V(el.

Then

F(0) = g(0)M0 = ^ ,        JF(l) = g(l)A70 = 7i,

and

F'(t) = (g(l)-g(0))Mo?0,

for every (el, because A^ B implies that g(0) ^ g(l).

Case 2: Suppose that x is finite. Then there exist (0, ... , tq £ [0, 1] such
that 0 = (o < h < ■ ■ ■ < tq = 1 and

(1) *£{*,,,...,*,}.

By Hermite interpolation, there exists a polynomial p £ R[X] such that, for
every k £ {0, ... , q} ,

(2) P{tk) = \,

(3) rfcG^andA(rjfc)94 0=»/»'(ffc) = A(rfc),

(4) rftG/andA(ffc) = 0=»p'(ffc) = l.

For every ( e R, let

q(t)=p(t)2 + \,        F(t) = q(t)G(t).
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Then, by (2), F(0) = t7(0) = A and F(l) = G(l) = B. Moreover, for every
( e R, we have rankF(() = rankC7(() = r, because q(t) ^ 0. Let ( e [0, 1].

Let us show that F'(t) # 0. Suppose F'(t) = 0. Then

(5) 0 = F'(t) = q'(t)G(t) + q(t)G'(t).

Consequently,

which implies that ( e x ■ It follows by (1), (2), (3), (4) that

(6) q(t)=p(t)2 + \ = l,

On the other hand, since ( e x > we have

G'(t)=X(t)G(t),

and, hence, by (5),
0 = (q'(t) + q(t)X(t))G(t).

Since r > 0, we have G(t) ^ 0, and it follows that

q'(t) + q(t)X(t) = 0.

Consequently, by (6) and (7),

0 = X(t) + X(t) = 2X(t)    if A(r) ̂  0

and
0=1 + 1-0=1     if A(() = 0.

Both cases are impossible. Therefore, F'(t) ^ 0 for every ( e [0, 1].    □

Theorem 5 (Existence of orthonormal bases of class Cp of the kernel and the

image of a rectangular matrix function of q real variables). Let Q. c 1« be

Cp-diffeomorphic to R" . Let A £ Cp(Q,Rmxn). Then there exist

ux,...,um£ Cp(Q, Rm),        vx,...,vn£ Cp(Cl, R")

such that, for every t £ Q,

(a) if r > 0, then (ux(t), ... , ur(t)) is an orthonormal basis of ImA(t);

(b) if r  <   m,  then   (ur+x ((),..., um(t))   is an orthonormal basis of

(Im A(t))±;

(c) if r > 0, then (vx (t), ... , vr(t)) is an orthonormal basis of (Ker A(t))1-;

(d) if r < n, then (vr+x(t), ... , vn(t)) is an orthonormal basis of Ker A(t).

Proof. The proof is the same as the proof of Theorem 8.2 of [2] except for the

following modifications:

(a) Replace C by R in the proof of Theorem 8.2 of [2].
(b) In the proof of Lemma 8.1 of [2], apply Theorem 4 of this paper instead

of Theorem 7.2 of [2].
(c) In the proof of Lemma 8.1 of [2], if det^(() < 0, then multiply the

first column of A(t) and X(t) by -1 .   □
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