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DENSE SETS OF DIAGONALIZABLE MATRICES

D. J. HARTFIEL

(Communicated by Lance W. Small)

Abstract. This paper provides necessary and sufficient conditions for a sub-

space of matrices to contain a dense set of matrices having distinct eigenvalues.

A well-known and useful result in linear algebra is that matrices with distinct

eigenvalues are dense in the set of n x n matrices. This result, however, does

not hold for subspaces of matrices in general. For example, the subspace

W=¡A:A= °      where a 6*1

contains no matrix with distinct eigenvalues. In this paper we give necessary

and sufficient conditions for a subspace of matrices to contain a dense set of

matrices having distinct eigenvalues. The result is then applied to subspaces of

matrices determined by specified 0 patterns.

Results

All matrices in this paper are n x n. We consider the real or the complex
field. Throughout the paper we use that IF is a subspace of matrices. We let
W' be the matrices in W having distinct eigenvalues. We show that if W
contains a single matrix with distinct eigenvalues, then W' is dense in W.

Theorem 1. Let W be a subspace of matrices. If W' ^ 0, then W' is dense in
W.

Proof. Let A £ W. Choose any B £ W'. Consider

C(a) = ( 1 - a)A + aB   where 0 < a < 1.

Set

pa(x) = det(x/ - C(a))

= xn + ax(a)xn~x + ■■■ + a„(a).

It is known [1, p. 81] that

ûjfc(a) = (-l)/c      ¿2       A(ix,i2,... ,im)

i|<l2<-<lm

where A(/i < i2 < ■■ ■ < im) is the determinant of the submatrix of C(a) in

rows and columns ix,..., im. Thus, each ak(a) is a polynomial in a.
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It is easily seen that pa has multiple roots if and only if pa and p'a have a
common root. Using that

0 n (n-l)ai(a)        ■■■        an_x(a)\

it follows from [4, p. 309] that pa and p'a have common roots iff

Res(pQ, p'a) = 0.

Now, since Res(pQ, p'a) is a polynomial in a, either

(i)   Res(pa, p'a) = 0 for all a or

(ii)   Res(pa, p'a) = 0 for only finitely many a.

Since C(l) = B, and B has distinct eigenvalues, (i) can not occur. Thus

(ii) occurs which means that for arbitrarily small a, Res(pQ, p'a) ^ 0 and so

for such a, pa and p'a have no root in common. This means that, for such

a, C(a) = (1 - a) A + aB has distinct eigenvalues and thus there is a matrix in

W, namely such C(a), with distinct eigenvalues, arbitrarily close to A . From

this, we see that W' is dense in W.   D

The proof also shows the following.

Corollary 1. Let K be a convex set of matrices and K' those matrices in K

which have distinct eigenvalues. If K' ^ 0, then K' is dense in K.

The matrix

C =

0
1

0l
0

0
0

1
0J

has eigenvalues el~ for k = 0, ... ,n - 1. Thus, from the corollary, the

set of stochastic matrices as well as the set of doubly stochastic matrices have
dense sets consisting of matrices with distinct eigenvalues. These results were

of importance in analyzing the behavior of a system in [3] and [6].

We now show how the theorem can be applied to a special subspace of ma-

trices defined by patterns of 0's. For this, we let P be a (0, l)-matrix. By P/;
we mean the matrix obtained from P by deleting the z'-th row and the z'-th

column.
Let A be any matrix. Notationally, let

,  1    if an ¿ 0,
= «,) where a*H 0   otherwise.

The desired subspace is defined by

Wp = {A: A is a matrix such that A* < P, componentwise}.
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To describe when Wp contains a dense set of matrices having distinct eigen-

values we use the following notion. A matrix A has a diagonal if it has nonzero

entries aXa<\), a2a(2), ... , 2„<T(„) where o is a permutation of 1,2,...,«. Di-
agonals in matrices have been studied in terms of their 0 patterns by numerous

authors; for example, see [2], [5], and [7].

A lemma, which is easily proved, is helpful.

Lemma 1. Let Q be a permutation matrix. Then there is a permutation matrix

R such that

RQR' = C

C,     0
0    C2

0     0 QÛ

where

Q =
0   0   0

.10   0

The desired theorem now follows.

0    1    0
0   0    1

0   0
0   0

1   0
0   0

Theorem 2. Let P be a (0, l)-matrix. Then Wp' is dense in Wp iff P or Pa

for some i has a diagonal.

Proof. To argue the direct implication we will argue its contrapositive. Thus,

suppose neither P nor P,, for any i has a diagonal. Let A £ Wp . Computing

the coefficients of the characteristic polynomial of A by using principle minors

we see that since ao = ax =0,

det(xl - A) x" + axx"' H-1- an-2xl

so x = 0 is an eigenvalue of A of multiplicity at least two. Since A was chosen

arbitrarily, all matrices in Wp have the eigenvalue 0 of multiplicity at least two

and thus Wp contains no matrix with distinct eigenvalues.

Conversely, suppose without loss of generality that P or Pxx has a diagonal.

Case 1. Suppose Pi i has a diagonal. Using the lemma, we will also assume

without loss of generality that the diagonal occupies the nonzero positions of

C in Pi [. Thus, "0    0"

0   C
B <P.

Note that if Ck is nkxnk, then Ck has eigenvalues e

Thus Ck has distinct eigenvalues. Now,

it? for k = 1 .«*■

B' =

0
c,
0

0
0

2C2

0    0      0

0
0
0

rCr

£WB

and has distinct eigenvalues. Thus, by Theorem 1,  W'p is dense in Wp . This

yields the theorem.
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Case 2. If P has a diagonal, then the argument of Case 1 can be adjusted to
show that Wp ̂  0 and hence again W'p dense in Wp .

This yields the theorem.   D

In conclusion we can say that Theorem 1 may also be used in showing that
other subspaces W contain W' as a dense subset.
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