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ABSTRACT. This paper gives the generalized upper and lower solution method
for the forced Duffing equation

" + k' + f(t,x) =0,
and obtains existence theorems for T-periodic solutions, where f is a Carathéo-

dory function. Our results generalize or extend some famous results obtained
by Mawhin(1985), Habets(1990), Nkashama(1989) and Nieto(1990).

1. INTRODUCTION

In this paper, we propose a generalized upper and lower solution method for the
existence of periodic solutions of the Duffing equation

(1.1) 2 + k' + f(t,z) =0 a.e.on [=][0,T],

(1.2) x(0) = z(T), 2'(0)=2'(T)

where f:[0,7] x R — R is a Carathéodory function and k& € R\{0}.

We recall (see [6]) that f :[0,7] x R — R is called a Carathéodory function if
f(-,z) is measurable for all z € R and f(¢,-) is continuous for a.e. ¢t € [0,T].

Mawhin in [5] first gave the upper and lower solution method for (1.1)-(1.2)
under the continuous case. Nkashama generalized this method to the Carathéodory
case in [6] for the first order differential equation. In [3], Habets et al. obtained
similar results to the Carathéodory case for the Liénard equation, which is more
general than the Duffing equation. But their results are only applicable to the case
k> 0. In [7], Nieto et al. extended these results in a way.

In this paper, we propose a generalized upper and lower solution method for
(1.1)—(1.2) under a Carathéodory condition for k& € R\{0}. The upper and lower
solutions may no longer be periodic and the above mentioned results are generalized.
In addition, we give an applicable example in the last section.

Finally, let us give the following notation for convenience. Let I = [0,T]. R
denotes all real numbers. LP(I),p = 1,2, denotes the usual Lebesgue space with

1

T P
norm | - |rr = (/ |$(t)|pdt> . The Sobolev spaces W2¢(I)(i = 1,2) are defined
0
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by
W2H(I) = {a|z € L'(I),zY) e L(I),j = 1,2}

with norm

2 %
el = | DL |
j=0

where z(/) denotes the distributional derivatives of x. Let C(I) denote real valued
continuous functions on I, and let

|z]0o = max{|z(t)||t € I}.

2. DEFINITIONS AND THEOREMS

In this section, we give the definitions of generalized upper and lower solutions
and state our main results.

First, we suppose that f(¢,z) is a Carathéodory function satisfying the growth
restriction, i.e., for each real constant r > 0, there exists a function h,. € L*(I) such
that for a.e. t € I and all x € R with |z| < r, we have

(2.1) £t 2)] < he(t).

We call a function x : I — R the solution of (1.1)—(1.2) if it is a continuously
differentiable function such that 2’ is absolutely continuous and (1.1)—(1.2) hold.

Definition 2.1. Let a : I — R,b: I — R be functions of class C! with absolutely
continuous derivatives such that for all ¢t € T

(2.2) a(t) < b(t).

Such functions a and b are called lower and upper solutions respectively, if they
satisfy

a’(t) + ka'(t) + f(t,a(t)) >0 ae tel,

(2.3)

a(0) = a(T), a'(0) = d'(T),
and

V'(t) + kb (t) + f(t,b(t) <0 ae. tel,
(2.4)

b(0) = b(T), b'(0) < b/(T).

Theorem 2.1. Assume that there exist a lower solution a(t) and an upper solution
b(t) defined by Definition 2.1 for (1.1)—(1.2). Then the periodic BVP (1.1)—(1.2)
has at least one solution x(t) such that a(t) < x(t) < b(t) for all t € I.

Remark. Although Theorem 2.1 can be a special case of more general results ob-
tained in [7] and the references therein, we will give it a full proof in our way so as
to prove our main result (Theorem 2.2).

Definition 2.2. Let a1(t),b1(t) € C' with absolutely continuous derivatives and
ai(t) < bi(t) for all ¢ € I. Such aq(t) and b1(t) are called reversedly lower and
upper solutions respectively, if they satisfy

af(t) + ka (t) + f(t,a1(t)) <0 for ae. tel,
(2.3)

a1(0) = ar(T),  a1(0) < a4(T)
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and

bi(t) + kby(t) + f(t,b1(t)) >0 for ae. tel,
(2.4)

b1(0) = b2(T),  b1(0) = by (T).

Theorem 2.2. Assume that f(t,x) has the nonincreasing property with respect to
x. If there exist a reversedly lower solution a1(t) and a reversedly upper solution

bi(t) for (1.1)—(1.2) defined by Definition 2.2, then the periodic BVP (1.1)—(1.2)
has at least one solution x(t) such that aq(t) < x(t) < by(t) for allt € I.
3. PROOF OF THE THEOREMS

Proof of Theorem 2.1. First, let us define the function ¢ : R? — R by

R if x> R,
(3.1) cryz,R)=<x ifr<z<R,
r ifx<r;
and define
(32) F(t,x) = f(t,ca(t), z,b(t))).

It is evident that F'(¢,x) is also a Carathéodory function.
Now, we modify the periodic boundary value problem (1.1)—(1.2) to the problem

(3.3) 2 + ki’ + F(t,z) =z —c(a(t),z,b(t)) ae te€I,

(3.4) z(0) = z(T), x(0) = c(a(0),x(0) + 2'(0) — 2/(T), b(0)).

We can prove that (3.3)—(3.4) is equivalent to (1.1)—(1.2) for ¢t € I and a(t) <
x < b(t). It is sufficient to show that any solution z(¢) of (3.3)—(3.4) satisfies
a(t) < z(t) < b(t) for all t € I, and (1.2).

In fact, it is clear that, from (3.4) and (3.1), a(0) < z(0) < b(0) and, from (3.4),

(3.5) a(T) = a(0) < x(0) = z(T) < b(0) = b(T).

(0
In order to show a(t) < x(t) < b(t) for t € (0,T), let y : I — R be y(t) =
exp (£¢) z(t). Putting C = exp (£7), the modified BVP (3.3)-(3.4) can then be
changed into

. "~ By + F (tyexp (—5t)) exp (£1)
= y—c(a(t),y(t)exp (—%t),b(t)) exp (Et) ae tel,

(37)  y(T)=Cy(0), 9(0) = c(al0).y(0) +y/(0) ~ o/ (T), 5(0)).

Letting a(t) = exp (4t) a(t) and B(t) = exp (4¢) b(t), then a(t) and 3(t) are lower
and upper solutions of BVP (3.6)—(3.7) respectively which satisfy the following
relations:

k2 k k
o — T +F (t,aexp (—;ﬁ)) exp <§t> >0 ae tel,
(3.8)

a(T) = Ca(0),  a(0) = ¢(a(0), a(0) +a’(0) = 5/(T), 5(0)),
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and

7 k? k
B —Iﬂ+F<t ﬁexp<—§t))exp< )go ae tel,
(3.9)

B(T) = CB0),  B(0) < c(a(0), (0) + 5'(0) — =5'(T), 5(0)),

and a(t) < G(t) for tel.

It follows from (3.5) that «(0) < y(0) < £(0) and «(T) < y(T) < B(T). Suppose
that there exists some ¢ € I such that y(to) > B(to). Then, by continuity, there
exist t1 and to € I, t1 < tg < to, such that y(t) — 8(t) > 0 for all ¢t € (¢t1,t2),
and y(t1) — B(t1) = y(t2) — B(t2) = 0. Thus there exists a subset Iy in (¢1,t2) with
positive measure such that for all ¢ € I,

(3.10) y'(t) — B"(t) <O0.
But, by (3.9), for a.e. ¢t € I such that > ((t) we have

y(t)
y'(t) = Ey(t) — F (Ly(t) exp (—5t)) exp (5t) +y(t) — e (al(t), y(t), B(t)
> % (t) — F (t,B(t) exp (—£t)) exp (£t)

> B"(t),

1
c

ie.
(3.11) y"'(t) = B"(t) >0
for a.e. t € (¢1,t2), which conflicts with (3.10). Therefore, y(¢t) < G(t) for all t € I.

A similar proof shows that y(t) > «(t) for all ¢t € I.

Now, we show that 2/(0) = a/(T'). According to what we have proved, i.e.,
a(t) < z(t) < b(t) for t € [0,T], and the definition of ¢(r, z, R), what we have to
prove is to exclude the case £(0) = b(0), 2'(0) > /(T) or z(0) = a(0),2'(0) < z'(T).

In fact, 2(0) = b(0) implies that 2'(0) < '(0). If not, then there exists a ¢;, > 0
such that z(t) > b(¢) for ¢t € (0,t(), a contradiction. Similarly, z(T") = b(T) implies
that «/(T) > V/(T'). Therefore, 2/(0) < b'(0) < (T) < 2/(T).

Also, we can prove that 2/(0) > a’(0) > o/(T) > 2/(T) if z(0) = a(0).

So, (3.3)—(3.4) is equivalent to (1.1)—(1.2).

Next, we prove that the modified periodic BVP (3.3)—(3.4) has at least one
solution by applying Leray—Schauder degree theory. Basing on this consideration,
we discuss the homotopy

2"(t) + ka'(t) = (1= ANz(t) + Alz(t) — F(t,2(t)) — c(a(t), z(t), b(1))];

which is equivalent to

(3.12) 2 (t) + kx' (t) — x(t) = =AN[F(t,z(t)) + c(a(t), z(t), b(t))],
(3.13) z(0) —z(T) =2'(0) —2/(T) =0
where A € [0,1].
Let x(t) be a solution of problem (3.12)—(3.13) for A = 1. We have to prove that
(3.14) a(0) < z(0) < b(0),

which guarantees that x(t) satisfies (3.4).
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In fact, if 2(¢) < a(t) for all t € I, then Eq. (3.12)5=1 can be simplified to

(3.15) 2" (t) + k' (t) = (z(t) — a(t)) — f(t,a(t))

for a.e. t € I. By the first formula in (2.3), we have 2" (¢) + k2'(t) < (z(t) —a(t)) +
a’(t) + ka'(t) < a’(t) + kad'(¢), i.e.,

(3.16) 2 (t) + k2’ (t) < a”(t) + kd'(t)

for a.e. t € 1.

Integrating (3.16) from 0 to T', we have a’(0) < o'(T"), which conflicts with the
second formula in (2.3). Therefore, if 2(0) < a(0), there must exist a to; € I such
that z(to1) = a(te1), and x(t) < a(t) for 0 < ¢ < tp1. Similarly, it follows from the
fact 2(0) = z(T),a(0) = a(T) that there exists a to2 € I,t01 < to2 < T, such that
x(to2) = a(to2), and z(t) < a(t) for tge < t < T. The same argument shows that
(3.16) holds for a.e. t € [0,to1) U (to2, T

Noticing that x(t) — a(t) increases from negative to nonnegative as t — ty;, we
can conclude that 2/(to1) — a’(to1) > 0. Therefore, if 2/(0) — a/(0) < 0, then there
exists a o1 € (0,%01) such that x(f91) — a(fp1) is a minimum which is smaller than
2(0) —a(0). Similarly, we can conclude that 2/(tp2) — a’(to2) < 0 because z(t) — a(t)
decreases from nonnegative to negative as ¢ increases from tgs to t(J{Q. Therefore, if
2'(0) —a’(0) > 0, then 2'(T) — a/(T) > 2'(0) — a’(0) > 0, which implies there exists
atoz € (to2, T) such that z(to2) —a(to2) is a minimum not greater than z(7) —a(T).
Finally, supposing z'(0) — a’(0) = 0, then 2/(T) — a'(T") > 0 by (2.3)’. Therefore,
whether z(0) — a(0) is a minimum or not, there exists a minimum point Zy; € [0, 7]
for x(t) — a(t).

Now, given a minimum point ¢y as above, for any ¢ sufficiently close to and
smaller than #o, which implies 2/(£) — a/(€) < 0, there exists a ¢ sufficiently close
to and greater than to, which implies 2/(¢) — a/(¢) > 0, such that z(&) — a(€) =
z(¢) — a(¢). (In case ty = T, we may take a ¢ which is sufficiently close to and
greater than 0.) Integrating (3.16) from ¢ to ¢ (in case to = T, from & to ¢ + T'),
we obtain (z'({) — d'(¢)) — (2'(€) — a’(§)) < 0, which conflicts with the choice of £
and (.

Therefore, z(0) > a(0); similarly, z(0) < b(0). Hence, Eq. (3.12)x=1—(3.13) is
equivalent to Eq. (3.3)—(3.4), and also to Eq. (1.1)—(1.2).

Let us first, as in [2], define the differential operator L : W' (I) ¢ L*(I) — L(I)
by

(3.17) Lr=12"+ki' -2

where W2 (I) € W2(I) is the Sobolev function space of period-T defined by
WENI) = {z € W2Y(I)|2/ (0) — 2/ (T) = z(0) — z(T) = 0}. It is clear that L is a
Fredholm operator of index 0. The spectrum of L is defined by o(L). Obviously,
K=L":L'(I)— W}'(I) exists and is continuous because 0 ¢ o(L).

Now define N : L*(I) — LY(I) by Nz = F(-,z(-)) + c(a(-),z(-),b(-)). Then
(3.12)—(3.13) can be written in the equivalent form

(3.18) Lz =—ANz
where A € [0,1] and = € W' (I). Tt follows from the discussion above that K :
LY(I) — L*(I) is compact since W' (I) is compactly embedded into L?(I) and
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(3.18) is equivalent to
(3.19) x=—-AKNz.

We shall prove that all the solutions of Eq. (3.19) are bounded independently of
A €]0,1], i.e., to find a priori bounds for solutions of (3.19).

Let o € W2'(I) be a solution of (3.12)(3.13) for some A € [0,1]. It follows
from a(t) < c(a(t), z(t),b(t)) < b(t) for all t € I with the continuity of a and b, the
definition of F' and relation (2.1), that

(3.20) | = ALECs2() + elal), (), 0())] |2 < |d| L2

for some d € L?(I) which depends only on a and b but not on X or z.
Also, because of the existence of K = L™}, taking r = 1/||K]||, we have

(3.21) |2" + ka' — x|z > r|z|yea.
Therefore, it follows from (3.20) and (3.21) that
||z < 7”_1|d|L2

which proves the a priori boundedness of the solutions of (3.12)—(3.13).
Let Q = {o € W*2(I)||z|w21 < r~'|d|p2(r)}. We have proved that

d(I +L7'N,Q,0) =d(I,Q,0) =1

because of the homotopy invariance of the Leray—Schauder degree, where d(-,,-)
denotes the Leray—Schauder degree. By the generalized Leray—Schauder contin-
uation theorem given by Mawhin [1], we obtain the existence of the solution of
(1.1)—(1.2). The proof is complete. |

In order to prove Theorem 2.2, we first have

Lemma. Assume that f(t,z) has the nonincreasing property with respect to x. Let
a1(t) and bi(t) be reversedly lower and upper solutions for (1.1)—(1. 2) respectively
defined by Definition 2.2, and let oy (t) = exp (£t) ay(t), B1(t) = exp (£t) by (t), and
y(t) = exp (5t) z(t), where 2(t) is any solution of (3.3)~(3.4) and a(t) and b(t) in
(3.3) are now (and in the following) replaced by aq(t) and bi(t). Then

(3.22) y"(t) — o (t) >

holds for almost all t € I such that y(t) — a1(t) > 0; and
(3.23) y'(t) — By (t) <0

holds for almost all t € I such that y(t) — B1(t) <

Proof. In fact, let C' = exp (ET'), such o (t) and By (t) satisfy

(3.8)

ol — kzoq + F(t,an eXp(—gt)) exp(gt) <0,

a1(T) = Cax(0),  a1(0) < ¢(a1(0), a1(0) + a4 (0) — éa’l(T),&(O)),
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and
(3.9)
2
Y — %61 +F [t Brexp (—%t)) exp (gt) >0,
BT) = CHI0), F1(0) 2 (s (0), 51(0) + 1 (0) = AT, (0))
and

Oél(t) < ﬂl(t) for tel.

Let A = {t € Ily(t) < B1(t)}. Then according to the nonincreasing property of
f with respect to the second variable, we have
k2

(1) = “2ut) — (1, y(0) exp(—20)) exp(1) + y(0) — (o (1), (1), 1 (1)

< B0 P x-S exot o) < 10

for a.e. t € A\, which proves inequality (3.23).
Similarly, we can prove inequality (3.22). The proof of the Lemma is complete.
O

Proof of Theorem 2.2. Let y(t) = exp (£t) z(t), where z(t) is any solution of (3.3)-
(3.4). Similarly to the proof of Theorem 2.1, we first show that oy (t) < y(t) < B1(t)
for all t € I, where o (t) and (1 (t) satisfy the inequalities (3.8)" and (3.9)’.

Firstly, we also have a1 (0) < y(0) < 81(0), a1 (T) < y(T) < B1(T).

Now suppose that y'(0) — @} (0) > 0. Then y(t) — a1(t) > 0 for all t € (0,T].

In fact, if there exists to € (0,7] such that y(to) — a1(ty) = y(0) — a1(0) and
y(t) — a(t) > y(0) — a1 (0) for t € (0,%y), then by Rolle’s Theorem there exists
fo, 0< fo < %Vo, such that
(3.24) y'(to) — o (fo) =0.
But y(t) — a1 (t) > y(0) — a1 (0) > 0 for ¢ € (0, o], which implies by our Lemma that
Yy} (t) — a4 (t) > 0 for t € (0,%0] and therefore y'(to) — oy (to) > 3/ (0) — a4 (0) > 0, a
contradiction to (3.24). Hence, y(t) — a1(t) > y(0) — «1(0) > 0 for all ¢t € I. Thus
the proof will be completed.

Now, suppose that 3’'(0)—«a} (0) < 0, and there exist ti,toand ts € I,t; < to < t3,
such that yv(?l) —~a1(f~1) = y(t3) —ai(t3) = 0,y(ta) —ai(tz) < 0 and y(t) —ay () > 0
for ¢t € (0,¢1) U (t3,T). Because of y(T) — a1 (T) = C(y(0) — a1(0)), it follows that
t1 = 0 if and only if t3 = T.

If t; # 0 and t3 # T, then y/(t3) — o/ (t3) > 0 because y(t) — oy (t) > 0 for
ts <t < T and y(t3) — ai(t3) = 0. And y(t) — a1(t) > 0 for 3 < t < T implies
y'(t) — a//(t) > 0 for t3 < t < T by our Lemma, and therefore ¢/ (T') — o (T) >
Yy (t3) — o (t3) > 0. Tt follows from (3.8)" that o/ (T) > Ca/; (0) which implies
(3.25) 0 <y(T) - ay(T) < Cy'(0) — a4 (0)),
which contradicts our assumption y’(0) — o (0) < 0 because C > 0.

Ift; =0, t3 = T and y'(0) — o/, (0) < 0, then /(T) — o/ (T) > 0. In fact, if
y'(T) — o (T) < 0, then there exists a t4,0 < t; < T, such that y(ts) — a;(ts) =
0,9 (ts) — & (t2) > 0 and y(t) — a1(t) > 0 for t € (t4,T) because of y(T) — a1 (T) =
y(0) —1(0) = 0. Again, by our Lemma, we have y” (t) — o’/ (t) > 0 for all t € (t4,T),
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which implies 4/ (t1) — o/ (t4) < 0, a contradiction. Therefore, y/(T') — o, (T) > 0,
and again by (3.25) we have a contradiction.

Finally, if t; = 0,73 = T and ¢/ (0) — o/, (0) = 0, then 3(0) = &/ (0), y(0) = a1(0).
By (3.6), (3.8)’, the nonincreasing property of f and differential inequalities (see,
for example, Corollary 4.3 [4, Chapter III] and the exercises following it), we get
y(t) > aq(t) for all t € I.

Therefore, we prove that y(t)—a1 (t) > 0for allt € I, and, similarly, y(¢)— 01 (t) <
0foralltel

Now, let z(t) be a solution of problem (3.12)—(3.13) for A = 1. Similarly to the
proof in Theorem 2.1, we shall show that

(3.14) a1(0) < 2(0) < b1(0).

In fact, if z(t) < a1(t) for all ¢ € I, then z(t) < by(t) for all ¢ € I according to
Definition 2.2. Therefore, Eq. (3.12),=1 can also be simplified into

(3.15) ' (t) + kx'(t) = (z(t) — a1 (1)) — f(t,a1(t))

for a.e. t € I. By the nonincreasing property of f(¢,x) and the first formulae in
(2.3)" and (2.4)", we obtain

2(t) + ka'(t) < —f(t,an(t) < = f(t,b1(t)) < 0 (t) + k) (1),
(3.16) " (t) + ka' (t) < b (t) + kb (¢).

Integrating (3.16)" from 0 to 7', we have b;(0) < b} (T), which conflicts with the
second formula in (2.4)’. Similarly to the proof following (3.16), we can prove that
x(0) < a1(0) or £(0) > b1(0) is impossible. Therefore, a;(0) < z(0) < b1(0), which
guarantees the equivalence of (3.12),-1—(3.13) and (3.3)—(3.4).

The proof of Theorem 2.2 is complete. O

4. APPLICABLE EXAMPLE

In this section, we study the existence of solutions to the following periodic
boundary value problem for the second order Duffing equation

(4.1) 2 + k' +g(t,z)=s ae on [0,7T],

(4.2) 2(0) = z(T), 2'(0)=2'(T)

where s is a real parameter, g : [0,7] Xx R — R is a Carathéodory function and
k € R\{0}. We give conditions for periodic BVP (4.1)—(4.2) to have at least one
solution by using the existence result obtained in Section 2 and Section 3.

Under the nonincreasing property of g(¢, ) with respect to the second variable,
by applying Theorem 2.2, one has

Theorem 4.1. Assume that there exist two constants Ry > 0, s1 € R and gg €
LY(I), such that

(4.3) g(t, @) > go(t)

and

T
(4.4) o(£,0) < 51 < % /0 go(t)dt



UPPER AND LOWER SOLUTION METHOD 405

for a.e. t € I and all x > Ry. Then there exists an so < s1 (with the possibility
80 = —oo ) such that

1) for s < s, (4.1)—(4.2) has no solution;

2) for s € (so, s1], (4.1)~(4.2) has at least one solution.

Proof. We first prove the existence of a solution of problem (4.1)—(4.2) for s = s;.
Consider a periodic boundary value problem

T
(4.5) "+ ka' + go(t) — %/0 go(t)dt =0,
(4.6) a(0) = a(T), (0)=d(T).

In order to show that Eq. (4.5)—(4.6) has a solution o € W21(0,T'), we consider
the homotopy
1 (T
(4.7) o + kX’ +golt) — / go(t)dt = 0
0
with (4.6) and A € [0, 1].
Multiplying (4.7) by « and integrating from 0 to T, we get

o T 1 T 1 T
0B =1 [ aloo(t) ~ 7 [ ao(®)it] < lolsclgo(t) — 7 [ golt)it]s
0 0 0

1 T
§¢ﬂwwmw—f/‘%mmp
0

and therefore,

1 T
(48) |wmsvﬂ%@—f/gwmmh
0
Hence,
1 T
(49) ol < Tloo(®) ~ 7 [ (O,
0

which shows that all the solutions of (4.7)-(4.6) will be bounded in L!(I).
By Mawhin’s degree theorem [1], it follows that Eq. (4.5)—(4.6) has a solution

a = «a(t) which satisfies fOT a(t)dt =0 and (4.9).

Now, let
1 T
(4.10) G —a~Tlgo(®) - 7 [ oolt)dtlss — B
0
Then, by (4.3) and (4.4),
1T
(4.11) g(t,@o(t)) > go(t) > go(t) — f/ go(t)dt + s1
0

corresponds to a reversedly upper solution 3(t) = 0, according to (4.4).
Thus, Theorem 2.2 provides the existence of a solution z1(¢) of problem (4.1)—
(4.2) for s = s1, and

(4.12) ao(t) < z1(t) <0

forallt el.
Next, we show that if problem (4.1)—(4.2) has a solution z(t) for some s < sy,
then it has a solution for each § € [s, s1].
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Obviously, x(t) is a reversedly upper solution of problem (4.1)—(4.2) (with § in
place of s ), which corresponds to a reversedly lower solution @y(t) of (4.1)-(4.2)
for s, if we choose Ry large enough to satify both x(t) > —R; and (4.3).

Again, Theorem 2.2 yields the existence of a solution of problem (4.1)—(4.2) for
s.

Finally, let us take sp = sup{s € R| (4.1)—(4.2) has at least one solution }.
If (4.1)-(4.2) has a solution for all s < s, sg will be taken as —oo. From the
discussion above, we have sy < s; and that (4.1)—(4.2) has at least one solution for
s € (8o, 51]. Theorem 4.1 is proved. |
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