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LOEWNER’S THEOREM FOR KERNELS
HAVING A FINITE NUMBER OF NEGATIVE SQUARES

D. ALPAY AND J. ROVNYAK

(Communicated by Theodore W. Gamelin)

Abstract. By a theorem of Loewner, a continuously differentiable real-valued
function on a real interval whose difference quotient is a nonnegative kernel is
the restriction of a holomorphic function which has nonnegative imaginary part
in the upper half-plane and is holomorphic across the interval. An analogous
result is obtained when the difference-quotient kernel has a finite number of
negative squares.

1. Classical theorem of Loewner

In this paper we prove a version of Loewner’s theorem for classes of meromorphic
functions that generalize the Pick-Nevanlinna and Schur classes by a method that
reduces the result to the classical case. In the present section the classical version
of Loewner’s theorem will be stated in two equivalent forms, for the unit circle and
for the real line. Background results on reproducing kernel Pontryagin spaces and
the generalized Schur and Nevanlinna classes Sκ and Nκ are discussed in §2. The
main results are stated and proved in §3.

The Pick class or Nevanlinna class is the set P of holomorphic functions
which are defined and have nonnegative imaginary part on the open upper half-
plane C+. The Schur class is the set S of holomorphic functions which are defined
and bounded by one on the open unit disk D. The term kernel is understood to
mean a Hermitian kernel, that is, a complex-valued function K(s, t) on a product
set Ω×Ω such that K(t, s) = K(s, t) for all s, t ∈ Ω. We call a kernel nonnegative
if all matrices

(K(sj , si))
n
i,j=1 , s1, . . . , sn ∈ Ω, n = 1, 2, 3, . . . ,(1.1)

are nonnegative.
Let f(x) be a real-valued continuously differentiable function on a nonempty

open subset G of the real line R. Define a kernel K(x, y) on G×G by

K(x, y) =


f(x)− f(y)

x− y
, x 6= y,

f ′(x), x = y.

(1.2)
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Key words and phrases. Loewner, Löwner, Pontryagin space, reproducing kernel, negative

squares, Pick, Schur, Nevanlinna.
The second author was supported by the National Science Foundation under DMS–9501304.

c©1999 American Mathematical Society

1109



1110 D. ALPAY AND J. ROVNYAK

Since f(x) is continuously differentiable, (1.2) is a continuous function on G × G.
The following assertions are equivalent:

(i) there is a function f̂ ∈ P which is holomorphic across G and takes only real
values on G such that f̂(x) = f(x) for all x in G;

(ii) the kernel (1.2) is nonnegative on G×G.
When G is an interval, this is a theorem of Loewner [11]; see Korányi [9] for a proof
by an operator method. The extension to open sets is given in Rosenblum and
Rovnyak [12, 13]; a proof in this case based on reproducing kernel methods may be
found in Donoghue [7].

There is a corresponding result for functions S(z) defined on a nonempty open
subset U of ∂D such that |S(z)| = 1 for all z ∈ U . Assume that S(z) is continuously
differentiable in the sense that

S′(w) = lim
z→w
z∈U

S(z)− S(w)
z − w

exists and is a continuous function of w in U . The kernel

KS(w, z) =


1− S(z)S(w)

1− zw̄
, w 6= 1/z̄,

wS′(w)S(w), w = 1/z̄,

(1.3)

is then a continuous function of w, z ∈ U . The following assertions are equivalent:
(i) there is a function Ŝ ∈ S which is holomorphic across U and takes only values

of modulus one on U such that Ŝ(z) = S(z) for all z in U ;
(ii) the kernel (1.3) is nonnegative on U × U .

For assume (i). Since Ŝ ∈ S, the kernel [1 − Ŝ(z)Ŝ(w)]/(1 − zw̄) is nonnegative
on D ×D, and (ii) follows on extending this to U × U by continuity. Conversely,
assume (ii). Choose an open set U0 ⊆ U such that the set {S(w) : w ∈ U0} omits
some point of ∂D, say γ (a function satisfying (ii) may assume every value of unit
modulus infinitely many times on U). Then

f(x) = i
γ + S(β(x))
γ − S(β(x))

, β(x) =
x− i

x + i
,

defines a real-valued continuously differentiable function on an open subset G0 of
the real line. Applying Loewner’s theorem to this function and then transforming
back to the disk (cf. (2.1)–(2.3)), we obtain a function Ŝ ∈ S which is holomorphic
across U0 and takes only values of modulus one on U0 such that Ŝ(z) = S(z) for
all z in U0. Since any point of U belongs to some such set U0, (i) follows.

2. Reproducing kernel Pontryagin spaces
and the generalized Schur and Nevanlinna classes

The main results on reproducing kernel Pontryagin spaces are due to Schwartz
[14] and Sorjonen [15]. They generalize the classical Hilbert space theory as given,
for example, in [4]. We follow the recent accounts in [1, 2].

A kernel K(s, t) defined on a set Ω × Ω is said to have κ negative squares,
κ a nonnegative integer, if every matrix of the form (1.1) has at most κ negative
eigenvalues and at least one such matrix has exactly κ negative eigenvalues counted
according to multiplicity.
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Lemma 2.1. Let K(s, t) be a kernel which has κ negative squares on Ω×Ω. It is
possible to choose s1, . . . , sn ∈ Ω such that the matrix (1.1) is invertible and has κ
negative eigenvalues.

Proof. Let s1, . . . , sn ∈ Ω be any points such that the matrix P = (K(sj , si))n
i,j=1

has κ negative eigenvalues. If P has rank r, some principal minor of P of order r
is nonzero (Dickson [6] gives an elementary proof of this and attributes the result
to Kronecker). By rearranging s1, . . . , sn, we can assume that the principal minor
for the first r rows and columns is nonvanishing. Partition P so that

P =
(

Pr X
X∗ Y

)
,

where Pr = (KS(sj , si))r
i,j=1. Since Pr is invertible,

P =
(

1 0
X∗P−1

r 1

)(
Pr 0
0 Y −X∗P−1

r X

)(
1 P−1

r X
0 1

)
,

where the 1’s indicate identity matrices of appropriate order. Our assumptions
imply that rank P = rank Pr + rank (Y − X∗P−1

r X), and so Y − X∗P−1
r X = 0.

By Sylvester’s law of inertia [8, Theorem 4.5.8, p. 223], P and Pr have the same
number of negative eigenvalues, and so s1, . . . , sr have the desired property.

Let H be a Pontryagin space of functions on a set Ω. A function K(s, t) on Ω×Ω
is a reproducing kernel for H if for each s ∈ Ω, K(s, ·) belongs to H, and

〈f(·), K(s, ·)〉H = f(s)

for every f(·) in H. In this case, K(s, t) is a kernel with κ negative squares, where
κ is the negative index of H. Conversely, every kernel having κ negative squares
arises in this way. The correspondence between kernels on Ω × Ω having a finite
number of negative squares and reproducing kernel Pontryagin spaces of functions
on Ω is one-to-one [1, 2].

In many applications, Ω is a region in the complex plane. Then a kernel K(w, z)
on Ω × Ω is called holomorphic if it is holomorphic as a function of z and w̄. A
kernel having a finite number of negative squares is holomorphic if and only if the
associated reproducing kernel Pontryagin space consists of holomorphic functions.

Definition 2.2. Let κ be a nonnegative integer.
(1) The generalized Nevanlinna class is the set Nκ of functions f(z) which

are holomorphic on some subregion Ω of C+ such that the kernel

f(z)− f(w)
z − w̄

, w, z ∈ Ω,

has κ negative squares.
(2) The generalized Schur class is the set Sκ of functions S(z) which are

holomorphic on some subregion Ω of D such that the kernel

1− S(z)S(w)
1− zw̄

, w, z ∈ Ω,

has κ negative squares.

By standard interpolation results, N0 = P and S0 = S are the classical Pick
and Schur classes. Here and in what follows we employ a convention to identify
functions with their analytic continuations. This is justified because the number of
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negative squares of a holomorphic kernel is independent of the region on which the
kernel is holomorphic [2, Theorem 1.1.4]. We remark that in [1, 2] it is assumed
that generalized Schur functions are defined and holomorphic at the origin. This is
required in order to construct canonical realizations with the origin as base point.
We do not use these realizations here and make no such assumption now.

The classes Nκ and Sκ are equivalent. For suppose that f(z) and S(z) are
holomorphic on subregions of C+ and D and connected by

f(z) = i
1 + S(β(z))
1− S(β(z))

, β(z) =
z − i

z + i
.(2.1)

Here we exclude S(z) ≡ 1 and assume that S(z) 6= 1 on its domain. Then

f(z)− f(w)
z − w̄

= ϕ(z)ϕ(w)
1− S(β(z))S(β(w))

1− β(z)β(w)
,(2.2)

where

ϕ(z) =
2i

(z + i)[1− S(β(z))]
.(2.3)

Hence f(z) belongs to Nκ if and only if S(z) is in Sκ.
By a theorem of Krĕın and Langer [10, Theorem 3.2 on p. 382], Sκ consists of

all functions of the form

S(z) = S0(z)/B(z), B(z) =
κ∏

j=1

z − cj

1− zc̄j
,(2.4)

where S0(z) is in S0, c1, . . . , cκ are points in D (not necessarily distinct), and
S0(cj) 6= 0 for all j = 1, . . . , κ. Thus functions in Nκ and Sκ have meromorphic
extensions to C+ and D. Boundary singularities of functions related as in (2.1)
can be quite different: S(z) = exp (−(1 + z)/(1− z)) belongs to S0 and has values
of modulus one on ∂D except for an essential singularity at z = 1; its counterpart
in N0 via (2.1), f(z) = − cot(z/2), is real on the real axis except for simple poles
at integer multiples of 2π.

3. Main results

First suppose that the given function is defined on the real line.

Theorem 3.1. Assume that f(x) is a real-valued continuously differentiable func-
tion defined on a nonempty open subset G of the real line. The following assertions
are equivalent:

(i) there is a function f̂ ∈ Nκ which is holomorphic across G and takes only real
values on G such that f̂(x) = f(x) for all x in G;

(ii) the kernel (1.2) has κ negative squares on G×G.

For the unit circle, we have:

Theorem 3.2. Let S(z) be a continuously differentiable function defined on a
nonempty open subset U of ∂D such that |S(z)| = 1 for all z ∈ U . The following
assertions are equivalent:

(i) there is a function Ŝ ∈ Sκ which is holomorphic across U and takes only
values of modulus one on U such that Ŝ(z) = S(z) for all z in U ;

(ii) the kernel (1.3) has κ negative squares on U × U .
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Vector-valued functions are used in the argument. Let Cn be n-dimensional
complex Euclidean space, Cm×n the set of m×n matrices with complex entries. The
adjoint (conjugate transpose) of a matrix A is written A∗. We call A Hermitian
if it is square and A∗ = A. A signature matrix is an invertible square matrix J
such that J = J∗ = J−1.

Theorem 3.3 (Alpay-Dym [3]). Let A, P ∈ Cn×n, C ∈ Cm×n, and J ∈ Cm×m.
Assume that P is Hermitian and invertible, J is a signature matrix, and

P −A∗PA = C∗JC.(3.1)

Assume also that the only ξ ∈ Cn with C(1 − zA)−1ξ ≡ 0 is ξ = 0. Let K be
the linear space of Cm-valued functions of the form f(z) = C(1 − zA)−1ξ, z ∈ Ω,
where ξ ∈ Cn and Ω is the set of points z such that 1− zA is invertible. Then K is
a finite-dimensional Krĕın space in the inner product such that

〈f(·), f(·)〉K = ξ∗Pξ

whenever f(z) = C(1− zA)−1ξ. The negative index of K is equal to the number of
negative eigenvalues of P , and K has reproducing kernel of the form

K(w, z) =
J −Θ(z)JΘ(w)∗

1− zw̄
,(3.2)

where Θ(z) is a holomorphic function on Ω with values in Cm×m. We can choose

Θ(z) = J − (1− zū)C(1− zA)−1P−1(1 − ūA∗)−1C∗, z ∈ Ω,(3.3)

for any fixed point u ∈ ∂D ∩ Ω.

The space K in Theorem 3.3 is denoted H(Θ; Ω). The last property of the pair
(C, A) in the hypotheses is called observability in linear system theory. We include
the proof for the convenience of the reader. The meaning of the term “reproducing
kernel” in this context can be seen in the proof; see also [2, Chapter 1].

Proof. The invertibility of P and the fact that ξ → C(1 − zA)−1ξ is a one-to-
one mapping from Cn onto K assure that K is an n-dimensional Krĕın space whose
negative index is equal to the number of negative eigenvalues of P . By the definition
of the inner product in K, the function

K(w, z) = C(1− zA)−1P−1(1 − w̄A∗)−1C∗

has the properties that define a reproducing kernel: for every point w ∈ Ω and
vector η ∈ Cm, K(w, ·)η belongs to K, and

〈f(·), K(w, ·)η〉K = 〈f(w), η〉Cm

for every f(·) in K. A reproducing kernel is unique. We show that (3.2) holds if
Θ(z) is defined by (3.3). By (3.1),

J −Θ(z)JΘ(w)∗ = (1− uw̄)C(1 − uA)−1P−1(1− w̄A∗)−1C∗

+ (1− zū)C(1− zA)−1P−1(1 − ūA∗)−1C∗

− (1− zū)(1− uw̄)C(1 − zA)−1P−1(1− ūA∗)−1

· C∗JC(1 − uA)−1P−1(1− w̄A∗)−1C∗
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= C(1− zA)−1P−1(1− ūA∗)−1

·
[
(1 − uw̄)(1− ūA∗)P (1 − zA)

+ (1− zū)(1− w̄A∗)P (1− uA)

− (1− zū)(1− uw̄)(P −A∗PA)
]

· (1− uA)−1P−1(1− w̄A∗)−1C∗

= C(1− zA)−1P−1(1− ūA∗)−1

· (1− zw̄)(1 − ūA∗)P (1− uA)

· (1− uA)−1P−1(1− w̄A∗)−1C∗

= (1− zw̄)K(w, z),

as required.

Lemma 3.4. In Theorem 3.3 suppose that m = 2 and

Θ(z) =
(

A(z) B(z)
C(z) D(z)

)
2×2

.(3.4)

Then if z ∈ ∂D∩Ω and |γ| = 1, |C(z)| < |A(z)|, |C(z)| < |D(z)|, |B(z)−γD(z)| =
|A(z)− γC(z)|, and |A(z)γ + B(z)| = |C(z)γ + D(z)|.
Proof. The form of the kernel (3.2) implies that Θ(z)JΘ(z)∗ = J and hence also
Θ(z)∗JΘ(z) = J for all z ∈ ∂D ∩ Ω. These identities yield

|A(z)|2 − |B(z)|2 = 1, |D(z)|2 − |C(z)|2 = 1,

A(z)C(z) = B(z)D(z),

and

|A(z)|2 − |C(z)|2 = 1, |D(z)|2 − |B(z)|2 = 1,

A(z)B(z) = C(z)D(z),

for all z ∈ ∂D ∩ Ω. The assertions follow by elementary manipulations from these
relations.

We are now ready to prove the main results. It is sufficient to prove Theorem 3.2,
since then Theorem 3.1 follows from transformations of the type (2.1)–(2.3).

Proof of Theorem 3.2. (i) ⇒ (ii) Assume (i). Since Ŝ(z) belongs to Sκ, the kernel

KŜ(w, z) =
1− Ŝ(z)Ŝ(w)

1− zw̄

has κ negative squares on a set Ω0 × Ω0, where Ω0 is the unit disk with at most
finitely many points deleted. By [2, Theorem 1.1.4], KŜ(w, z) has κ negative squares
on Ω × Ω for some region Ω that contains Ω0 ∪ U . Let H(Ŝ; Ω) be the associated
reproducing kernel Pontryagin space of holomorphic functions on Ω. It has negative
index κ. Since the restriction of KŜ(w, z) to U × U is (1.3), restriction to U is an
isometry from H(Ŝ; Ω) onto a Pontryagin space H(S; U) which has reproducing
kernel (1.3) and also has negative index κ. Hence (1.3) has κ negative squares,
which proves (ii).
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(ii) ⇒ (i) As shown in §1, the result is known when κ = 0. We shall obtain the
general result by a reduction to this case.

Assume (ii). The construction depends on the choice of points w1, . . . , wn in U
such that the matrix (KS(wj , wi))n

i,j=1 is invertible and has κ negative eigenvalues.
Such points exist by Lemma 2.1. They are distinct, since otherwise two rows in the
matrix coincide and the matrix is not invertible. Put

U0 = U \ {w1, . . . , wn}.

The restriction of the kernel (1.3) to U0 × U0 has κ negative squares because the
number of negative squares cannot exceed κ by (ii), and for w′1, . . . , w

′
n sufficiently

near w1, . . . , wn, the matrix (KS(w′j , w
′
i))

n
i,j=1 has κ negative eigenvalues by the

continuity of (1.3) and the continuity of eigenvalues as functions of matrix entries [8,
p. 540]. Let H(S; U0) be the Pontryagin space of functions on U0 with reproducing
kernel (1.3) restricted to U0×U0. The negative index of H(S; U0) is κ. It is enough
to show that there exists a function Ŝ ∈ Sκ which is holomorphic across U0 and
takes only values of modulus one on U0 such that Ŝ(z) = S(z) for all z in U0. To
include the omitted points w1, . . . , wn, we then only need to apply the conclusion
beginning with a different choice of points w1, . . . , wn in U .

The hypotheses of Theorem 3.3 are satisfied with

A = diag (w̄1, . . . , w̄n) ,

P = (KS(wj , wi))n
i,j=1 ,

C =

(
1 1 · · · 1

S(w1) S(w2) · · · S(wn)

)
2×n

,

J =
(

1 0
0 −1

)
2×2

,

(3.5)

and m = 2. The function Θ(z) produced by Theorem 3.3 is defined on Ω =
C \ {w1, . . . , wn}. The space H(Θ; Ω) has negative index κ and is spanned by the
C2-valued functions

hj(z) =

(
1

S(wj)

)
2×1

1
1− zw̄j

, j = 1, . . . , n,

with inner product such that

〈hj(·), hi(·)〉H(Θ,Ω) = KS(wj , wi), i, j = 1, . . . , n.(3.6)

Since m = 2, Θ(z) has the form (3.4).
There is a natural isometry Φ from H(Θ; Ω) into H(S; U0), namely, multiplication

by the matrix (1 −S(z)) = (1 −S(z))1×2 followed by restriction to U0. In fact,
every element of H(Θ; Ω) has the form h(z) =

∑n
j=1 cjhj(z) for some numbers

c1, . . . , cn, and

〈h(·), h(·)〉H(Θ;Ω) =
n∑

i,j=1

c̄iKS(wj , wi)cj
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by (3.6). Then (1 −S(z))h(z) =
∑n

j=1 KS(wj , z)cj belongs to H(S; U0) as a
function of z ∈ U0, and

〈(1 −S(·))h(·), (1 −S(·))h(·)〉H(S;U0)
=

n∑
i,j=1

c̄iKS(wj , wi)cj

by the definition of a reproducing kernel. Thus Φ is an isometry which maps H(Θ; Ω)
into H(S; U0). Its range is a regular subspace L of H(S; U0). The idea of a mapping
of this type appears in a different form in [5].

For all w, z ∈ U0,

1− S(z)S(w)
1− zw̄

= (1 −S(z))
J − Θ(z)JΘ(w)∗

1− zw̄
(1 −S(w))∗(3.7)

+ (1 −S(z))
Θ(z)JΘ(w)∗

1− zw̄
(1 −S(w))∗.

The first term on the right side of (3.7) is the reproducing kernel for L. Hence the
second term is the reproducing kernel for M = H(S; U0) 	 L. Since H(S; U0) and
L each have negative index κ, M is a Hilbert space. Therefore the second term on
the right side of (3.7) is a nonnegative kernel. In expanded form, it is given by

(1 −S(z))
Θ(z)JΘ(w)∗

1− zw̄
(1 −S(w))∗(3.8)

= (1− zw̄)−1
{
[A(z)− S(z)C(z)][A(w)− S(w) C(w)]

− [B(z)− S(z)D(z)][B(w)− S(w) D(w)]
}

= [A(z)− S(z)C(z)][A(w)− S(w) C(w)]
1− S0(z)S0(w)

1− zw̄
,

where

S0(z) =
−B(z) + S(z)D(z)
A(z)− S(z)C(z)

.

By Lemma 3.4, S0(z) is well defined on U0. It is continuously differentiable, has
values of unit modulus, and satisfies (ii) with κ = 0. Since the result is known
in this case, there is a function Ŝ0(z) in S0 which is holomorphic across U0 whose
restriction to U0 is S0(z). The function

Ŝ(z) =
A(z)Ŝ0(z) + B(z)
C(z)Ŝ0(z) + D(z)

is well defined and holomorphic on a neighborhood W of U0 by Lemma 3.4, and its
restriction to U0 is S(z). It remains to show that Ŝ ∈ Sκ. To do this, we reverse
the preceding calculations with S(z) and S0(z) replaced by Ŝ(z) and Ŝ0(z). We
find that

1− Ŝ(z)Ŝ(w)
1− zw̄

= (1 −Ŝ(z))
J −Θ(z)JΘ(w)∗

1− zw̄
(1 −Ŝ(w))∗(3.9)

+ [A(z)− Ŝ(z)C(z)][A(w) − Ŝ(w) C(w)]
1− Ŝ0(z)Ŝ0(w)

1− zw̄

for all w, z in W . The first term on the right side of (3.9) has κ negative squares
and the second is nonnegative on W × W . By [2, Theorem 1.5.5], the left side of
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(3.9) has at most κ negative squares on W ×W . Its restriction to U0 ×U0 already
has κ negative squares. It follows that Ŝ ∈ Sκ, and we are done.

The methods of this paper can be adapted to operator-valued functions. The
authors hope to take up this extension and related questions in interpolation theory
in future work.
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