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EXISTENCE OF GIBBS MEASURES
FOR COUNTABLE MARKOV SHIFTS

OMRI SARIG

(Communicated by Michael Handel)

Abstract. We prove that a potential with summable variations and finite
pressure on a topologically mixing countable Markov shift has a Gibbs measure
iff the transition matrix satisfies the big images and preimages property. This
strengthens a result of D. Mauldin and M. Urbański (2001) who showed that
this condition is sufficient.

1. Introduction

Let S be a countable set and A = (tij)S×S a matrix of zeroes and ones with no
columns or rows which are all made of zeroes. Let

X := {x ∈ SN∪{0} : ∀i txixi+1 = 1}
be the corresponding topological Markov shift, equipped with the topology gen-
erated by the base of cylinder sets [a0, . . . , an−1] := {x ∈ X : xi = ai}. Let
T : X → X be the left shift, (Tx)i = xi+1. We say that X is topologically mixing
if (X,T ) is topologically mixing as a topological dynamical system. Let φ : X → R
be some real function. The variations of φ are defined as

Vn(φ) := sup{|φ(x) − φ(y)| : (x0, . . . , xn−1) = (y0, . . . , yn−1)}.
A Gibbs measure for φ is an invariant probability measure m such that for some

global constants P and B and every cylinder [a0, . . . , an−1],

(1)
1
B
6 m[a0, . . . , an−1]

eφn(x)−nP 6 B for all x ∈ [a0, . . . , an−1].

Here and throughout, φn :=
∑n−1

k=0 φ◦T k. If |S| <∞ and
∑

k>1 Vk(φ) <∞, then φ
has a Gibbs measure [4, 8], but this may be false if |S| =∞. Indeed, if |S| =∞ the
existence of Gibbs measures already implies certain restrictions on the transition
matrix A (theorem 8 in [10]).

Recently, Mauldin and Urbański found sufficient topological conditions for the
existence of Gibbs measures ([7], corollary 6.4). In this short note we show that their
condition is also necessary. We also show how Mauldin and Urbański’s sufficiency
result can be derived from the generalized Ruelle’s Perron-Frobenius theorem of
[11], thus giving a new proof for their result.
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We need some definitions to be able to state our result. Suppose (X,T ) is
topologically mixing and that φ : X → R is some function with

∑
k>1 Vk(φ) <∞.

The Gurevich pressure of φ is defined to be the limit

PG(φ) := lim
n→∞

1
n

log
∑

Tnx=x

eφn(x)1[a](x)

where a is some element of S. It can be shown that this limit exists, is indepen-
dent of a, and that if

∥∥∥∑Ty=x e
φ(y)
∥∥∥
∞
< ∞, then PG(φ) = sup{hµ(T ) +

∫
φdµ :

µ is a Borel invariant probability s.t. −
∫
φdµ <∞} (see [10]).

Finally, denote the transition matrix of X by A = (tij)S×S . The big images and
preimages (BIP) property is

(2) ∃b1, . . . , bN ∈ S such that ∀a ∈ S ∃i, j such that tbiatabj = 1.

This is stronger than the big images property used in [2], and for X topologi-
cally mixing, is equivalent to the finite primitivity condition used by Mauldin and
Urbański in [7]. The purpose of this short note is to prove:

Theorem 1. If (X,T ) is topologically mixing and
∑

k>1 Vk(φ) < ∞, then φ has
an invariant Gibbs measure iff A has the BIP property and φ has finite Gurevich
pressure.

We remark that contrary to most of the results in [10, 11, 12], the condition∑
k>1 Vk(φ) < ∞ cannot be relaxed to

∑
k>2 Vk(φ) < ∞, since V1(φ) must be

finite for Theorem 1 to be true.
More results concerning the thermodynamic formalism of countable Markov

shifts with the BIP property can be found in section 3, as well as some counter-
examples of what might happen in the absence of this property.

The results of this paper can be summarized by the statement that as far as the
thermodynamic formalism of D. Ruelle and R. Bowen is concerned, the countable
Markov shifts which behave like subshifts of finite type are the countable Markov
shifts with the BIP property.

2. Proof of Theorem 1

We deduce Theorem 1 from a generalization of Ruelle’s Perron-Frobenius the-
orem from [11] which we now proceed to describe.1 Fix some a ∈ S and define
ϕa(x) := 1[a](x) inf{n > 1 : T n(x) ∈ [a]} (here inf ∅ :=∞ and 0 · ∞ = 0). Set

Zn(φ, a) :=
∑

Tnx=x

eφn(x)1[a](x) and Z∗n(φ, a) :=
∑

Tnx=x

eφn(x)1[ϕa=n](x).

Let λ :=exp[PG(φ)]. We say that φ is recurrent if for some a∈S,
∑
n>1 λ

−nZn(φ, a)
diverges and transient if it converges. We say that φ is positive recurrent if it is
recurrent and

∑
n>1 nλ

−nZ∗n(φ, a) < ∞ and null recurrent if it is recurrent and∑
n>1 nλ

−nZ∗n(φ, a) =∞. It is proved in [11] that these definitions do not depend
on a and if (Lφf)(x) =

∑
Ty=x e

φ(y)f(y) is Ruelle’s operator, then

1 The version which was proved in [12] used stronger continuity assumptions on φ, but the
proof given there works verbatim in our context.
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Theorem 2. Suppose (X,T ) is topologically mixing and that
∑

k>2 Vk(φ) <∞. If
φ has finite Gurevich pressure, then φ is recurrent iff there exist λ > 0, a conserva-
tive measure ν finite and positive on cylinders, and a positive continuous function
h such that L∗φν = λν and Lφh = λh. In this case λ = expPG(φ) and there exist
an ↑ ∞ such that for every cylinder [a] and x ∈ X

1
an

n∑
k=1

λ−k
(
Lkφ1[a]

)
(x) −→

n→∞
h(x)ν[a].

The sequence {an}n>0 satisfies an ∼
(∫

[a] hdν
)−1∑n

k=1 λ
−kZk(φ, a) for all a ∈ S,

and
(1) if φ is positive recurrent, then ν(h) < ∞, ∃c 6= 0 s.t. an ∼ cn, and ∀[a]

λ−nLnφ1[a] −→
n→∞

hν[a] uniformly on compacts, where h is normalized so that

ν(h) = 1.
(2) if φ is null recurrent, then ν(h) = ∞, an = o(n), and for every [a],

λ−nLnφ1[a] tends to zero uniformly on cylinders.

Proof of Theorem 1. We divide the proof into two parts: Necessity and Sufficiency.
Sufficiency. This follows from the work of Mauldin and Urbański [7], but we

give a different proof, based on Theorem 2. Assume that A has the BIP property
and that PG(φ) <∞.

We prove that φ is positive recurrent. Fix some a ∈ S and set λ := ePG(φ). By
Theorem 2, positive recurrence is equivalent to the existence of N1 ∈ N, such that

(3) inf
{
λ−nZn(φ, a) : n > N1

}
> 0.

This is because (3) implies recurrence and rules out null recurrence, since for every
x ∈ [a], λ−nLnφ1[a](x) � λ−nZn(φ, a) 6= o(1).

Let Wn := {a ∈ Sn : [a] 6= ∅}. For every a ∈ Wn, set

φn(a) := inf{φn(x) : x ∈ [a]} and φn[a] := sup{φn(x) : x ∈ [a]}.
These are finite, since V1(φ) < ∞. In fact, if B0 := exp

∑
k>1 Vk(φ), then for all

w ∈ Wn,
∣∣φn(w)− φn[w]

∣∣ 6 logB0.
Let b1, . . . , bN ∈ S be as in (2). Since X is topologically mixing, there is some

n1 and admissible words wabi , wbja ∈ Wn1 , such that (a,wabi , bi) and (bj , wbja, a)
are admissible for i, j = 1, . . . , N . By (2) for every w ∈ Wn there are 1 6 i, j 6 N
such that (bi, w, bj) is admissible, and so

(a,wabi , bi, w, bj , wbja, a) ∈ Wn+N1+1 where N1 := 2n1 + 3.

Set C := min{eφn1+2(a,wabi ,bi) · eφn1+1(bj ,wbja) : i, j = 1, . . . , N}. If C1 := C
λN1 , then

(4) λ−(n+N1)Zn+N1(φ, a) > C1λ
−n

∑
w∈Wn

eφn(w) > C1

B0
λ−n

∑
w∈Wn

eφn[w].

We claim that the last expression is bounded from below. Indeed, assume by way
of contradiction that ∃n0 such that λ−n0

∑
w∈Wn0

eφn0 [w] < 1
2 . Then for all k

λ−kn0Zkn0(φ, a) 6
(
λ−n0

∑
w∈Wn0

eφn0 [w]

)k
<

1
2k
.
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This, however, is impossible since λ−knZkn(φ, a) cannot decay exponentially fast.
This proves (3), and the positive recurrence of φ follows.

Let ν and h be the eigenmeasure and eigenfunction given by Theorem 2, nor-
malized so that

∫
hdν = 1, and set dm := hdν. We prove that suph < ∞ and

inf h > 0. Fix some a ∈ S. By Theorem 2 and (4),

h(x) =
1
ν[a]

lim
n→∞

λ−nLnφ1[a](x)

6 1
ν[a]

sup
n>1

{
λ−n

∑
w∈Wn

eφn[w]

}
6 B0

C1ν[a]
sup
n>1

λ−nZn(φ, a).

The last supremum in the above equation is bounded by 2B0, because if ∃k0 such
that λ−k0Zk0(φ, a)>2B0, then for every n, λ−k0nZk0n(φ, a)>B−n0

(
λ−k0Zk0(φ, a)

)n
> 2n which is impossible by the definition of λ. Therefore suph < ∞. To see
that inf h > 0, note first that h is bounded from below on partition sets, because
h(x) = 1

ν[a] lim
n→∞

λ−n
∑

Tny=x e
φn(y)1[a](y) and supn V1(φn) 6

∑
k>1 Vk(φ) < ∞.

Next, note that the BIP property implies that for every x ∈ X , ∃1 6 i 6 N such
that (bi, x) is admissible. Therefore, h (x) = λ−1 (Lφh) (x) > λ−1eφ(bix)h (bix).
The last quantity is bounded from below, since there are only finitely many bi’s.
Thus inf h > 0.

We now show that hdν is an invariant Gibbs measure, proving the sufficiency
part of the theorem. Invariance is clear, so we focus on (1). Fix some H such
that 1

H < h(x) < H for all x. Fix some a ∈ Wn and x ∈ [a]. Using the notation
a = M±b to denote the double inequalities M−1b 6 a 6Mb, we have

m[a] =
∫
λ−nLnφ(h1[a]) dν = H±1

∫
λ−nLnφ1[a] dν

= (HB0)±1eφn(a)−n log λν(T n[a]) = (H2B0)±1eφn(a)−n log λm(T n[a]).

It is, therefore, enough to show that m(T n[a]) is bounded away from zero and
infinity. Boundness from above is clear, since m(X) = 1. Boundness from below
follows from m(T n[a]) > min{m[bi] : i = 1, . . . , N} > 0.

Necessity. Assume now that there is an invariant Gibbs measure m. If B and P
are as in (1), then

Zn(φ, a) 6
∑

(a,ξ1,...,ξn−1,a)∈Wn+1

eφn[a,ξ1,...,ξn−1,a]

6 BenP
∑

(a,ξ1,...,ξn−1,a)∈Wn+1

m[a, ξ1, . . . , ξn−1, a] 6 BenP .

Consequently, PG(φ) 6 P <∞. (Actually, PG(φ) = P , but we do not need this.)
Next, we show that A satisfies BIP. By (1), and since V1(φ) <∞, there is some

global constant C, such that for all p, q ∈ S, such that [p, q] 6= ∅,

m[p, q] = C±1eφ(p) · eφ(q).
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Summing over all possibilities, first for p (fixing q) and then for q (fixing p), we
have

m(T−1[q]) = C±1eφ(q)
∑

p: [p,q] 6=∅
eφ(p),

m[p] = C±1eφ(p)
∑

q: [p,q] 6=∅
eφ(q)

whence, since m(T−1[q]) = m[q] = B±1e−P eφ(q) and m[p] = B±1e−P eφ(p),

(5) inf
{ ∑
a: [a,q] 6=∅

eφ(a),
∑

a: [p,a] 6=∅
eφ(a) : p, q ∈ S

}
> 0.

Inducing an order on S, we assume without loss of generality that S = N. Assume
by way of contradiction that BIP fails. Then for every k, either ∃qk ∈ S, such that
{a : [a, qk] 6= ∅} ⊆ {a : a > k} or ∃pk ∈ S, such that {a : [pk, a] 6= ∅} ⊆ {a : a > k}.
This means that the infimum in (5) is equal to zero, since∑

a∈S
eφ(a) 6 BeP

∑
a∈S

m[a] <∞.

This contradiction proves the BIP property. �

3. More on countable Markov shifts with the BIP property

Throughout this section let (X,T ) be a topologically mixing countable Markov
shift, and φ : X → R be some function with finite Gurevich pressure such that∑
n>1 Vn(φ) < ∞. The following results are direct consequences of Theorem 1 or

its proof. They show that if the BIP property holds, then the behaviour of (X,φ)
from the point of view of the thermodynamic formalism is similar to the behaviour
in the case of subshifts of finite type.

Corollary 1. If the BIP property holds, then PG(φ) = lim
n→∞

1
n log

∑
Tnx=x

eφn(x).

Proof. It is always true that PG(φ) 6 lim
n→∞

1
n log

∑
Tnx=x e

φn(x). The other in-

equality follows from (4). �

Remark 1. Without the BIP property, the last proposition is wrong: there exist
topologically mixing countable Markov shifts X with φ : X → R with finite Gure-
vich pressure such that

∑
k>1 Vk(φ)<∞, for which PG(φ)< lim

n→∞
1
n log

∑
Tnx=x

eφn(x).

Proof. Examples can be found for φ ≡ 0 in [9]. We mention just one: let S = Z
and A = (tij)Z×Z where tij = 1 if |i− j| 6 1 and tij = 0 otherwise. If φ ≡ 0, then
PG(φ) <∞, despite the fact that there are infinitely many periodic points of order
n for every n. �

Corollary 2. If the BIP property holds, then φ is positive recurrent and if Lφ is
Ruelle’s operator given by (Lφf)(x) =

∑
Ty=x e

φ(y)f(y), then:

(1) there exist λ > 0, h > 0 positive continuous, and a conservative Borel
measure ν which is finite and positive on cylinders, such that Lφh = λh
and L∗φν = λν, and

∫
hdν <∞;

(2) h is bounded away from zero and infinity and ν(X) <∞.
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Proof. This was proved in the sufficiency part of the proof of Theorem 1 (see also
[7]). �

Remark 2. If we relax our assumptions, Corollary 2 may be false:
(1) part (1) fails for potentials which are not positive recurrent.
(2) part (2) might fail in the absence of the BIP property.
(3) part (2) might even fail in the presence of the BIP property, if we relax the

condition
∑
k>1 Vk(φ) <∞ to

∑
k>2 Vk(φ) <∞ (i.e. allow V1(φ) =∞).

Proof. The first statement follows from Theorem 2. For the second statement,
see example 2 in [10]. For the last statement consider some topologically mixing
(X,T ) with the BIP property and some φ : X → R with finite pressure such that∑
k>1 Vk(φ) <∞. Let h and ν be the eigenvectors of Lφ given by Corollary 2, and

choose some f : X → R+ such that
∑
ef(a)ν[a] =∞. The potential ψ = φ+f−f◦T

has the same pressure as φ and satisfies
∑

k>2 Vk(ψ) =∞, but the eigenvectors of
Lψ are e−fh and efdν, so part (2) is false for ψ. �

Fix some θ ∈ (0, 1) and define a metric on X by d(x, y) = θmin{i:xi 6=yi}. Let β be
the smallest partition with the property that the σ-algebra generated by β contains
{T [a] : a ∈ S}, and set

Dβf := sup
B∈β

sup
x,y∈B,x 6=y

|f(x)− f(y)|
d(x, y)

.

Set L := {f : X → C : ‖f‖L := ‖f‖∞ +Dβf <∞}.

Corollary 3. Suppose the BIP property holds and ∃A > 0 such that Vk(φ) < Aθn

for all n > 1. If h, ν and λ are as in Corollary 2, then ∃K > 0 and r ∈ (0, 1) such
that for all f ∈ L,

∥∥∥λ−nLnφf − h ∫ fdν∥∥∥L 6 Krn‖f‖L.

Proof. This follows from the results in section 2 in [3] (see theorem 4.7.7 in [1]). �

Remark 3. Without the BIP property, the last corollary is false.

Proof. Example 1 in [10]. �

Our last corollary says that phase transitions of the type one expects for count-
able Markov shifts (see [12, 13]) do not occur. Let Dir(φ) be the collection of all
ψ : X → R such that there exists C > 0, r ∈ (0, 1) and ε > 0 such that

∀n > 1, Vn(ψ) < Cψr
n and ∀|t| < ε, PG(φ+ tψ) <∞.

Corollary 4. If the BIP property holds and ∃A > 0, θ ∈ (0, 1) such that Vn(φ) <
Aθn for all n > 1, then for every ψ ∈ Dir(φ) there exists ε0 > 0 such that φ + tψ
is positive recurrent for all |t| < ε0 and for which t 7→ PG(φ + tψ) is real analytic
in (−ε0, ε0).

Proof. We use the machinary of [12], which we now proceed to describe. Fix some
state a ∈ S. Set S := {[a] : ai = a iff i = 0 ; [a, a] 6= ∅}, X := S

N∪{0}
and let

T : X → X be the left shift. Define ϕa(x) := 1[a](x) inf{n > 1 : T nx ∈ [a]} where
inf ∅ :=∞ and define

φ :=

(
ϕa−1∑
k=0

φ ◦ T k
)
◦ π
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where π : X → [a] is given by π([a0], [a1], . . .) := (a0, a1, . . .). The pair (X,φ)
is called the induced system and φ is called the induced potential (on [a]). The
a-discriminant of φ is defined to be

∆a[φ] := sup{PG(φ+ p) : p ∈ R s.t. PG(φ+ p) is finite}.
It is proved in [12] that if ∆a[φ] > 0, then φ is positive recurrent, if ∆a[φ] = 0,
then φ is either positive recurrent or null recurrent, and that if ∆a[φ] < 0, then φ
is transient. It is also proved there that if ∆a[φ] > 0, then for every ψ ∈ Dir(φ),
∃ε0 such that φ+ tψ is positive recurrent for all |t| < ε0 and that t 7→ PG(φ + tψ)
is real analytic in (−ε0, ε0). It is therefore enough to prove that ∆a[φ] > 0, or in
the terminology of [12], that φ is strongly positive recurrent.

We actually show that ∆a[φ] = +∞. It is easy to verify that if we induce on a,
then φ+ p+ t1[a] = φ+ p+ t, whence PG(φ+ p+ t1[a]) = PG(φ+ p) + t. It follows
from this that

∆a[φ+ t1[a]] = ∆a[φ] + t.

If ∆a[φ] < ∞, then for some t, ∆a[φ + t1[a]] < 0, which by the previous remarks
means that φ + t1[a] is transient. However, PG(φ + t1[a]) 6 PG(φ) + |t| < ∞ and∑
n>1 Vn(φ + t1[a]) =

∑
n>1 Vn(φ) < ∞ so by Corollary 2, φ + t1[a] is positive

recurrent and we arrive at a contradiction. �

For examples of the phase transition phenomena which may appear in the ab-
sence of the BIP property, we refer the reader to [12, 13].

We finish with some words of caution: invariant Gibbs measures for countable
Markov shifts with the BIP property are not necessarily equilibrium measures in
the strict sense of [4, 8]. For an example of what might go wrong consider the shift
X = NN together with the potential φ(x) = log px0 where {pn} is a sequence of
positive numbers such that

∑
pn = 1 and pn ∝ 1/2n(log 2n)2. The Gibbs measure

for φ is the Bernoulli measure m[a0, . . . , an−1] =
∏n−1
i=0 pai . For this measure,

hm(T ) = +∞ and
∫
φdm = −∞ so the sum hm(T ) +

∫
φdm is meaningless. For

a discussion of the weaker senses in which m may be considered an equilibrium
measure, see [5] and [10].
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