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(Communicated by Pham Huu Tiep)

Abstract. A subset {g1, . . . , gd} of a finite group G invariably generates G
if {gx1

1 , . . . , g
xd
d } generates G for every choice of xi ∈ G. The Chebotarev

invariant C(G) of G is the expected value of the random variable n that is
minimal subject to the requirement that n randomly chosen elements of G
invariably generate G. Confirming a conjecture of Kowalski and Zywina, we

prove that there exists an absolute constant β such that C(G) ≤ β
√

|G| for
all finite groups G.

1. Introduction

We say that a subset {g1, . . . , gd} of a finite group G invariably generates G if
{gx1

1 , . . . , gxd

d } generates G for every choice of xi ∈ G. The Chebotarev invariant
C(G) of G is the expected value of the random variable n that is minimal sub-
ject to the requirement that n randomly chosen elements of G invariably generate
G. The main motivation for introducing the invariant C(G) is the relationship to
Chebotarev’s Theorem and the calculation of Galois groups of polynomials with
integer coefficients. Chebotarev’s Theorem provides elements of a suitable Galois
group G, where the elements are obtained only up to conjugacy in G. The interest
in the study of C(G) comes from computational Galois theory, where there is a
need to know how long one should expect to wait in order to ensure that choices of
representatives from the conjugacy classes provided by Chebotarev’s Theorem will
generate G. This is discussed more carefully in [6] and [22].

In response to a question of Kowalski and Zywina [22], Kantor, Lubotzky, and
Shalev [17] bounded the size of a randomly chosen set of elements of G that is
likely to generate G invariably. As a corollary of their result, they proved that
there exists an absolute constant c such that C(G) ≤ c

√
|G| log |G| for all finite

groups G ([17, Theorem 1.2]). This bound is close to best possible: as noticed in
[17], sharply 2-transitive groups provide an infinite family of groups G for which

C(G) ∼
√
|G|. In particular, C(AGL(1, q)) ∼ q as q → ∞ [22, Proposition 4.1]. In

fact [22, Section 9] asks whether C(G) = O(
√
|G|) for all finite groups G. In this

paper we give an affirmative answer.

Theorem 1. There exists an absolute constant β such that C(G) ≤ β
√
|G| for all

finite groups G.
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For k ≥ 1, let PI(G, k) be the probability that k randomly chosen elements of
G generate G invariably. An easy argument in probability theory shows that if
PI(G, k) ≥ ε, then C(G) ≤ k/ε. Indeed we obtain Theorem 1 as a corollary of the
following result.

Theorem 2. For any ε > 0 there exists τε such that PI(G, k) ≥ 1− ε for any finite

group G and any k ≥ τε
√
|G|.

One of the ingredients used in the proof of Theorem 2 is the notion of crown,
introduced by Gaschütz in [7] in the case of finite solvable groups and generalized
in [16] to arbitrary finite groups. The property of the crowns is enough to prove
the theorem in the case of solvable groups, but in order to apply our arguments
to arbitrary finite groups, we need some results relying on the classification of the
finite simple groups. The first is a bound on the order of the first cohomology group
of a finite group over a faithful irreducible module: if V is an irreducible faithful
G-module over a finite field, then |H1(G, V )| ≤

√
V < |V | (see [1] and [14]). This

result is nearly sufficient for our purposes, but we need more precise information
in the particular case when |V | ≤ |G| and the proportion of elements of G fixing
no nontrival vector of V is small (see Proposition 10). Two other consequences
of the classification of the finite simple groups are necessary to prove Lemma 13:
there exists an absolute constant c1 such that any finite group G has at most
c1|G|3/2 maximal subgroups [19, Theorem 1.3] and the proportion of fixed-point-
free permutations in a nonaffine primitive group of degree n is at least c2/ logn, for
some absolute constant c2 > 0 [8, Theorem 8.1]. This last result in turn relies on a
conjecture made independently by Boston and Shalev, stating that there exists an
absolute constant ε > 0 such that the proportion of fixed-point-free elements in any
finite simple transitive permutation group is at least ε. This conjecture was proved
for alternating groups by �Luczak and Pyber in [20] and for the simple groups of Lie
type by Fulman and Guralnick in a series of four papers ([8], [9], [10], [11]).

In this paper we don’t give any kind of estimation for the constant β appearing in
the statement of Theorem 1. More recently, in a joint paper with Gareth Tracey [23],
we proved that the methods and results introduced in this paper can be employed to
show that for each ε > 0 there exists a constant cε such that C(G) ≤ (1+ε)

√
|G|+cε.

2. Crowns in finite groups

Let L be a monolithic primitive group and let A be its unique minimal normal
subgroup. For each positive integer k, let Lk be the k-fold direct product of L. The
crown-based power of L of size k is the subgroup Lk of Lk defined by

Lk = {(l1, . . . , lk) ∈ Lk | l1 ≡ · · · ≡ lk modA}.
Equivalently, Lk = Ak diagLk.

Following [16], we say that two irreducible G-groups A and B are G-equivalent
and we put A ∼G B if there is an isomorphism Φ : A�G → B �G such that the
following diagram commutes:

1 −−−−→ A −−−−→ A�G −−−−→ G −−−−→ 1⏐⏐�φ

⏐⏐�Φ

∥∥∥
1 −−−−→ B −−−−→ B �G −−−−→ G −−−−→ 1
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Note that two G-isomorphic G-groups are G-equivalent. In the particular case
where A and B are abelian the converse is true: if A and B are abelian and
G-equivalent, then A and B are also G-isomorphic. It is proved (see for example
[16, Proposition 1.4]) that two chief factors A and B of G are G-equivalent if
and only if either they are G-isomorphic between them or there exists a maximal
subgroup M of G such that G/CoreG(M) has two minimal normal subgroups N1

and N2 G-isomorphic to A and B respectively. For example, the minimal normal
subgroups of a crown-based power Lk are all Lk-equivalent.

Let A = X/Y be a chief factor of G. A complement U to A in G is a subgroup
U of G such that UX = G and U ∩ X = Y . We say that A = X/Y is a Frattini
chief factor if X/Y is contained in the Frattini subgroup of G/Y ; this is equivalent
to saying that A is abelian and there is no complement to A in G. The number
δG(A) of non-Frattini chief factors G-equivalent to A in any chief series of G does
not depend on the series. Now, we denote by LA the monolithic primitive group
associated to A, that is,

LA =

{
A� (G/CG(A)) if A is abelian,

G/CG(A) otherwise.

If A is a non-Frattini chief factor of G, then LA is a homomorphic image of G.
More precisely, there exists a normal subgroup N of G such that G/N ∼= LA and
soc(G/N) ∼G A. Consider now all the normal subgroups N of G with the property
that G/N ∼= LA and soc(G/N) ∼G A: the intersection RG(A) of all these subgroups
has the property that G/RG(A) is isomorphic to the crown-based power (LA)δG(A).
The socle IG(A)/RG(A) of G/RG(A) is called the A-crown of G, and it is a direct
product of δG(A) minimal normal subgroups G-equivalent to A.

Lemma 3 ([2, Lemma 1.3.6]). Let G be a finite group with trivial Frattini subgroup.
There exists a crown IG(A)/RG(A) and a nontrivial normal subgroup U of G such
that IG(A) = RG(A)× U.

Lemma 4 ([4, Proposition 11]). Assume that G is a finite group with trivial Frattini
subgroup and let IG(A), RG(A), U be as in the statement of Lemma 3. If KU =
KRG(A) = G, then K = G.

3. Crown-based powers with abelian socle

In this section we will assume that H is a finite group acting irreducibly and
faithfully on an elementary abelian p-group V . The semidirect product L = V �H
is a monolithic primitive group. For a positive integer u we consider the crown-
based power Lu: we have that Lu is isomorphic to the semidirect product G =
V u

� H, where we assume that the action of H is diagonal on V u; that is, H
acts in the same way on each of the u direct factors. We assume that h1, . . . , hd

(invariably) generate H and we look for conditions ensuring the existence of d-
elements w1, . . . , wd ∈ V u such that h1w1, . . . , hdwd (invariably) generate G. The
case when H = 1 is trivial: V ∼= Cp is a cyclic group of prime order, and G = Cu

p

can be generated by d elements w1, . . . , wd if and only if u ≤ d. So for the remaining
part of this section we will assume H �= 1. We will denote by Der(H,V ) the set
of derivations from H to V (i.e., the maps δ : H → V with the property that
δ(h1h2) = δ(h1)

h2+δ(h2) for every h1, h2 ∈ H). If v ∈ V , then the map δv : H → V
defined by δv(h) = [h, v] is a derivation. The set InnDer(H,V ) = {δv | v ∈ V } of
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the inner derivations from H to V is a subgroup of Der(V,H), and the factor group
H1(H,V ) = Der(H,V )/ InnDer(H,V ) is the first cohomology group of H with
coefficients in V.

The following is a generalization of a similar partial result ([3, Proposition
2.1]), proved in the particular case when H is solvable or, more generally, when
H1(H,V ) = 0.

Proposition 5. Suppose that H = 〈h1, . . . , hd〉. Let wi = (wi,1, . . . , wi,u) ∈ V u

with 1 ≤ i ≤ d. The following are equivalent.

(1) G �= 〈h1w1, . . . , hdwd〉;
(2) there exist λ1, . . . , λu ∈ F = EndH(V ) and a derivation δ ∈ Der(H,V )

with (λ1, . . . , λu, δ) �= (0, . . . , 0, 0) such that
∑

1≤j≤u λjwi,j = δ(hi) for

each i ∈ {1, . . . , d}.
Proof. Let K = 〈h1w1, . . . , hdwd〉. First we prove, by induction on u, that if
K �= G, then (2) holds. Let zi = hi(wi,1, . . . , wi,u−1, 0) and let Z = 〈z1, . . . , zd〉. If
Z �∼= V u−1H, then, by induction, there exist λ1, . . . , λu−1 ∈ F and δ ∈ Der(H,V )
with (λ1, . . . , λu−1, δ) �= (0, . . . , 0, 0) such that

∑
1≤j≤u−1 λjwi,j = δ(hi) for each

i ∈ {1, . . . , d}. In this case λ1, . . . , λu−1, 0, and δ are the requested elements.
So we may assume that Z ∼= V u−1H. Set Vu = {(0, . . . , 0, v) | v ∈ V }. We

have ZVu = KVu = G and Z �= G; this implies that Z is a complement of Vu

in G and therefore there exists δ∗ ∈ Der(Z, Vu) such that δ∗(zi) = wi,u for each
i ∈ {1, . . . , d}. By Propositions 2.7 and 2.10 of [1], there exist δ ∈ Der(H,V ) and
λ1, . . . , λu−1 ∈ F such that for each h(v1, . . . , vu−1, 0) ∈ Z we have

δ∗(h(v1, . . . , vu−1, 0)) = δ(h) + λ1v1 + · · ·+ λu−1vu−1.

In particular −
∑

1≤j≤u−1 λjwi,j + wi,u = δ(hi) for each i ∈ {1, . . . , d}; hence (2)
holds.

Conversely, if (2) holds, then 〈h(v1, . . . , vu) | δ(h) = λ1v1+· · ·+λuvu〉 is a proper
subgroup of G containing K. �

Notice that V, Der(H,V ), and H1(H,V ) are vector spaces over F = EndH(V ).
Let n := dimF V = dimF InnDer(H,V ) and m := dimF H1(H,V ). Clearly, we have
dimF Der(H,V ) = n+m.

Let πi : V
u �→ V be the canonical projection on the i-th component:

πi(v1, . . . , vu) = vi.

Let wi = (wi,1, . . . , wi,u) ∈ V u, for i ∈ {1, . . . , d}, and consider the vectors

rj = (πj(w1), . . . , πj(wd)) = (w1,j , . . . , wd,j) ∈ V d for j ∈ {1, . . . , u}.
Proposition 5 says that the elements h1w1, . . . , hdwd generate a proper subgroup
of G if and only if there exists a nonzero vector (λ1, . . . , λu, δ) in Fu × Der(H,V )
such that ∑

1≤j≤u

λjrj =
(
δ(h1), . . . , δ(hd)

)
.

Equivalently, 〈h1w1, . . . , hdwd〉 = G if and only if r1, . . . , ru in V d are linearly
independent modulo the vector space

D = {
(
δ(h1), . . . , δ(hd)

)
∈ V d | δ ∈ Der(H,V )}.

Since G = 〈h1, . . . , hd〉, the map Der(H,V ) → D defined via δ �→ (δ(h1) · · · δ(hd)) is
an F -isomorphism. In particular dimF (D) = dimF (Der(H,V )) = n+m, and so we
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conclude that there exist elements w1, . . . , wd in V u such that 〈h1w1, . . . , hdwd〉 = G
if and only if u ≤ dimF (V

d)− dimF (D) = n(d− 1)−m.
We now discuss the same question in the case of invariable generation, general-

izing to an arbitrary irreducible H-module V a partial result ([5, Proposition 8])
proved under the hypothesis H1(H,V ) = 0.

Proposition 6. Suppose that h1, . . . , hd invariably generate H. Let w1, . . . , wd ∈
V u with wi = (wi,1, . . . , wi,u). For j ∈ {1, . . . , u}, consider the vectors

rj =
(
πj(w1), . . . , πj(wd)

)
= (w1,j , . . . , wd,j) ∈ V d.

Then h1w1, h2w2, . . . , hdwd invariably generate V u
� H if and only if the vectors

r1, . . . , ru are linearly independent modulo D +W where

D = {
(
δ(h1), . . . , δ(hd)

)
∈ V d | δ ∈ Der(H,V )},

W = {(u1, . . . , ud) ∈ V d | ui ∈ [hi, V ], i = 1, . . . , d}.
In particular, there exist elements w1, . . . , wd ∈ V u such that h1w1, h2w2, . . . , hdwd

invariably generate V u
�H if and only if u ≤ nd− dimF (D +W ).

Proof. Let gi = yixi with xi ∈ H and yi = (yi,1, . . . , yi,u) ∈ V u for i ∈ {1, . . . , d}
and let Xg1,...,gd = 〈(h1w1)

g1 , . . . , (hdwd)
gd〉. We have

(hiwi)
gi = (hyi

i wi)
xi = hxi

i ([hi, yi] + wi)
xi = hxi

i zi,

where zi = ([hi, yi] + wi)
xi ∈ V u. Then Xg1,...,gd = G if and only if the vectors(

πj(z1), . . . , πj(zd)
)
=

(
([h1, y1,j ] + w1,j)

x1 , . . . , ([hd, yd,j ] + wd,j)
xd
)
∈ V d,

for j ∈ {1, . . . , u}, are linearly independent modulo the subspace

D∗ = {
(
δ(hx1

1 ), . . . , δ(hxd

d )
)
∈ V d | δ ∈ Der(H,V )}

=
{((

δ(h1)− [h1, δ(x
−1
1 )]

)x1
, . . . ,

(
δ(hd)− [hd, δ(x

−1
d )]

)xd
)
∈ V d | δ ∈ Der(H,V )

}
(we have indeed that δ(hx) = δ(x−1hx) = δ(x−1h)x+δ(x) = (δ(x−1h)+δ(x)x

−1

)x =
(δ(x−1)h + δ(h)− δ(x−1))x = (δ(h)− [h, δ(x−1)])x).

Note that the map f(x1,...,xd) : V
d �→ V d defined by

f(x1,...,xd)(v1, . . . , vd) = (vx1
1 , . . . , vxd

d )

is an isomorphism. Therefore Xg1,...,gd = G if and only if the vectors(
[h1, y1,j ] + w1,j , . . . , [hd, yd,j ] + wd,j

)
= rj +

(
[h1, y1,j ], . . . , [hd, yd,j ]

)
,

for j = 1, . . . , u, are linearly independent modulo the subspace{((
δ(h1)− [h1, δ(x

−1
1 )]

)
, . . . ,

(
δ(hd)− [hd, δ(x

−1
d )]

))
∈ V d | δ ∈ Der(H,V )

}
.

Since this condition has to hold for every choice of yi ∈ V u and xj ∈ H, this means
that the elements r1, . . . , ru have to be linearly independent modulo the subspace
D +W, as required. �

Lemma 7. In the situation described in Proposition 6 and using the same notation,
we have that

nd− dimF (D +W ) ≥
∑

1≤i≤d

dimF CV (hi)−m,

with m = dimF H1(H,V ).



4554 ANDREA LUCCHINI

Proof. Firstly, notice that

dimF W =
∑

1≤i≤d

dimF [hi, V ] =
∑

1≤i≤d

(n− dimF CV (hi)) = nd−
∑

1≤i≤d

dimF CV (hi).

Moreover D∩W contains I = {
(
δ(h1), . . . , δ(hd)

)
∈ V d | δ ∈ InnDer(H,V )}, which

is F -isomorphic to InnDer(H,V ), and consequently

dimF (D +W )− dimF (W ) = dimF ((D +W )/W ) = dimF (D/(D ∩W ))

≤ dimF D/I = dimF (Der(H,V )/ InnDer(H,V ))

= dimF H1(H,V ) = m.

We conclude that

dimF (D +W ) ≤ dimF W + dimF H1(H,V )

≤ nd−
∑

1≤i≤d

dimF CV (hi) +m. �

4. First cohomology groups for finite groups

For this section we will assume that H is a finite group, F is a field of finite
characteristic, and V is a faithful and absolutely irreducible FH-module. Moreover
let n = dimF V, m = dimF H1(H,V ).

In the proof of our main result we will need a sharp upper bound for m. The
following result is available (see [1, Theorem A], [14, Theorem 1]):

Proposition 8. Let m ≤ �n/2� ≤ n− 1.

Guralnick made a conjecture that there should be a universal bound on the
dimension of the first cohomology groups H1(H,V ), where H is a finite group and
V is an absolutely irreducible faithful representation for H. The conjecture reduces
to the case where H is a finite simple group. Very recently, computer calculations
of Frank Lübeck, complemented by those of Leonard Scott and Tim Sprowl, have
provided strong evidence that the Guralnick conjecture may unfortunately be false.
However for our purpose it is not necessary that the Guralnick conjecture be true.
A much weaker result, which will be discussed in this section, is enough. First we
need a preliminary lemma.

Lemma 9. If m �= 0, then:

(1) H has a unique minimal normal subgroup N and N is nonabelian.
(2) If S is a component of N and W is an irreducible FN-submodule of V

which is not centralized by S, then the other components of N act trivially
on W .

(3) m ≤ dimF H1(S,W ) for any irreducible submodule W of V which is not
centralized by S.

(4) Every element of CH(S) fixes at least a nonzero vector of V.

Proof. It is well known that if K is an extension field of F, then H1(H,V )⊗F K and
H1(H,V ⊗F K) are naturally isomorphic, so may assume that F is algebraically
closed. The first three statements are proved in [15, Lemma 5.2]. Let Ω be the
set of irreducible FN -submodules of V which are not centralized by S and let
U =

∑
W∈Ω W. Let I be the stabilizer of U in H. It follows from (2) that I =

NH(S). Since V is irreducible, U is an irreducible I-module. Let R = SCH(S). By
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[15, Lemma 3.4], H1(H,V ) = H1(I, U), and by [15, Lemma 3.11], dimH1(I, U) ≤
dimH1(R,U). Since R = S×CH(S), U is a direct sum of modules of the formW⊗X
where W ∈ Ω and each X is an irreducible CH(S)-module. By [15, Lemma 3.10] if
all the X are nontrivial CH(S)-modules, then H1(R,U) = 0, and so H1(H,V ) = 0.
So CH(S) acts trivially on some of the direct factors of U. �

Proposition 10. Denote by p the probability that an element h of H centralizes
a nonzero vector of V. There exists a constant α (independent on the choice of H
and V ) with the property that if |V | ≤ |H|, then either m ≤ α or p|H| ≥ m2.

Proof. We may assume m �= 0. By Lemma 9, H has a unique minimal normal
subgroup N ∼= St where S is a nonabelian simple group. First assume t �= 1. We
may identify H with a subgroup of AutS �K being K the transitive subgroup of
Sym(t) induced by the conjugacy action of H on the components. It follows from
Lemma 9(4) that

p|H| ≥ |CH(S)| ≥ |H|
t|AutS| ≥

|K||S|t−1

t|OutS| ,

while, since 2n ≤ qn ≤ |H|, we have

m < n ≤ log |H| ≤ log(|AutS|t|K|) ≤ log(|S|2t|K|).
It follows that there exists τ such that p|H| ≥ m2 if |S| ≥ τ. On the other hand,
there are only finitely many possible pairs (S,W ) where S is a simple group of
order at most τ and W is an irreducible FS-module with H1(S,W ) �= 0 (since
H1(S,W ) = 0 if S and W have coprime orders), so it follows from Lemma 9(3) that
there exists α such that m ≤ α whenever |S| ≤ τ.

So we may assume that H is an almost simple group and that S = socH is a
finite group of Lie type or alternating group, since the number of possibilities for H
and V when H is sporadic and H1(H,V ) �= 0 is finite. Let r be the characteristic
of F. The condition m �= 0 implies that r divides |H|. Moreover all the elements of
a Sylow r-subgroup of H centralize at least a nonzero vector of V, so p|H| ≥ |H|r,
the largest power of r dividing |H|. We have three possibilities:

(a) S = Alt(k). Since 2n ≤ qn ≤ |H| ≤ k!, we have n ≤ k log k. By [13, Corollary
3], we have m ≤ n/(f − 1) being f the largest prime such that f ≤ k − 2. Nagura
[24] proved that for each x ≥ 25, the interval [x, 6x/5] contains a prime; hence if k
is large enough, then (f − 1) ≥ k/2 and consequently m ≤ k log k/(f − 1) ≤ 2 log k.
We may assume r ≤ k/2; otherwise a Sylow r-subgroup of H would be cyclic and
this would imply that m ≤ 1 (see [12, Proposition 2.5]). But then k = ar + b with
a, b ∈ N, a ≥ 1, and b < r ≤ k/2. So (k!)r ≥ ra ≥ r · a ≥ k/2. We conclude that
|H|r ≥ k/2 ≥ (2 log k)2 ≥ m2 if k is large enough, say k ≥ τ . Since there are only
finitely many possibilities of k ≤ τ and an absolutely irreducible Alt(k)-module V
such that H1(Alt(k), V ) �= 0, we are done in this case.

(b) S is a group of Lie type defined over a field whose characteristic is different
from the characteristic r of F. Let us denote by δ(S) the smallest degree of a
nontrivial irreducible representation of S in cross characteristic. Lower bounds
for the degree of irreducible representations of finite groups of Lie type in cross
characteristic were found by Landazuri and Seitz [18] and improved later by Seitz
and Zalesskii [26] and by Tiep [27]. It turns out that δ(S) is quite large, and,
apart from finitely many exceptions, we have rδ(S) > |AutS|, in contradiction to
rδ(S) ≤ |V | < |H| ≤ |AutS|.
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(c) S is a group of Lie type defined over a field whose characteristic coincides
with the characteristic r of F. We have p|H| ≥ |H|r ≥ |S|1/3 (see [21, Proposition
3.5]). On the other hand, |V | ≤ |H| ≤ |S|2; hence m ≤ n/2 ≤ log |S|, and again we
can conclude that p|H| ≥ |S|1/3 ≥ log2 |S| ≥ m2 if |S| is large enough. �

5. Auxiliary results

We begin this section with an elementary result in probability theory which will
play a crucial role in our considerations. Let us denote by B(m, p) the binomial
random variable of parameters m and p.

Proposition 11. For every real number 0 < ε < 1, there exists an absolute constant
γε such that, for any positive integer l and any positive real number p < 1, we have
that P (B(m, p) ≥ l) ≥ ε if m ≥ γεl/p.

Proof. Let M(t) be the moment generating function of the random variable X =
B(m, p). We have M(t) = (pet + (1− p))m. By Chernoff’s bounds (see for example
[25, Chapter 8, Proposition 5.2]), P (X ≤ a) ≤ e−taM(t) for every real negative
number t. Taking t = −1 and a = l, we deduce that

P (X ≤ l) ≤ el(1− αp)m with α = (1− 1/e).

In particular P (X ≥ l) ≥ 1 − el(1 − αp)m, and we are reduced to proving that
there exists γε such that el(1−αp)m ≤ (1− ε) if m ≥ γεl/p. It suffices to choose γε
such that (1− αp)γε/p ≤ (1− ε)/e. Since (1− αp)γe/p = (1− αp)αγε/αp ≤ e−γεα, it
suffices to take γε ≥ (1− log(1− ε))/α. �

From now on we will use the notation 〈x1, . . . , xd〉I = G to say that x1, . . . , xd

invariably generate G.

Lemma 12. Assume that G is a finite group with trivial Frattini subgroup and let
I = IG(A), R = RG(A), and U be as in the statement of Lemma 3. Let g1, . . . , gt ∈
G. If 〈g1U, . . . , gtU〉I = G/U and 〈g1R, . . . , gtR〉I = G/R, then 〈g1, . . . , gt〉I = G.

Proof. Let x1, . . . , xt ∈ G and consider K = 〈gx1
1 , . . . , gxt

t 〉. Since 〈g1U, . . . , gtU〉I =
G/U (and resp. 〈g1R, . . . , gtR〉I = G/R ) we have KU = G (and resp. KR = G).
But then K = G by Lemma 4. �
Lemma 13 ([17, Proof of Theorem 4.1]). Denote by P ∗

G(k) the probability that
k randomly chosen elements g1, . . . , gk ∈ G have the property that there exists a
maximal subgroup M of G such that the primitive group G/CoreG(M) is not of
affine type and g1, . . . , gk ∈

⋃
g∈G Mg. For any ε > 0, there exists cε such that

P ∗
G(k) ≤ ε for any finite group G and any k ≥ cε(log |G|)2.

Proof. This result is part of the proof of [17, Theorem 4.1]. In the first part of that
proof, the authors show that

P ∗
G(k) ≤ c1

√
|G|3 (1− c2/ log |G|)k

for some absolute constants c1 and c2 and notice that there exists c3 such that if
k ≥ c3(log |G|)2, then the right-hand tends to zero as |G| → ∞. �

The authors of [17] noticed that the proof of the previous result uses [8, Theorem
8.1], which in turn relies on the conjecture due to Boston and Shalev stating that
there exists an absolute constant ε > 0 such that the proportion of fixed-point-free
elements in any finite simple transitive permutation group is at least ε. However,
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in [17] it was noticed that a weaker version of [8, Theorem 8.1] allows one to prove
that for any ε > 0 there exists cε such that P ∗

G(k) ≤ ε for any finite group G and

any k ≥ cε(log |G|)3|G|1/3. This weaker version of Lemma 13 still suffices for our
purpose.

We now introduce some other definitions. Let N be a normal subgroup of a
finite group G and let ΛG,N be the set of the ordered sequences (x1, . . . , xd) ∈ Gd

(for any possible choice of d) having the property that 〈Nx1, . . . Nxd〉I = G/N. For
ξ = (x1, . . . , xd) ∈ ΛG,N , denote by PI(G,N, ξ, k) the probability that k randomly
chosen elements y1, . . . , yk of G have the property that 〈x1, . . . , xd, y1, . . . , yk〉I = G
and let

PI(G,N, k) = inf
ξ∈ΛG,N

PI(G,N, ξ, k).

We have in particular that

PI(G, k1 + k2) ≥ PI(G/N, k1)PI(G,N, k2)

for every k1, k2 ∈ N.

Lemma 14. Assume that G is a finite group with trivial Frattini subgroup and let
I = IG(A), R = RG(A), and U be as in the statement of Lemma 3. There exists an

absolute constant c, independent of the choice of G, such that if k ≥ c
√
|G|, then

PI(G,U, k) ≥ 3/4.

Proof. It suffices to prove that there exists an absolute constant c, independent of
the choice of G and ξ, such that if k ≥ c

√
|G|, then PI(G,U, ξ, k) ≥ 3/4 for every

ξ ∈ ΛG,U . So we fix ξ = (x1, . . . , xd) ∈ ΛG,U and we estimate PI(G,U, ξ, k). Let
Ḡ = G/R and ξ̄ = (x1R, . . . , xdR) ∈ Ḡd. By Lemma 12, given (y1, . . . , yk) ∈ Hk,
if 〈x1R, . . . , xd, y1R, . . . , ykR〉I = Ḡ, then 〈x1, . . . , xd, y1, . . . , yk〉I = G. Hence
PI(G,U, ξ, k) ≥ PI(Ḡ, Ū , ξ̄, k), and so we may assume R = 1. We have R = RG(A)
where A is an irreducible G-group: in particular G = Lδ where L is the monolithic
primitive group associated to A and δ = δG(A).

First assume that A is nonabelian. We want to count the k-tuples (y1, . . . , yk)
such that 〈x1, . . . , xd, y1, . . . , yk〉I = G. If 〈x1, . . . , xd, y1, . . . , yk〉I �= G, then there
exists a maximal subgroup M of G such that

{x1, . . . , xd, y1, . . . , yk} ⊆
⋃
g∈G

Mg.

This M cannot contain U ; otherwise {Ux1, . . . , Uxd} ⊆
⋃

gU∈G/U (M/U)gU , against

the property that Ux1, . . . Uxd invariably generateG/U. ThusMU = G, and, conse-
quently, being U ∼= Aδ with A nonabelian, the primitive group G/CoreG(M) is not
of affine type and {y1, . . . , yk} ⊆

⋃
g∈G Mg. Hence, by Lemma 13, PI(G,U, ξ, k) ≥

1− P ∗
G(k) ≥ 3/4 if k ≥ c1/4(log |G|)2. Clearly there exists an absolute constant c∗

such that c1/4(logm)2 ≤ c∗
√
m for every m ∈ N.

We assume now that A is abelian. In this case A is G-isomorphic to an irreducible
G-module V. Moreover either V ∼= Cp is a trivial G-module and G ∼= (Cp)

δ or
G ∼= U �H, where H acts in the same way on each of the δ factors of U ∼= V δ and
this action is faithful and irreducible.
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In the first case, denoting by P (Cδ
p , k) the probability that k elements of Cδ

p

generate Cδ
p , we have

PI(G,U, ξ, k) ≥ PI(C
δ
p , k) = P (Cδ

p , k) =
∏

k−δ+1≤i≤k

(
1− 1

pi

)
≥ 1− pδ − 1

p− 1

1

pk

≥ 1− pδ

pk
,

in particular PI(G,U, ξ, k) ≥ 3/4 if k ≥ δ + 2. It suffices to choose c ≥ 3/
√
2, since

in that case c
√
|G| ≥ 3pδ/2/

√
2 ≥ δ + 2.

In the second case, we have G = V δ
� H and we estimate PI(G,U, ξ, k) by

applying Proposition 6. Let F = EndH V, with |F | = q, and let n = dimF V (so in
particular |V | = qn). For i ∈ {1, . . . , d}, let xi = kiwi with wi ∈ V δ and ki ∈ H.
Now choose y1, . . . , yk ∈ G, where yj = hjw

∗
j with w∗

j ∈ V δ and hj ∈ H. Given a

subset J = {j1, . . . , jf} of I = {1, . . . , k}, consider the projection πJ : V d+k → V f

defined by setting πJ (v1, . . . , vd, v
∗
1 , . . . , v

∗
k) = (v∗j1 , . . . , v

∗
jf
), and for t ∈ {1, . . . , δ}

let

rt = (πt(w1), . . . , πt(wd), πt(w
∗
1), . . . , πt(w

∗
k)) ∈ V d+k,

rt,J = πJ(rt) = (πt(w
∗
j1), . . . , πt(w

∗
jf
)) ∈ V f .

Moreover let

W = {(u1, . . . , ud, u
∗
1, . . . , u

∗
k) |ui∈ [ki, V ] for 1 ≤ i ≤ d, u∗

j ∈ [hj , V ] for 1 ≤ j ≤ k},
D = {

(
δ(k1), . . . , δ(kd), δ(h1), . . . , δ(hk)

)
∈ V d+k | δ ∈ Der(H,V )},

WJ = πJ(W ) = {(u∗
j1 , . . . , u

∗
jf
) | u∗

ji ∈ [hji , V ] for 1 ≤ i ≤ f},
DJ = πJ(D) = {

(
δ(hj1), . . . , δ(hjf )

)
∈ V f | δ ∈ Der(H,V )}.

Notice that if the vectors r1,J , . . . , rδ,J are F -linearly independent modulo WJ +DJ

for some J ⊆ I, then r1, . . . , rδ are linearly independent modulo W + D and,
by Proposition 6, 〈x1, . . . , xd, y1, . . . , yk〉I = G. Now let m = dimF H1(H,V ) and
distinguish the following cases:

(a) |H| ≥ |V |m2, with m = max{1,m}. Let Δl be the subset of H
k consisting of

the k-tuples (h1, . . . , hk) with the property that CV (hi) �= 0 for at least l different
choices of i ∈ {1, . . . , k}. If (h1, . . . , hk) ∈ Δl, then, by Lemma 7, WI + DI is
a subspace of V k ∼= Fnk of codimension at least l − m, so the probability that
r1,I , . . . , rδ,I are F -linearly independent modulo WI +DI is at least

pl =

(
qnk − qnk−l+m

qnk

)
· · ·

(
qnk − qnk−l+m+δ−1

qnk

)

=

(
1− 1

ql−m

)
. . .

(
1− qδ−1

ql−m

)
≥ 1−

(
qδ − 1

q − 1

)
1

ql−m
.

Notice in particular that pl ≥ 7/8 if l ≥ δ +m+ 3; hence

PI(G,U, ξ, k) ≥ 7ρ

8
,

where ρ denotes the probability that (h1, . . . , hk) ∈ Δδ+m+3. Therefore in order
to conclude our proof it suffices to show that there exists a constant c1 such that
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ρ ≥ 6/7 if k ≥ c1
√
|G|. Let p be the probability that a randomly chosen element h

of H satisfies the condition CV (h) �= 0. We have

ρ = P (B(k, p) ≥ δ +m+ 3).

Therefore, by Proposition 11, ρ ≥ 6/7 if k ≥ γ(δ +m + 3)/p, being γ = γ6/7. Let
v be a fixed nonzero vector of V and let Hv be the stabilizer of v ∈ H. Clearly
p ≥ |Hv|/|H| ≥ 1/|V | = 1/qn; hence ρ ≥ 6/7 if k ≥ γ(δ +m + 3)qn. Since we are
assuming |G| = |H||V |δ ≥ qnm2qnδ = qn(δ+1)m2, there exists an absolute constant

c1 such that γ(δ+m+3)qn ≤ c1mqn(δ+1)/2 ≤ c1
√
|G|. Hence ρ ≥ 6/7 if k ≥ c1

√
|G|.

(b) |H| ≥ |V | andm ≤ α, where α is the constant which appears in the statement
of Proposition 10. Arguing as before, we have that PI(G,U, ξ, k) ≥ 3/4 if

γ(δ +m+ 3)qn ≤ γ(δ + α+ 3)qn ≤ k.

We are assuming |G| = |H||V |δ ≥ qnqnδ = qn(δ+1), so there exists a constant c2
such that γ(δ +m+ 3)qn ≤ γ(δ + α+ 3)qn ≤ c2q

n(δ+1)/2 ≤ c2
√
|G|.

(c) |V | ≤ |H| ≤ |V |m2 and m > α. We repeat the same argument as above, using
the bound p ≥ |H|/m2, ensured by Proposition 10. We find that PI(G,U, ξ, k) ≥
3/4 if k ≥ γ(δ + m + 3)|H|/m2. Since |H|1/2 ≤ qn/2m, there exists a constant c3
such that

γ(δ +m+ 3)|H|
m2

≤ γ(δ + 4)|H|
m

≤ γ(δ + 4)|H|1/2qn/2 ≤ c3|H|1/2qnδ/2 ≤ c3
√
|G|.

(d) |H| ≤ |V | = qn. Let Ωl be the subset of Hk consisting of the k-tuples
(h1, . . . , hk) with the property that hi = 1 for at least l different choices of i ∈ I =
{1, . . . , k}. For a given ω ∈ Ωl, let Jω = {i ∈ I | hi = 1} and let lω = |Jω| ≥ l.
We have that WJω

+DJω
= 0, so the probability that r1,Jω

, . . . , rδ,Jω
are F -linearly

independent modulo WJω
+DJω

= 0 is at least

qω =

(
qnlω − 1

qnlω

)
· · ·

(
qnlω − qnlω−δ−1

qnlω

)

=

(
1− 1

qnlω

)
. . .

(
1− qδ−1

qnlω

)
≥ 1−

(
qδ − 1

q − 1

)
1

qnlω
≥ 1−

(
qδ − 1

q − 1

)
1

qnl
.

Notice in particular that qω ≥ 7/8 if nl ≥ δ + 3; hence

PI(G,U, ξ, k) ≥ 7ρ

8
.

where ρ denotes the probability that the number of trivial entries in (h1, . . . , hk)
is larger than �(δ + 3)/n� ≤ δ + 3. Therefore in order to conclude our proof it

suffices to show that there exists a constant c4 such that ρ ≥ 6/7 if k ≥ c4
√
|G|.

By Proposition 11, ρ ≥ 6/7 if k ≥ γ(δ+ 3)|H|, being γ = γ6/7. Since |G| = |H||V δ|
and |H| ≤ |V |, there exists an absolute constant c4 such that

γ(δ + 3)|H| ≤ c4|H|qn(δ−1)/2 ≤ c4|H|1/2qnδ/2 ≤ c4
√
|G|.

Hence ρ ≥ 6/7 if k ≥ c4
√
|G|.

If we take c = max{c∗,
√
3/2, c1, c2, c3, c4}, we have PI(G,U, k) ≥ 3/4. �
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6. Proof of Theorem 2

An easy argument (see the end of this section) shows that in order to prove
Theorem 2 it suffices to prove the statement for a particular choice of the positive
real number ε. So the proof of Theorem 2 will be a corollary of the following result:

Theorem 15. Let c̄ = 15c where c is a constant introduced in the statement of
Lemma 14. If G is a finite group and k ≥ c̄

√
|G|, then PI(G, k) ≥ 2/9.

Proof. Let F1 = Frat(G). By Lemma 3, there exist a crown I1/R1 of G and a
nontrivial normal subgroup U1/F1 of G/F1 such that I1/F1 = R1/F1 × U1/F1.

If U1 = G, then, since k ≥ c̄
√
|G| ≥ c

√
|G|, PI(G, k) = PI(G/F1, k) ≥ 3/4 by

Lemma 14. Otherwise let F2/U1 = Frat(G/U1). Again by Lemma 3, there exist
a crown I2/R2 of G and a nontrivial normal subgroup U2/F2 of G/F2 such that
I2/F2 = R2/F2 × U2/F2. If U2 = G, then there exist two integers k1 and k2, both

larger than c
√
|G| and such that k1 + k2 ≤ c̄

√
|G|. By Lemma 14, we have

PI(G, k) ≥ PI(G, k1 + k2) ≥ PI(G/U1, k1)P (G,U1, k2)

= PI(G/F2, k1)P (G,U1, k2) ≥
(
3

4

)2

.

Finally assume G �= U2. We have that U2/F2 ∼G Aδ2
2 and U1/F1 ∼G Aδ1

1 , where
A1 and A2 are non-G-equivalent chief factors of G; in particular |A1||A2| ≥ 6 and
consequently |G|/|U2| ≤ |G|/6. But then

k ≥ c̄
√
|G| = 15c

√
|G| ≥ 30 · c

√
|G|
6

+ c

√
|G|
2

+ c
√
|G|+ 4

≥ 2
⌈
c̄
√
|G/U2|

⌉
+
⌈
c
√
|G/U1|

⌉
+
⌈
c
√
|G|

⌉
,

and there exist three integers k1, k2, and k3 such that

k1 + k2 + k3 ≤ k, k1 ≥ 2
⌈
c̄
√
|G/U2|

⌉
, k2 ≥ c

√
|G/U1|, and k3 ≥ c

√
|G|.

By induction, if t ≥ c̄
√
|G/U2|, then p = PI(G/U2, t) ≥ 2/9, and consequently

PI(G/U2, 2t) ≥ 1− (1− p)2 = 2p− p2 ≥ 32/81.

Hence the probability that (x1, . . . , xk1
) ∈ Gk1 satisfies the condition

〈x1U2, . . . , xk1
U2〉I = G/U2

is at least 32/81. Applying Lemma 14 twice, we conclude that

PI(G, k1 + k2 + k3) ≥
32

81
· 3
4
· 3
4
=

2

9
. �

Proof of Theorem 2. Given 0 < ε < 1, there exists a positive integer t such that
ε ≥ (7/9)t. Let τε = t(1+ c̄) where c̄ is the constant introduced in the statement of

Theorem 15. Let k be an integer larger than τε
√
|G|. We have

t
⌈
c̄
√
|G|

⌉
≤ tc̄

√
|G|+ t = τε

√
G ≤ k.

Hence there exist t integers k1, . . . , kt such that k1 + · · ·+ kt ≤ k and ki ≥ c̄
√
|G|

for all i ∈ {1, . . . , t}. It follows that

PI(G, k) ≥ PI(G, k1 + · · ·+ kt) ≥ 1−
∏

1≤i≤t

(1− PI(G, ki)) ≥ 1− (7/9)t ≥ 1− ε
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since PI(G, ki) ≥ 2/9 by Theorem 15. �

As we said in the introduction, in [23] we improved Theorem 1, proving that for

each ε > 0 there exists a constant cε such that C(G) ≤ (1 + ε)
√
|G| + cε. As we

noticed in that paper (see in particular [23, Proposition 8]), the proof of Lemma
14 implies that the difference αU = C(G)− C(G/U) is “small” if U is nonabelian
and can be bounded in terms of δ, q, n,m, and |H| when U is abelian. This gives

some hints on the structure of the finite groups G with C(G) ∼
√
|G|. For these

groups we should have that either U is very small or U is abelian, δ = 1, and
αU ∼

√
|H||V | ∼

√
|G|. In other words, if C(G) ∼

√
G, then G should have a large

epimorphic image X = V �H with C(X) ∼
√
X. It seems reasonable to conjecture

that, for large X, this would imply that X is metabelian, although the discussion
of the case when H1(H,V ) �= 0 could present some difficulties.
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