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TRANSFER OF THE UNITARY K1-FUNCTOR

UNDER POLYNOMIAL EXTENSIONS

V. I. KOPEIKO

Abstract. Transfer of the unitary K1-functor under polynomial extensions of uni-
tary rings is constructed and composition of this transfer with the natural homomor-
phism induced by embedding of polynomial rings is computed. As an application of
the composition formula, unitary K1-analogs of Springer and Farrell theorems are
proved.

§1. Introduction

In a letter to the author dated 20 April 2015, Professor Ravi Rao from the Tata Insti-
tute of Fundamental Research, Mumbai, India, posed the following problem: construct
the transfer K1 Sp(R[X]) → K1 Sp(R[X2]) and compute the composition of the natural
homomorphism K1 Sp(R[X2]) → K1 Sp(R[X]) induced by the embedding R[X2] → R[X]
with the above transfer, with the hypothesis that it coincides with multiplication by 2.
As is well known (see, for instance, [1, Chapter 9, Proposition 1.8]), in the linear case such
a transfer exists and the composition K1(R[X2]) → K1(R[X]) → K1(R[X2]) coincides
with multiplication by 2 = [R2], when we view K1(R[X2]) as a K0(R)-module.

Our goal in the present paper is to construct, for an arbitrary unitary ring R with
a form parameter Λ and a symmetry λ, and for an arbitrary integer n ≥ 2, a trans-
fer (in)∗ : K1U

λ(R[X],Λ[X]) → K1U
λ(R[Xn],Λ[Xn]), where in denotes the canonical

embedding R[Xn] → R[X], and to calculate the composition (in)∗ ◦ (in)
∗, where (in)

∗

denotes the natural homomorphism K1U
λ(R[Xn],Λ[Xn]) → K1U

λ(R[X],Λ[X]) induced
by the embedding in. In Theorem 1 we construct such a transfer and in Theorem 2 we
show that the composition (in)∗ ◦ (in)∗ coincides with kH if n = 2k, and with id+kH
if n = 2k + 1, where id denotes the identity map and kH denotes the k-multiple of the
hyperbolic homomorphism H. In particular, when R is a commutative ring with trivial
involution, Λ = R, and λ = −1, we get the usual symplectic K1-functor, for which by
Theorem 2 the composition (i2)∗ ◦(i2)∗ : K1 Sp(R[X2]) → K1 Sp(R[X]) → K1 Sp(R[X2])
coincides with the hyperbolic homomorphism H : [α] → [α⊕ (αt)−1], which gives a com-
plete answer to the problem posed by Rao.

Our results can be viewed as unitary K1-analogs of the classical results by Scharlau in
the algebraic theory of quadratic forms on the existence and properties of transfer under
finite field extensions, for polynomial extensions of unitary rings. Observe that, in the
construction of transfer, Scharlau assumed the existence of a trace map (Scharlau trace).

As corollaries to Theorem 2 in the present paper, we prove that for any odd n the
restriction of the natural homomorphism (in)

∗ to the Witt cogroup is a split monomor-
phism (Corollary 1), and, furthermore, the homomorphism induced by (in)

∗ on the Witt
group is a split monomorphism (Corollary 2).

2010 Mathematics Subject Classification. Primary 18F25.
Key words and phrases. Unitary ring, unitary matrix, unitary group, unitary K1-functor, transfer,

hyperbolic homomorphism, Witt group, Witt cogroup, unitary Bass’ nilpotent K1-group.
Supported by RFBR (grant no. 16-01-00148).

c©2018 American Mathematical Society

447

http://www.ams.org/spmj/
http://dx.doi.org/10.1090/spmj/1502


448 V. I. KOPEIKO

The above corollaries can be viewed as unitary K1-analogs for the polynomial ex-
tensions of unitary rings of the classical theorem by Springer in the algebraic theory of
quadratic forms, concerning the properties of quadratic forms under finite field extensions
of odd degree.

As another application of the composition formula mentioned above we prove unitary
K1-analogs of Farrell’s theorem for unitary Witt cogroups (Theorem 3) and for unitary
Witt groups (Theorem 4).

The author is grateful to Prof. Rao for proposing the above problem.

§2. Hyperbolic unitary group

In the present paper we follow the standard setting and notation, see [2]. Let us
reproduce some basic definitions and results used in the sequel.

We fix a unitary ring (R, λ,Λ), where R is an associative ring with 1, supporting an
involution x → x̄. Further, let λ be a central element of R such that λ · λ̄ = 1, and let
Λ be an additive subgroup of R such that Λmin ≤ Λ ≤ Λmax, and, moreover, x̄Λx ⊆ Λ
for any x ∈ R. Here Λmin = {x − λx̄, x ∈ R} and Λmax = {x ∈ R : x = −λx̄}. Note
that (R, λ̄, Λ̄), where Λ̄ = {x̄, x ∈ Λ}, is also a unitary ring. In the literature, the unitary
rings (R, λ,Λ) are also called form rings with form parameter Λ and symmetry λ.

Extend the involution to the matrix ring Mr(R) by setting (aij)
∗ = (aji). We say

that a matrix a = (aij) is λ-anti-Hermitian if it satisfies the condition a = −λa∗. If,
furthermore, all diagonal entries of a belong to Λ, the matrix a is said to be Λ-Hermitian.
A matrix is Λ̄-Hermitian if it is λ̄-anti-Hermitian and its diagonal entries belong to Λ̄.

In the present paper we write matrices in a block form. Namely, α =
(
a b
c d

)
∈ M2r(R)

means that a, b, c, d ∈ Mr(R). To shorten the notation, we denote the block diagonal
matrix

(
a 0
0 d

)
by a⊕ d, and the matrix

(
0 b
c 0

)
by b	 c.

For a natural r we set

qr =

(
0 er
0 0

)
= er 	 0, Iλr =

(
0 er
λer 0

)
= qr + λq∗r = er 	 λer,

where er (respectively, 0) denotes the identity (respectively, zero) matrix of degree r.
Observe that the matrix Iλr is invertible and (Iλr )

−1 = (Iλr )
∗. In the sequel the index r

or even both r and λ in the matrices er, qr, I
λ
r will be omitted if they are clear from the

context.
A matrix α ∈ M2r(R) is called Λ-unitary if the matrix α∗qα− q is Λ-Hermitian. The

fact that α∗qα − q is λ-anti-Hermitian implies that α∗Iλα = Iλ. The matrices subject
to this condition will be called unitary. In particular, each Λ-unitary matrix α =

(
a b
c d

)
is invertible and

α−1 = I∗α∗I =

(
d∗ λ̄b∗
λc∗ a∗

)
.

The set of all Λ-unitary matrices of degree 2r forms a group denoted by Uλ
2r(R,Λ) and

is called the (hyperbolic) Λ-unitary group. The group Uλ
2r(R,Λmax) consisting of all

unitary matrices is denoted by Uλ
2r(R) and is called the (hyperbolic) unitary group. In

the sequel we usually drop the indication “hyperbolic”.
Observe that in the case where λ = −1 and Λ = Λmax, the group Uλ

2r(R,Λ) is the
classical unitary group U2r(R). Furthermore, when R is a commutative ring with trivial
involution, λ = −1, and Λ = Λmax = R, we get the usual symplectic group U2r(R) =
Sp2r(R). Similarly, when λ = 1 and Λ = Λmin = 0, we get the orthogonal group
Uλ
2r(R,Λ) = O2r(R). Thus, passing to unitary rings with an arbitrary symmetry λ and

an arbitrary form parameter Λ, one can unify the study of classical groups over rings
with involution.
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We reproduce several well-known equivalent definitions and some standard examples
of Λ-unitary matrices (see, e.g., [2, Chapter 2]).

Proposition 1. For a matrix α =
(
a b
c d

)
∈ M2r(R) the following conditions are equiva-

lent:
1) α is Λ-unitary;
2) α is unitary and the diagonal entries of the matrices a∗c, b∗d are contained Λ;
3) a∗d+ λc∗b = er and the matrices a∗c, b∗d are Λ-Hermitian.

The identity α∗Iλα = Iλ implies that α∗ = Iλα−1(Iλ)∗ and, in particular, α ∈
Uλ
2r(R,Λ) if and only if α∗ ∈ Uλ

2r(R,Λ). Now, item 3) of Proposition 1 applied to the
matrix α∗ implies the following.

Corollary 1. In the notation of Proposition 1, a matrix α is Λ-unitary if and only if
ad∗ + λbc∗ = er and the matrices ab∗, cd∗ are Λ-Hermitian.

Corollary 2. Let a, d ∈ Mr(R); then a⊕d ∈ Uλ
2r(R,Λ) if and only if a is invertible and

d = (a∗)−1.

A matrix of the form a ⊕ (a∗)−1, where a ∈ GLr(R), is denoted by H(a) and is
said to be hyperbolic. The assignment a → H(a) gives rise to the hyperbolic mapping
H : GLr(R) → Uλ

2r(R,Λ), which is a group homomorphism.

Corollary 3. We have X+(b) =
(
e b
0 e

)
∈ Uλ

2r(R,Λ) if and only if the matrix b is Λ̄-Her-
mitian.

Corollary 4. We have X−(c) =
(
e 0
c e

)
∈ Uλ

2r(R,Λ) if and only if the matrix c is Λ-Her-
mitian.

Denote by EUλ
2r(R,Λ) the subgroup of Uλ

2r(R,Λ) generated by the matrices of the
form H(α), X+(b), X−(c), where α ∈ Er(A), b is Λ̄-Hermitian, and c is Λ-Hermitian.

The group EUλ
2r(R,Λ) is called the elementary (hyperbolic) Λ-unitary group.

We introduce the following operation on matrices. Suppose α =
(
a1 b1
c1 d1

)
∈ M2r(R),

β =
(
a2 b2
c2 d2

)
∈ M2s(R). Denote

α ⊥ β =

⎛
⎜⎜⎝
a1 0 b1 0
0 a2 0 b2
c1 0 d1 0
0 c2 0 d2

⎞
⎟⎟⎠ ∈ M2(r+s)(R).

We list some properties of the above operation that will be used in the sequel.
1. Iλr ⊥ Iλs = Iλr+s for all natural r, s. In particular, α ⊥ β ∈ Uλ

2(r+s)(R,Λ) if and only

if α ∈ Uλ
2r(R,Λ), β ∈ Uλ

2s(R,Λ).
2. H(α⊕ β) = H(α) ⊥ H(β) for all α, β ∈ GL(R).
Define the embedding Uλ

2r(R,Λ) → Uλ
2r+2(R,Λ): α → α ⊥ e2 and set Uλ(R,Λ) =

∪Uλ
2r(R,Λ), EUλ(R,Λ) = ∪EUλ

2r(R,Λ).
We recall the unitary analog of the Whitehead lemma, stated by Bass in [2, Chapter 2,

Proposition 3.7] and proved by Vaserstein in [3, Lemma 1].

Proposition 2. Let α, β ∈ Uλ
2r(R,Λ). Then the matrices α ⊥ α−1 and [α, β] ⊥ e2r are

contained in EUλ
4r(R,Λ), where [α, β] denotes the commutator.

By Proposition 2, the group EUλ(R,Λ) coincides with the commutator subgroup of

the group Uλ(R,Λ), so that the (Abelian) group K1U
λ(R,Λ) = Uλ(R,Λ)/EUλ(R,Λ) is

well defined. The class of a matrix α ∈ Uλ(R,Λ) in the group K1U
λ(R,Λ) is denoted

by [α].
We state some corollaries to Proposition 2 that will be used in the sequel.
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Corollary 1. Under the conditions of Proposition 2, in the group K1U
λ(R,Λ) we have

[α ⊥ β] = [αβ].

Proof. By Proposition 2, we have α ⊥ β ≡ (α ⊥ β)(β ⊥ β−1) = αβ ⊥ e2r mod

EUλ
4r(R,Λ), and, thus, α ⊥ β ≡ αβ mod EUλ(R,Λ). �

Corollary 2. For any matrix α ∈ Uλ(R,Λ) in the group K1U
λ(R,Λ) we have [H(α)] =

[H((α∗)−1)].

Proof. To prove the corollary, it suffices to verify that α∗α ∈ EUλ(R,Λ). Let α ∈
Uλ
2r(R,Λ). By assumption, α∗Iλr α = Iλr and, thus, e = I−1α∗Iλα = [I, (α∗)−1](α∗α).

By Proposition 2, we have α∗α = [I, (α∗)−1]−1 = [(α∗)−1, I] ∈ EUλ(R,Λ). �
Below, for a natural k we denote by kH the kth multiple H ⊥ H ⊥ · · · ⊥ H of the

hyperbolic mapping H.

Corollary 3. Under the assumptions of Corollary 2, for any natural k in the group
K1U

λ(R,Λ) we have [kH(α)] = [H(αk)] .

Proof. To use induction, it suffices to prove that 2H(α) ≡ H(α2) mod EUλ(R,Λ). Let
α ∈ Uλ

2r(R,Λ). We have 2H(α) = H(α) ⊥ H(α) = H(α ⊕ α). But by the Whitehead
lemma (see, e.g., Proposition 1.7 in [1, Chapter 5]) we have α⊕α ≡ α2⊕e2r mod E4r(R),
whence α⊕ α ≡ α2 mod E(R). �

§3. Construction of transfer

Let (R, λ,Λ) be a unitary ring. We extend the involution to the polynomial ring
R[X] by setting X̄ = X. Then (R[Xn], λ,Λ[Xn]) is a unitary ring for any natural n.
Below we assume that n ≥ 2. Denote by in the canonical embedding of the uni-
tary rings (R[Xn], λ,Λ[Xn]) → (R[X], λ,Λ[X]) that induces the natural homomorphism
(in)

∗ : K1U
λ(R[Xn],Λ[Xn]) → K1U

λ(R[X],Λ[X]).
Take an arbitrary matrix α = α(X)∈M2r(R[X]). Since R[X] is a free (left) R[Xn]-mo-

dule of rank n with the base {1, X, . . . , Xn−1}, the matrix α can uniquely be written
in the form α = a0 + a1X + · · · + an−1X

n−1. Let as = as(X
n) =

(
a1s a2s
a3s a4s

)
, where

aks = aks(X
n) ∈ Mr(R[Xn]) for k = 1, . . . , 4, s = 0, . . . , n− 1.

Proposition 3. In the above notation and under the above assumptions we have α =
α(X) ∈ Uλ

2r(R[X],Λ[X]) if and only if
1) the following identities are true:

10 : a∗0Ia0 +
∑n−1

s=1 a∗sIan−sX
n = I;

1m :
∑m

s=0 a
∗
sIam−s +

∑n−1
s=m+1 a

∗
sIam+n−sX

n = 0 for all m = 1, . . . , n− 2;

1n−1 :
∑n−1

s=0 a∗sIan−1−s = 0;
2) the diagonal entries of the following matrices are contained in Λ[Xn], where t takes

the values 1 or 2:
20 : a∗t0at+20 +

∑n−1
s=1 a∗tsat+2,n−sX

n;

2m :
∑m

s=0 a
∗
tsat+2,m−s +

∑n−1
s=m+1 a

∗
tsat+2,m+n−sX

n for all m = 1, . . . , n− 2;

2n−1 :
∑n−1

s=0 a∗tsat+2,n−1−s.

Proof. The claim follows from the equivalence of Conditions 1) and 2) of Proposition 1.
Indeed, if a matrix α is Λ[X]-unitary, then it is unitary, and, thus,( n−1∑

s=0

asX
s
)∗

· I ·
n−1∑
s=0

asX
s = I.

Equating the coefficients of the corresponding degrees of X on the left and on the right,
we get identities 1s for all s = 0, . . . , n− 1.
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Moreover, by item 2) of Proposition 1, the diagonal entries of the matrices( n−1∑
s=0

atsX
s
)∗

·
n−1∑
s=0

at+2,sX
s

are contained in Λ[Xn] for t equal to 1 or 2. This implies conditions 2s for all s =
0, . . . , n− 1. �

We state one of the main results of the present paper.

Theorem 1. Let (R, λ,Λ) be a unitary ring. Then for any integer n ≥ 2 there exists the
transfer

(in)∗ : K1U
λ(R[X],Λ[X]) → K1U

λ(R[Xn],Λ[Xn]),

where in denotes the canonical embedding R[Xn] → R[X].

Proof. We introduce some auxiliary notation. For an integer n ≥ 2 we denote by Jn the
matrix of degree 2rn, written in the block form with blocks of degree 2r, that has matrices
Iλr at the secondary diagonal, whereas all other blocks are zero matrices of degree 2r.
Thus, Jn = Iλr 	 Iλr 	 · · · 	 Iλr , with n copies of the matrix Iλr . Furthermore, set
σn = σ0

n⊕ enr, where σ
0
n = Jk if n = 2k, and σ0

n = Jk 	 er if n = 2k+1. Straightforward
verification shows that J∗

n = λ̄Jn, JnJ
∗
n = J∗

nJn = e2rn, σnσ
∗
n = σ∗

nσn = e2rn, and
σ∗
nJnσn = Iλnr.

1. Construction of transfer. Taking an arbitrary matrix

α = α(X) ∈ Uλ
2r(R[X],Λ[X]),

we write α = α(X) as in Proposition 3. Set

α̂ =

⎛
⎜⎜⎜⎜⎜⎜⎝

a0 Xnan−1 Xnan−2 . . . Xna2 Xna1
a1 a0 Xnan−1 . . . Xna3 Xna2
a2 a1 a0 . . . Xna4 Xna3
. . . . . . . . . . . . . . . . . .
an−2 an−3 an−4 . . . a0 Xnan−1

an−1 an−2 an−3 . . . a1 a0

⎞
⎟⎟⎟⎟⎟⎟⎠

∈ M2nr(R[Xn]).

We show that α̂∗Jnα̂ = Jn. Let α̂∗Jnα̂ = (αij) ∈ M2rn(R[Xn]), where αij =
αij(X

n) ∈ M2r(R[Xn]) for all 1 ≤ i, j ≤ n. The first horizontal strip of the matrix
α̂∗Jn has the form (a∗n−1I, a

∗
n−2I, . . . , a

∗
1I, a

∗
0I) and, thus, by formula 1n−1 in Proposi-

tion 3, we have α11 =
∑n−1

s=0 a∗sIan−1−s = 0. Furthermore, formula 10 in Proposition 3

shows that α1n = a∗0Ia0 +Xn
∑n−1

s=1 a∗sIan−s = I. Finally, let 2 ≤ k ≤ n − 1. Then by
formula 1n−k in Proposition 3 we have

α1k =

n−k∑
s=0

a∗sIan−k−s +Xn
n−1∑

s=n−k+1

a∗sIa2n−k−s = 0.

Thus, we have shown that the first horizontal strip of the matrix α̂∗Jnα̂ has the form
(0, 0, . . . , 0, I).

Let 0 ≤ m ≤ n− 2. Then 2 ≤ n −m ≤ n, and the (n −m)th horizontal strip of the
matrix (α̂)∗Jn has the form(

a∗mI, a∗m−1I, . . . , a
∗
1I, a

∗
0I,X

na∗n−1I, . . . , X
na∗m+1I

)
.

For 1 ≤ k ≤ m+ 1 we have

αn−m,k =
m+1−k∑
s=0

a∗sIam+1−k−s +Xn
n−1∑

s=m+2−k

a∗sIan+m+1−k−s.
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Thus, by formula 10 in Proposition 3 we have αn−m,m+1 = I, and for 1 ≤ k ≤ m by
formula 1m+1−k in Proposition 3 we have αn−m,k = 0. Finally, by formula 1n−1 in
Proposition 3 we have

αn−m,m+2 = Xn
n−1∑
s=0

a∗sIan−1−s = 0.

For m+ 3 ≤ k ≤ n, formula 1n+m+1−k in Proposition 3 yields

αn−m,k = Xn
n+m+1−k∑

s=0

a∗sIan+m+1−k−s +X2n
n−1∑

s=n+m+2−k

a∗sIa2n+m+1−k−s = 0.

This concludes the proof of the identity α̂∗Jnα̂ = Jn.
Set Γn(α) = σ∗

nα̂σn ∈ M2rn(R[Xn]). Then combining the above identity with those
at the beginning of the proof of the theorem, we see that

Γn(α)
∗InrΓn(α) = (σ∗

nα̂
∗σn)(σ

∗
nJnσn)(σ

∗
nα̂σn) = σ∗

nα̂
∗Jnα̂σn = σ∗

nJnσn = Inr.

It follows that the matrix Γn(α) is unitary.
Now we prove that the matrix Γn(α) is in fact Λ[Xn]-unitary. Since the shape of the

matrix σn depends on the parity of n, we consider two cases separately.

2. The case of even n. Let n be even, n = 2k. In this case the matrix α̂ can be
written in the form α̂ =

(
α1 Xnα2
α2 α1

)
∈ M2rn(R[Xn]), where

α1 =

⎛
⎜⎜⎜⎜⎝

a0 Xnan−1 . . . Xnak+2 Xnak+1

a1 a0 . . . Xnak+3 Xnak+2

. . . . . . . . . . . . . . .
ak−2 ak−3 . . . a0 Xnan−1

ak−1 ak−2 . . . a1 a0

⎞
⎟⎟⎟⎟⎠ ∈ Mrn(R[Xn]),

α2 =

⎛
⎜⎜⎜⎜⎝

ak ak−1 . . . a2 a1
ak+1 ak . . . a3 a2
. . . . . . . . . . . . . . .
an−2 an−3 . . . ak ak−1

an−1 an−2 . . . ak+1 ak

⎞
⎟⎟⎟⎟⎠ ∈ Mrn(R[Xn]).

By item 2) of Proposition 1, to prove that the matrix

Γn(α) = σ∗
nα̂σn =

(
J∗
kα1Jk XnJ∗

kα2

α2Jk α1

)
is Λ[Xn]-unitary, it suffices to check that the diagonal entries of (J∗

kα1Jk)
∗α2Jk and

(J∗
kα2)

∗α1 are contained in Λ[Xn]. Below, to simplify the notation, we denote the matrix
Jk simply by J .

2.1. Verification of the first condition. We prove that the diagonal entries of the
matrix (J∗α1J)

∗α2J = (J∗α∗
1J)(α2J) = (Jα∗

1)(J
∗α2J) are contained in Λ[Xn]. To

prove this we need some subsidiary facts.

Lemma 1. For an arbitrary λ in Λ and any matrix a = (aij) ∈ Mr(R), the matrix
a− λa∗ is Λ-Hermitian with the diagonal entries aii − λaii contained in Λmin(⊆ Λ).

Lemma 2. In the notation and under the conditions of Proposition 3, the product
Ia∗sI

∗amI is a block matrix
(
c1 c2
c3 c4

)
, where c1 = a∗2sa4m+λa∗4sa2m, c4 = a∗1sa3m+λa∗3sa1m

and 0 ≤ s,m ≤ n− 1.



TRANSFER OF THE UNITARY K1-FUNCTOR 453

The claim of Lemma 1 is obvious, whereas Lemma 2 can be verified by a straightfor-
ward calculation.

Now, we pass to the verification of the first condition. Let b1, b2, . . . , bk be the diag-
onal blocks of the matrix (Jα∗

1)(J
∗α2J) and let bi =

(
b1i b2i
b3i b4i

)
, where b1i, b2i, b3i, b4i ∈

Mr(R[Xn]). We need to prove that the diagonal entries of the matrices b1i, b4i are con-
tained in Λ[Xn] for all i = 1, . . . , k.

For 1 ≤ m ≤ k− 1, the matrix bm(Xn) equals the product of the mth horizontal strip
(XnIa∗k+m, XnIa∗k+m+1, . . . , X

nIa∗n−1, Ia
∗
0, Ia

∗
1, . . . , Ia

∗
m−1) of Jα∗

1 by the mth vertical
strip [I∗am+k−1, I

∗am+k−2, . . . , I
∗am+1, I

∗am] of J∗α2J . Here and below [c1, c2, . . . , ck]
denotes the vertical strip ⎛

⎜⎜⎝
c1
c2
. . .
ck

⎞
⎟⎟⎠ .

Consequently,

bm =

m−1∑
s=0

Ia∗sI
∗a2m−1−s +Xn

n−1∑
s=k+m

Ia∗sI
∗an+2m−1−s,

and thus by Lemma 2,

b1m(Xn) =

m−1∑
s=0

(a∗2sa4,2m−1−s + λa∗4sa2,2m−1−s)

+Xn
n−1∑

s=k+m

(a∗2sa4,n+2m−1−s + λa∗4sa2,n+2m−1−s)

=

( 2m−1∑
s=0

a∗2sa4,2m−1−s +Xn
n−1∑
s=2m

a∗2sa4,n+2m−1−s

)

−
( 2m−1∑

s=m

a∗2sa4,2m−1−s − λ
m−1∑
s=0

a∗4sa2,2m−1−s

)

−Xn

( k+m−1∑
s=2m

a∗2sa4,n+2m−1−s − λ
n−1∑

s=k+m

a∗4sa2,n+2m−1−s

)
.

By condition 22m−1 in Proposition 3 for t = 2, the diagonal entries of the matrix in
the first parentheses are contained in Λ[Xn]. Plugging s := 2m− 1− s in the sum with
coefficient λ in the second parentheses, we get the matrix

2m−1∑
s=m

(
a∗2sa4,2m−1−s − λa∗4,2m−1−sa2,s

)
,

whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1. Similarly,

substituting s := n+ 2m− 1− s in the sum multiplied by λ in the third parentheses we
get the matrix

k+m−1∑
s=2m

(
a∗2sa4,n+2m−1−s − λa∗4,n+2m−1−sa2,s

)
,

whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1.
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Thus, we see that the diagonal entries of the matrix b1m(Xn) are contained in Λ[Xn].
Similarly, we get

b4m(Xn) =

( 2m−1∑
s=0

a∗1sa3,2m−1−s +Xn
n−1∑
s=2m

a∗1sa3,n+2m−1−s

)

−
2m−1∑
s=m

(a∗1sa3,2m−1−s − λa∗3,2m−1−sa1,s)

−Xn

( k+m−1∑
s=2m

(a∗1sa3,n+2m−1−s − λa∗3,n+2m−1−sa1,s

)
.

By condition 22m−1 in Proposition 3 for t = 1, the diagonal entries of the matrix in the
first parentheses are contained in Λ[Xn], whereas the diagonal entries of the matrices in
the second and the third parentheses are contained in Λmin[X

n](⊆ Λ[Xn]) by Lemma 1.
It follows that the diagonal entries of the matrix b4m(Xn) are contained in Λ[Xn] and,

consequently, the diagonal entries of the matrix bm(Xn) are contained in Λ[Xn] for all
1 ≤ m ≤ k − 1.

Consider the diagonal block bk(X
n) =

∑k−1
s=0 Ia

∗
sI

∗an−1−s of the matrix (J∗α1J)
∗α2J .

Then by Lemma 2 we have

b1k(X
n) =

k−1∑
s=0

(a∗2sa4,n−1−s + λa∗4sa2,n−1−s)

=
n−1∑
s=0

a∗2sa4,n−1−s −
( n−1∑

s=k

a∗2sa4,n−1−s − λ
k−1∑
s=0

a∗4sa2,n−1−s

)
.

By condition 2n−1 in Proposition 3 for t = 2, the diagonal entries of the matrix in the
first sum are contained in Λ[Xn]. Substituting s := n − 1 − s in the sum with the

coefficient λ in the parentheses, we get the matrix
∑n−1

s=k (a
∗
2sa4,n−1−s − λa∗4,n−1−sa2,s),

whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1.

Thus, the diagonal entries of the matrix b1k(X
n) are contained in Λ[Xn]. Similarly,

one can prove that the diagonal entries of the matrix b4k(X
n) are contained in Λ[Xn]

and, thus, the diagonal entries of the matrix bk(X
n) are contained in Λ[Xn]. It follows

that the diagonal entries of the matrix (J∗α1J)
∗α2J are contained in Λ[Xn].

2.2. Verification of the second condition. Let us prove that the diagonal entries of
the matrix α∗

2Jα1 are contained in Λ[Xn]. For the proof we need the following subsidiary
statement.

Lemma 3. In the notation and under the conditions of Proposition 3, the product a∗sIam
is the block matrix

(
c1 c2
c3 c4

)
, where c1 = a∗1sa3m + λa∗3sa1m, c4 = a∗2sa4m + λa∗4sa2m, and

0 ≤ s,m ≤ n− 1.

The lemma is verified by a straightforward computation.
Now, we pass to the verification of the second condition. Let b1, b2, . . . , bk be the

diagonal blocks of the matrix α∗
2Jα1, and let bi =

(
b1i b2i
b3i b4i

)
, where b1i, b2i, b3i, b4i ∈

Mr(R[Xn]). We must prove that the diagonal entries of the matrix b1i, b4i are contained
in Λ[Xn] for all i = 1, . . . , k.

The matrix b1(X
n) equals the product of the first horizontal strip

(a∗n−1I, a
∗
n−2I, . . . , a

∗
k+1I, a

∗
kI)
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of the matrix α∗
2J by the first vertical strip [a0, a1, . . . , ak−2, ak−1] of the matrix α1. It

follows that b1 =
∑n−1

s=k a∗sIan−1−s, whence, by Lemma 3, we have

b11(X
n) =

n−1∑
s=k

(a∗1sa3,n−1−s + λa∗3sa1,n−1−s)

=

n−1∑
s=0

a∗1sa3,n−1−s −
( k−1∑

s=0

a∗1sa3,n−1−s − λ

n−1∑
s=k

a∗3sa1,n−1−s

)
.

By condition 2n−1 in Proposition 3 for t = 1, the diagonal entries of the matrix in the
first parentheses are contained in Λ[Xn]. Substituting s := n−1−s in the sum inside the

parentheses with the coefficient λ, we get the matrix
∑k−1

s=0 (a
∗
1sa3,n−1−s−λa∗3,n−1−sa1,s),

whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1.

Thus, the diagonal entries of the matrix b11(X
n) are contained in Λ[Xn]. Similarly,

one can prove that the diagonal entries of the matrix b41(X
n) are contained in Λ[Xn],

and, thus, the diagonal entries of the matrix b1(X
n) are contained in Λ[Xn].

For 2 ≤ m ≤ k, the matrix bm(Xn) is equal to the product of the mth horizon-
tal strip (a∗n−mI, a∗n−m−1I, . . . , a

∗
k−m+1I) of the matrix α∗

2J by the mth vertical strip
[Xnan−m+1, X

nan−m+2, . . . , X
nan−1, a0, a1, . . . , ak−m] of the matrix α1. Thus,

bm(Xn) =
k−m∑
s=0

a∗n−2m+1−sIas +Xn
n−1∑

s=n−m+1

a∗2n−2m+1−sIas.

Substituting s := n− 2m+1− s in the first sum and s := 2n− 2m+1− s in the second
sum, we get

bm(Xn) =
n−2m+1∑
s=k−m+1

a∗sIan−2m+1−s +Xn
n−m∑

s=n−2m+2

a∗sIa2n−2m+1−s.

Therefore, by Lemma 3,

b1m(Xn) =
n−2m+1∑
s=k−m+1

(a∗1sa3,n−2m+1−s + λa∗3sa1,n−2m+1−s)

+Xn
n−m∑

s=n−2m+2

(a∗1sa3,2n−2m+1−s + λa∗3sa1,2n−2m+1−s)

=

( n−2m+1∑
s=0

a∗1sa3,n−2m+1−s +Xn
n−1∑

s=n−2m+2

a∗1sa3,2n−2m+1−s

)

−
( k−m∑

s=0

a∗1sa3,n−2m+1−s − λ
n−2m+1∑
s=k−m+1

a∗3sa1,n−2m+1−s

)

−Xn

( n−1∑
s=n−m+1

a∗1sa3,2n−2m+1−s − λ

n−m∑
s=n−2m+2

a∗3sa1,2n−2m+1−s

)
.

By condition 2n−2m+1 in Proposition 3 for t = 1, the diagonal entries of the matrix in
the first parentheses are contained in Λ[Xn]. Substituting s := n − 2m + 1 − s in the
sum with coefficient λ in the second parentheses, we get the matrix

k−m∑
s=0

(
a∗1sa3,n−2m+1−s − λa∗3,n−2m+1−sa2,s

)
,
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whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1. Similarly,

substituting s := 2n− 2m+ 1− s in the sum with coefficient λ in the third parentheses,
we get the matrix

n−1∑
s=n−m+1

(
a∗1sa3,2n−2m+1−s − λa∗3,2n−2m+1−sa1,s

)
,

whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1. Thus, the

diagonal entries of the matrix b1m(Xn) are contained in Λ[Xn] for all 2 ≤ m ≤ k.
Similarly one can prove that the diagonal entries of the matrix b4m(Xn) are contained

in Λ[Xn] for all 2 ≤ m ≤ k. Consequently, the diagonal entries of the matrix bm(Xn) are
contained in Λ[Xn] for all 2 ≤ m ≤ k. Thus, the diagonal entries of the matrix α∗

2Jα1

are also contained in Λ[Xn], and, if n is even, the matrix Γn(α) is Λ[X
n]-unitary.

3. The case of odd n. Let n be odd, n = 2k + 1, with k ≥ 1. Below for two
matrices a, b of degree r we denote by a/b the vertical strip a

b . In the case where n is
odd, the matrix α̂ can be written as α̂ =

(
α1 α2
α3 α4

)
∈ M2rn(R[Xn]), where the matrices

α1, α2, α3, α4(∈ Mrn(R[Xn])) look like this:

α1 =

⎛
⎜⎜⎜⎜⎝

a0 Xnan−1 . . . Xnak+2 Xna1,k+1/X
na3,k+1

a1 a0 . . . Xnak+3 Xna1,k+2/X
na3,k+2

. . . . . . . . . . . . . . .
ak−1 ak−2 . . . a0 Xna1,n−1/X

na3,n−1

a1,ka2,k a1,k−1a2,k−1 . . . a11a21 a10

⎞
⎟⎟⎟⎟⎠ ,

α2 =

⎛
⎜⎜⎜⎜⎝
Xna2,k+1/X

na4,k+1 Xnak . . . Xna1
Xna2,k+2/X

na4,k+2 Xnak+1 . . . Xna2
. . . . . . . . . . . .

Xna2,n−1/X
na4,n−1 Xnan−2 . . . Xnak

a2,0 Xna1,n−1X
na2,n−1 . . . Xna1,k+1X

na2,k+1

⎞
⎟⎟⎟⎟⎠ ,

α3 =

⎛
⎜⎜⎜⎜⎝
a3,ka4,k a3,k−1a4,k−1 . . . a31a41 a30
ak+1 ak . . . a2 a11/a31
. . . . . . . . . . . . . . .
an−2 an−3 . . . ak a1,k−1/a3,k−1

an−1 an−2 . . . ak+1 a1,k/a3,k

⎞
⎟⎟⎟⎟⎠ ,

α4 =

⎛
⎜⎜⎜⎜⎝

a40 Xna3,n−1X
na4,n−1 . . . Xna3,k+1X

na4,k+1

a21/a41 a0 . . . Xnak+2

. . . . . . . . . . . .
a2,k−1/a4,k−1 ak−2 . . . Xnan−1

a2,k/a4,k ak−1 . . . a0

⎞
⎟⎟⎟⎟⎠ .

Consequently,

Γn(α) = σ∗
nα̂σn =

(
(σ0

n)
∗α1σ

0
n (σ0

n)
∗α2

α3σ
0
n α4

)
.

Above, we have verified that the matrix Γn(α) is unitary. By item 2 of Proposition 1,
to prove that the matrix Γn(α) is Λ[Xn]-unitary it suffices to check that the diagonal
entries of the matrices ((σ0

n)
∗α1σ

0
n)

∗(α3σ
0
n) and ((σ0

n)
∗α2)

∗α4 are contained in Λ[Xn].

3.1. Verification of the first condition. We prove that the diagonal entries of the
matrix ((σ0

n)
∗α1σ

0
n)

∗(α3σ
0
n) = ((σ0

n)
∗α∗

1σ
0
n)(α3σ

0
n) are contained in Λ[Xn]. For this, it

suffices to verify that the diagonal entries of the diagonal blocks b1, b2, . . . , b2k, b2k+1 of
the matrix ((σ0

n)
∗α∗

1σ
0
n)(α3σ

0
n), where bi ∈ Mr(R[Xn]), are contained in Λ[Xn].
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The matrix b1(X
n) is equal to the product of the first horizontal strip(

a∗10, λX
na∗3,n−1, X

na∗1,n−1, λX
na∗3,n−2, . . . , X

na∗1,k+2, λX
na∗3,k+1, X

na∗1,k+1

)
of the matrix (σ0

n)
∗α∗

1σ
0
n by the first vertical strip [a30, a11, a31, a12, . . . , a1k, a3k] of the

matrix α3σ
0
n. It follows that

b1 = a∗10a30 +Xn
k∑

s=1

a∗1,n−sa3,s + λXn
k∑

s=1

a∗3,n−sa1,s.

Substituting s := n− s in the first sum, we get

b1 = a∗10a30 +Xn
n−1∑

s=k+1

a∗1,sa3,n−s + λXn
k∑

s=1

a∗3,n−sa1,s

=

(
a∗10a30 +Xn

n−1∑
s=1

a∗1,sa3,n−s

)
−Xn

n−1∑
s=1

(
a∗1,sa3,n−s − λa∗3,n−sa1,s

)
.

By condition 20 in Proposition 3 for t = 1, the diagonal entries of the matrix in the
first parentheses are contained in Λ[Xn], whereas the diagonal entries of the matrices in
the second sum are contained in Λmin[X

n](⊆ Λ[Xn]) by Lemma 1. Consequently, the
diagonal entries of the matrix b1(X

n) are contained in Λ[Xn].
Let 2 ≤ m ≤ (k − 1), and consider the diagonal blocks b2m(Xn) with even indices.

Then the matrix b2m(Xn) equals the product of the 2mth horizontal strip

(λ̄a∗2,m, a∗4,m−1, λ̄a
∗
2,m−1, . . . , λ̄a

∗
2,0, X

na∗4,n−1, λ̄X
na∗2,n−1, . . . , λ̄X

na∗2,k+m+1)

of the matrix (σ0
n)

∗α∗
1σ

0
n by the 2mth vertical strip[

λa4,m, λa2,m+1, λa4,m+1, . . . , λa2,m+k, λa4,m+k

]
of the matrix α3σ

0
n. It follows that

b2m(Xn) =

m∑
s=0

a∗2,sa4,2m−s + λ

m−1∑
s=0

a∗4,sa2,2m−s

+Xn
n−1∑

s=k+m+1

a∗2,sa4,2m+n−s + λXn
n−1∑

s=k+m+1

a∗4,sa2,2m+n−s

=

( 2m∑
s=0

a∗2,sa4,2m−s +Xn
n−1∑

s=2m+1

a∗2,sa4,2m+n−s

)

−
( 2m∑

s=m+1

a∗2,sa4,2m−s − λ
m−1∑
s=0

a∗4,sa2,2m−s

)

−Xn

( k+m∑
s=2m+1

a∗2,sa4,2m+n−s − λ

n−1∑
s=k+m+1

a∗4,sa2,2m+n−s

)
.

By condition 22m in Proposition 3 for t = 2, the diagonal entries of the matrix in the first
parentheses are contained in Λ[Xn]. Substituting s := 2m−s in the sum with coefficient

λ in the second parentheses, we get the matrix
∑2m

s=m+1(a
∗
2,sa4,2m−s − λa∗4,2m−sa2,s),

whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1. Similarly,

substituting s := n + 2m − s in the sum with coefficient λ in the third parentheses, we

get the matrix
∑k+m

s=2m+1(a
∗
2,sa4,n+2m−s − λa∗4,n+2m−sa2,s), whose diagonal entries are

contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1. Consequently, the diagonal entries of the

matrix b2m(Xn) are contained in Λ[Xn] for all 2 ≤ m ≤ (k − 1).
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Similarly, when 2 ≤ m ≤ (k − 1) for the diagonal blocks b2m+1(X
n) with odd indices

we get

b2m+1(X
n) =

( 2m∑
s=0

a∗1,sa3,2m−s +Xn
n−1∑

s=2m+1

a∗1,sa3,2m+n−s

)

−
2m∑

s=m+1

(
a∗1,sa3,2m−s − λa∗3,2m−sa1,s

)

− λ

k+m∑
s=2m+1

(
a∗1,sa3,n+2m−s − λa∗3,n+2m−sa1,s

)
.

By condition 22m in Proposition 3 for t = 1, the diagonal entries of the matrix in the
first parentheses are contained in Λ[Xn], whereas the diagonal entries of the matrices in
the second and the third parentheses are contained in Λmin[X

n](⊆ Λ[Xn]) by Lemma 1.
It follows that the diagonal entries of the matrix b2m+1(X

n) are contained in Λ[Xn] for
all 2 ≤ m ≤ (k − 1).

The matrix b2k(X
n) is equal to the product of the 2kth horizontal strip(
λ̄a∗2,k, a

∗
4,k−1, λ̄a

∗
2,k−1, . . . , λ̄a

∗
2,1, a

∗
4,0, λ̄a

∗
2,0

)
of (σ0

n)
∗α∗

1σ
0
n by the 2kth vertical strip [λa4,k, λa2,k+1, λa4,k+1, . . . , λa2,n−1, λa4,n−1] of

α3σ
0
n. It follows that

b2k(X
n) =

k∑
s=0

a∗2,sa4,n−1−s + λ
k−1∑
s=0

a∗4,sa2,n−1−s

=

n−1∑
s=0

a∗2,sa4,n−1−s −
( n−1∑

s=k+1

a∗2,sa4,n−1−s − λ

k−1∑
s=0

a∗4,sa2,n−1−s

)
.

By condition 2n−1 in Proposition 3 for t = 2, the diagonal entries of the matrices in
the first sum are contained in Λ[Xn]. Substituting s := n − 1 − s in the sum with the
coefficient λ within the parentheses, we get the matrix

n−1∑
s=k+1

(
a∗2,sa4,n−1−s − λa∗4,n−1−sa2,s

)
,

whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1. Consequently,

the diagonal entries of the matrix b2k(X
n) are contained in Λ[Xn].

Similarly,

bn(X
n) = b2k+1(X

n) =

n−1∑
s=0

a∗1,sa3,n−1−s −
n−1∑

s=k+1

(
a∗1,sa3,n−1−s − λa∗3,n−1−sa1,s

)
.

By condition 2n−1 in Proposition 3 for t = 1, the diagonal entries of the matrix in the
first sum are contained in Λ[Xn], whereas the diagonal entries of the matrices in the
second sum within the parentheses are contained in Λmin[X

n](⊆ Λ[Xn]) by Lemma 1.
It follows that the diagonal entries of the matrix bm(Xn) are contained in Λ[Xn] for all
1 ≤ m ≤ n. This concludes the proof of the fact that the diagonal entries of the matrix
((σ0

n)
∗α1σ

0
n)

∗)(α3σ
0
n) belong to Λ[Xn].
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3.2. Verification of the second condition. Next, we prove that the diagonal entries
of the matrix ((σ0

n)
∗α2)

∗α4 = (α∗
2σ

0
n)α4 are contained in Λ[Xn]. For this, it suffices to

verify that the diagonal entries of the diagonal blocks b1, b2, . . . , b2k, b2k+1 = bn of the
matrix (α∗

2σ
0
n)α4, where bi ∈ Mr(R[Xn]), are contained in Λ[Xn].

The matrix b1(X
n) is equal to the product of the first horizontal strip(

a∗20, λX
na∗4,n−1, X

na∗2,n−1, . . . , λX
na∗4,k+1, X

na∗2,k+1

)
of the matrix α∗

2σ
0
n by the first vertical strip [a40, a21, a41, . . . , a2k, a4k] of the matrix α4.

It follows that

b1 = a∗20a40 +Xn
n−1∑

s=k+1

a∗2,sa4,n−s + λ

n−1∑
s=k+1

a∗4,sa2,n−s

=

(
a∗20a40 +Xn

n−1∑
s=1

a∗2,sa4,n−s

)
−Xn

( k∑
s=1

a∗2,sa4,n−s − λ

n−1∑
s=k+1

a∗4,sa1,n−s

)
.

By condition 2n−2 in Proposition 3 for t = 2, the diagonal entries of the matrix in the
first parentheses are contained in Λ[Xn]. Substituting s := n − s in the sum with the

coefficient λ in the second parentheses, we get the matrix
∑k

s=1(a
∗
2,sa4,n−s−λa∗4,n−sa2,s),

whose diagonal entries are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1. It follows that

the diagonal entries of the matrix b1(X
n) are contained in Λ[Xn].

Let 1 ≤ m ≤ k. Consider the diagonal blocks b2m(Xn) with even indices. The matrix
b2m(Xn) is equal to the product of the 2mth horizontal strip(

Xna∗1,n−m, λXna∗3,n−m−1, X
na∗1,n−m−1, . . . , λX

na∗3,k−m+1, X
na∗1,k−m+1

)
of the matrix α∗

2σ
0
n by the 2mth vertical strip

[Xna3,n−m, Xna1,n−m+1, X
na3,n−m+1, . . . , X

na3,n−1, a10, a30, . . . , a1,k−m, a3,k−m]

of the matrix α4. Consequently,

b2m(Xn) = Xn
k−m∑
s=0

(
a∗1,n−2m−sa3,s + λa∗3,n−2m−sa1,s

)

+X2n
n−1∑

s=n−m

(
a∗1,2n−2m−sa3,s + λa∗3,2n−2m−sa1,s

)
.

Substituting s := n − 2m − s in the first parentheses and s := 2n − 2m − s in the next
one, we get

b2m(Xn) = Xn
n−2m∑

s=k−m+1

(
a∗1,sa3,n−2m−s + λa∗3,sa1,n−2m−s

)

+X2n

( n−m∑
s=n−2m+1

a∗1,sa3,2n−2m−s + λ

n−m−1∑
s=n−2m+1

a∗3,sa1,2n−2m−s

)

= Xn

( n−2m∑
s=0

a∗1,sa3,n−2m−s +Xn
n−1∑

s=n−2m+1

a∗1,sa3,2n−2m−s

)

−Xn

( k−m∑
s=0

a∗1,sa3,n−2m−s − λ
n−2m∑

s=k−m+1

a∗3,sa1,n−2m−s

)

−X2n

( n−1∑
s=n−m+1

a∗1,sa3,2n−2m−s − λ

n−m−1∑
s=n−2m+1

a∗3,sa1,2n−2m−s

)
.
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By condition 2n−2m in Proposition 3 for t = 1, the diagonal entries of the matrix in
the first parentheses are contained in Λ[Xn]. Substituting s := n − 2m − s in the

sum with the coefficient λ, we get the matrix
∑k−m

s=0 (a∗1,sa3,n−2m−s − λa∗3,n−2m−sa1,s),
whose diagonal entries are contained in Λmin[X

n](⊆ Λ[Xn]) by Lemma 1. Similarly,
substituting s := 2n− 2m− s in the sum with the coefficient λ in the third parentheses,
we get the matrix

∑n−1
s=n−m+1(a

∗
1,sa3,2n−2m−s−λa∗3,2n−2m−sa1,s), whose diagonal entries

are contained in Λmin[X
n](⊆ Λ[Xn]) by Lemma 1. It follows that the diagonal entries of

the matrix b2m(Xn) are contained in Λ[Xn] for all 1 ≤ m ≤ k.
Similarly, when 1 ≤ m ≤ k, for the diagonal blocks b2m+1(X

n) with odd indices we
get

b2m+1(X
n) = Xn

( n−2m∑
s=0

a∗2,sa4,n−2m−s +Xn
n−1∑

s=n−2m+1

a∗2,sa4,2n−2m−s

)

−Xn
k−m∑
s=0

(
a∗2,sa4,n−2m−s − λa∗4,n−2m−sa2,s

)

−X2n
n−1∑

s=n−m+1

(
a∗2,sa4,2n−2m−s − λa∗4,2n−2m−sa2,s

)
.

By condition 22m in Proposition 3 for t = 2, the diagonal entries of the matrix in the
first parentheses are contained in Λ[Xn], whereas the diagonal entries of the matrices in
the second and the third parentheses are contained in Λmin[X

n](⊆ Λ[Xn]) by Lemma 1.
Consequently, the diagonal entries of the matrix b2m+1(X

n) are contained in Λ[Xn] for
all 1 ≤ m ≤ k and, thus, the diagonal entries of the matrix bm(Xn) are contained in
Λ[Xn] for all 1 ≤ m ≤ n. It follows that the diagonal entries of the matrix ((σ0

n)
∗α2)

∗α4

are contained in Λ[Xn], which concludes the verification of conditions in item 2 of Propo-
sition 1. This means that for odd n the matrix Γn(α) is Λ[X

n]-unitary.

4. Consistency of the definition. We prove that if α ∈ EUλ(R[X],Λ[X]), then

Γn(α) ∈ EUλ(R[Xn],Λ[Xn]). Since we consider the stable group EUλ(R[X],Λ[X]), and

for r ≥ 3 the group EUλ
2r(R[X],Λ[X]) is generated by the matrices X+(b), X−(c), where

b is Λ̄[X]-Hermitian and c is Λ[X]-Hermitian (by Proposition 5.1 [2, Chapter 2]), it
suffices to prove that the matrices of the form Γn(X+(b)),Γn(X−(c)) are contained in

EUλ(R[Xn],Λ[Xn]). We reproduce detailed calculations for matrices X+(b), where b is
Λ̄[X]-Hermitian. For matrices X−(c), where c is Λ[X]-Hermitian, the proof is similar.

We take an arbitrary Λ̄[X]-Hermitian matrix

b = b(X) = b0 + b1X + · · ·+ bn−1X
n−1(∈ Mr(R[X])),

where r ≥ 3 and the matrices bk = bk(X
n) ∈ Mr(R[Xn]) are Λ̄[Xn]-Hermitian for all

0 ≤ k ≤ (n− 1). Then

X+(b) =

(
er b0
0 er

)
+

n−1∑
k=1

(
0 br
0 0

)
Xk.

We prove that the matrix Γn(X+(b)) is contained in EUλ(R[Xn],Λ[Xn]).
First, let n be even, n = 2k with k ≥ 1. In this case

̂X+(b) =

(
α1 Xnα2

α2 α1

)
∈ M2rn(R[Xn]),
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where the matrices α1, α2 are as described above in the proof of Theorem 1, in the
subsection concerning the case where n is even. Then

Γn(X+(b)) = σ∗
n
̂X+(b)σn =

(
J∗
kα1Jk XnJ∗

kα2

α2Jk α1

)
.

Applying the above description of α1 to the matrix α = X+(b), we see that

J∗
kα1Jk =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

e 0 0 0 . . . 0 0 0 0
λb0 e λb1 0 . . . λbk−2 0 λbk−1 0
0 0 e 0 . . . 0 0 0 0

λXnbn−1 0 λb0 e . . . λbk−3 0 λbk−2 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .

λXnbk+2 0 λXnbk+3 0 . . . λb0 e λb1 0
0 0 0 0 . . . 0 0 e 0

λXnbk+1 0 λXnbk+2 0 . . . λXnbn−1 0 λb0 e

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Obviously, this matrix J∗
kα1Jk is contained in Ern(R[Xn]) and, hence, H(J∗

kα1Jk) ∈
EUλ

2rn(R[Xn],Λ[Xn]). Multiplying Γn(X+(b)) on the left by the matrix H(J∗
kα1Jk)

−1,

we get a Λ[Xn]-unitary matrix of the shape
( ern β

γ δ

)
. It follows that β is Λ̄[Xn]-Hermitian,

γ is Λ[Xn]-Hermitian and, finally, Γn(X+(b)) = H(J∗
kα1Jk)X−(γ)X+(β). This means

that for an even n the matrix Γn(X+(b)) is contained in EUλ(R[Xn],Λ[Xn]).
Now, consider the case of an odd n, n = 2k + 1, where k ≥ 1. In this case,

̂X+(b) =

(
α1 α2

α3 α4

)
∈ M2rn(R[Xn]),

where α1, α2, α3, α4 are the matrices described above in the proof of Theorem 1, in the
subsection concerning the case of an odd n. Then

Γn(X+(b)) =

(
(σ0

n)
∗α1σ

0
n (σ0

n)
∗α2

α3σ
0
n α4

)
.

Applying the above description of α1 to the matrix α = X+(b), we see that

(σ0
n)

∗α1σ
0
n =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

e λb1 0 λb2 . . . λbk−1 0 λbk 0
0 e 0 0 . . . 0 0 0 0
0 λb0 e λb1 . . . λbk−2 0 λbk−1 0
0 0 0 e . . . 0 0 0 0
0 λXnbn−1 0 λb0 . . . λbk−3 0 λbk−2 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 λXnbk+3 0 λXnbk+4 . . . λb0 e λb1 0
0 0 0 0 . . . 0 0 e 0
0 λXnbk+2 0 λXnbk+3 . . . λXnbn−1 0 λb0 e

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Obviously, the above matrix (σ0
n)

∗α1σ
0
n is contained in Ern(R[Xn]) and, consequently,

H((σ0
n)

∗α1σ
0
n) ∈ EUλ

2rn(R[Xn],Λ[Xn]). From this point, the proof is completed in ex-
actly the same way as for the case where n is even.

Summarizing, we can conclude that for any integer n ≥ 2 we get a well-defined map
(in)∗ : K1U

λ(R[X],Λ[X]) → K1U
λ(R[Xn],Λ[Xn]), which is a group homomorphism.

Indeed, take arbitrary α, β ∈ Uλ(R[X],Λ[X]). Let α, β ∈ Uλ
2r(R[X],Λ[X]) for some r.

Then, invoking Corollary 1 to Proposition 2, we get

Γn(αβ ⊥ e2r) ≡ Γn(α ⊥ β) = Γn(α) ⊥ Γn(β)

≡ Γn(α)Γn(β) ⊥ e2r mod EUλ
4r(R[Xn],Λ[Xn]).
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This amounts to Γn(αβ) ≡ Γn(α)Γn(β) mod EUλ(R[Xn],Λ[Xn]), which completes the
proof of our theorem. �

§4. Computation of the composition (in)∗ ◦ (in)∗

In this section, for any unitary ring (R, λ,Λ) and any integer n ≥ 2, we compute the
composition (in)∗ ◦ (in)∗, and also derive some consequences of this result.

Theorem 2. For any integer n ≥ 2, the composition (in)∗ ◦ (in)∗ of the natural homo-
morphism (in)

∗ : K1U
λ(R[Xn],Λ[Xn]) → K1U

λ(R[X],Λ[X]) induced by the embedding,
and the transfer (in)∗ : K1U

λ(R[X],Λ[X]) → K1U
λ(R[Xn],Λ[Xn]) constructed in The-

orem 1 is equal to kH when n = 2k, and to id+kH, when n = 2k + 1.

In this theorem id denotes the identity map, while kH denotes the kth multiple of the
hyperbolic homomorphism H.

Proof. Since the above construction of the transfer (in)∗ depends on the parity of n, we
need to consider two cases separately.

First, let n be even, n = 2k, where k ≥ 1. Take an arbitrary matrix α = a(Xn) ∈
Uλ
2r(R[Xn],Λ[Xn]). The image of [a] under the action of (in)

∗ will be also denoted
by [a]. Then α̂ = a ⊕ a ⊕ · · · ⊕ a(∈ GL2rn R[X]), and, consequently, Γn(α) = σ∗

nα̂σn =(
J∗
kα1Jk 0

0 α1

)
, where α1 = a⊕ a⊕ · · · ⊕ a(∈ GLrn R[X]). It follows that

J∗
kα1Jk = I∗aI ⊕ I∗aI ⊕ · · · ⊕ I∗aI = (a∗)−1 ⊕ (a∗)−1 ⊕ · · · ⊕ (a∗)−1.

Invoking Corollaries 2 and 3 to Proposition 2, we see that

Γn(α) = (a∗)−1 ⊕ (a∗)−1 ⊕ · · · ⊕ (a∗)−1 ⊕ a⊕ a⊕ · · · ⊕ a

= H((a∗)−1) ⊥ · · · ⊥ H((a∗)−1) ≡ H(a) ⊥ · · · ⊥ H(a)

≡ H(ak) mod EUλ(R[Xn],Λ[Xn]).

It follows that (in)∗ ◦ (in)∗([a]) = [H(ak)] = k[H(a)] for all [a] ∈ K1U
λ(R[Xn],Λ[Xn])

and all even n.
Next, let n be odd, n = 2k + 1, where k ≥ 1. Take an arbitrary matrix α = a(Xn) ∈

Uλ
2r(R[Xn],Λ[Xn]), and let a =

(
a1 a2
a3 a4

)
, where ai ∈ Mr(R[Xn]) for i = 1, . . . , 4. The

image of [a] under the action of (in)
∗ will be also denoted by [a]. Then α̂ =

(
α1 α2
α3 α4

)
,

where

α1 = a⊕ a⊕ · · · ⊕ a⊕ a1(∈ MrnR[X]),

α2 = 0	 0	 · · · 	 0	 a2,

α3 = a3 	 0	 · · · 	 0	 0,

α4 = a4 ⊕ a⊕ · · · ⊕ a⊕ a(∈ MrnR[X]),

while 0 denotes the zero matrix of degree 2r. Hence,

Γn(α) = σ∗
nα̂σn =

(
(σ0

n)
∗α1σ

0
n (σ0

n)
∗α2

α3σ
0
n α4

)
,

where

(σ0
n)

∗α1σ
0
n = a1 ⊕ (a∗)−1 ⊕ · · · ⊕ (a∗)−1, (σ0

n)
∗α2 = a2 ⊕ 0⊕ · · · ⊕ 0,

α3σ
0
n = a3 ⊕ 0⊕ · · · ⊕ 0.

Invoking Corollaries 2 and 3 to Proposition 2, we get

Γn(α) = a ⊥ H((a∗)−1) ⊥ · · · ⊥ H((a∗)−1)

≡ a ⊥ H(a) ⊥ · · · ⊥ H(a) ≡ a ⊥ H(ak) mod EUλ(R[Xn],Λ[Xn]).
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It follows that for all [a] ∈ K1U
λ(R[Xn],Λ[Xn]) and all odd n we have

(in)∗ ◦ (in)∗([a]) = [a] + [H(ak)] = [a] + k[H(a)],

which completes the proof of our theorem. �

The above statement can be regarded as a unitary K1-analog of the Scharlau theorem
(see, e.g., [4, Chapter 7, Theorems 1.6 and 1.7]) on transfer of quadratic forms under
finite field extensions.

Recall that for an arbitrary unitary ring (R, λ,Λ) the kernel of the homomorphism

K1U
λ(R,Λ) → K1(R), α mod EUλ(R,Λ) → α mod E(R),

induced by the forgetful functor, is denoted by W ′
1U

λ(R,Λ) and is called the unitary
Witt 1-cogroup. Similarly, the cokernel of the hyperbolic homomorphism

H : K1(R) → K1U
λ(R,Λ), α mod E(R) → H(α) mod EUλ(R,Λ)

is denoted by W1U
λ(R,Λ) and is called the unitary Witt 1-group. In the sequel, we

usually talk simply of the Witt group and the Witt cogroup.

Corollary 1. Under the conditions of Theorem 2, the restriction of the composition
(in)∗ ◦ (in)∗ to the Witt cogroup W ′

1U
λ(R[Xn],Λ[Xn]) is equal to

1) the identity automorphism if n is odd;
2) the zero homomorphism if n is even.
In particular, for n odd the restriction of the natural homomorphism

(in)
∗ : W ′

1U
λ(R[Xn],Λ[Xn]) → W ′

1U
λ(R[X],Λ[X])

is a split monomorphism.

Proof. To prove this, it suffices to note that if α = α(Xn) ∈ W ′
1U

λ(R[Xn],Λ[Xn]), then,

by definition, α ∈ E(R[Xn]) and, thus, H(αk) ∈ EUλ(R[Xn],Λ[Xn]) for all natural
numbers k. �

Corollary 2. Under the conditions of Theorem 2, the composition (in)∗ ◦ (in)∗ induces
a well-defined endomorphism of the Witt group W1U

λ(R[Xn],Λ[Xn]), which is
1) the identity automorphism if n is odd;
2) the zero homomorphism if n is even.
In particular, for n odd the homomorphism

W1U
λ(R[Xn],Λ[Xn]) → W1U

λ(R[X],Λ[X]),

induced by the natural homomorphism (in)
∗ is a split monomorphism.

Proof. Indeed, if α = H(a(Xn)) for some a(Xn) ∈ GL(R[Xn]), then, obviously, (in)
∗(α)

and (in)∗ ◦ (in)
∗(α) are contained in the image of the hyperbolic mapping H, so that

(in)
∗ induces a well-defined homomorphism

W1U
λ(R[Xn],Λ[Xn]) → W1U

λ(R[X],Λ[X]),

whereas (in)∗ ◦ (in)∗ induces a well-defined endomorphism

W1U
λ(R[Xn],Λ[Xn]) → W1U

λ(R[Xn],Λ[Xn]).

The remaining claims immediately follow from the above theorem. �

If n is odd, Corollaries 1 and 2 can be viewed as unitary K1-analogs of the Springer
theorem (see, e.g., [4, Chapter 7, Corollary 2.2 and Theorem 2.3]) on the properties of
quadratic forms under odd degree field extensions.
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Corollary 3. Under the conditions of Theorem 2, assume that R is a commutative ring.
Then for n odd the kernel of the natural homomorphism

(in)
∗ : K1U

λ(R[Xn],Λ[Xn]) → K1U
λ(R[X],Λ[X])

is annihilated by n.

Proof. Take an arbitrary [α] = [α(Xn)] ∈ Ker(in)
∗. Then α ∈ EUλ(R[X],Λ[X]) and,

in particular, α∈E(R[X]). But in accordance with Proposition 1.8 in [1, Chapter 9] the
kernel of the natural homomorphism (in)

∗ : K1(R[Xn]) → K1(R[X]) is annihilated by n
and, thus, αn ∈ E(R[Xn]). It follows that n[α] = [αn] ∈ W ′

1U
λ(R[Xn],Λ[Xn]). Since

(in)
∗(n[α]) = 0 and n is odd, we have n[α] = 0 by Corollary 1. �

§5. Unitary Bass’ nilpotent K1-group

In this section we establish unitary K1-analogs of Farrell’s theorem [5] in the algebraic
K-theory.

For any unitary ring (R, λ,Λ) and a natural n we denote by NK1n U
λ(R,Λ) the kernel

of the homomorphism

K1U
λ(R[Xn],Λ[Xn]) → K1U

λ(R,Λ)

induced by the split epimorphism R[Xn] → R : Xn → 0. In particular,

K1U
λ(R[Xn],Λ[Xn]) = NK1n U

λ(R,Λ)⊕K1U
λ(R,Λ).

The above group NK1n U
λ(R,Λ) is called the (Bass) nilpotent unitary K1-group of the

ring (R[Xn],Λ[Xn]). We denote the group NK11 U
λ(R,Λ) by NK1 U

λ(R,Λ). Obviously,
(in)

∗(NK1n U
λ(R,Λ)) ⊆ NK1 U

λ(R,Λ) for all natural n.
In the sequel, to simplify the notation, we denote the class [α] of a matrix α in some

K1-group simply by α.

Proposition 4. Let α = α(X) ∈ NK1 U
λ(R,Λ). If n ≥ max(3, 2 degα(X)), then

(in)∗(α(X)) = 0.

For the proof of this proposition we need the following lemma.

Lemma 4. Let α =
(
a b
c d

)
∈ Uλ

2r(R,Λ). If a ∈ GLr(R), then

α ≡ H(a) mod EUλ
4r(R,Λ).

Moreover, if a ∈ Er(R), then α ∈ EUλ
2r(R,Λ).

Proof. First, we prove the lemma. Since α is Λ-unitary, then by Proposition 1 the ma-
trix a∗c is Λ-Hermitian, whereas the matrix a−1b is Λ̄-Hermitian. Now, Proposition 2
shows that the first claim follows from the decomposition α = X−(a

∗c)H(a)X+(a
−1b) =

H(a)[H(a), X−(−a∗c)]X−(−a∗c)X+(a
−1b). If, moreover, a ∈ Er(R), then H(a) ∈

EUλ
2r(R,Λ), and, thus, α = X−(a

∗c)H(a)X+(a
−1b) ∈ EUλ

2r(R,Λ). The lemma is proved.
Next, we prove the proposition. Suppose degα(X) = m and let α(X) = a0 + a1X +

· · · + amXm, where as ∈ M2r(R) for all 0 ≤ s ≤ m, and a0 = e2r, am �= 0. Since
our construction of the transfer (in)∗ depends on the parity of n, we consider two cases
separately.

First, consider the case where n = 2k is even. Then the condition on n implies that
as = 0 for all s ≥ k + 1. Using the definition of transfer for even n reproduced in
Theorem 1 and the notation of Theorem 1, we see that (in)∗(α(X)) is the class of the
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matrix Γn(α) =
(
J∗
kα1Jk XnJ∗

kα2

α2Jk α1

)
in the group K1U

λ(R[Xn],Λ[Xn]); here the matrix α1

has the form ⎛
⎜⎜⎜⎜⎝

e2r 0 0 . . . 0 0
a1 e2r 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
ak−2 ak−3 ak−4 . . . e2r 0
ak−1 ak−2 ak−3 . . . a1 e2r

⎞
⎟⎟⎟⎟⎠ .

Since α1 is a lower unitriangular matrix over R, the matrix J∗
kα1Jk is an upper uni-

triangular matrix and, in particular, J∗
kα1Jk ∈ Enr(R). By Lemma 4, it follows that

Γn(α) ∈ EUλ
2nr(R[Xn],Λ[Xn]) and thus (in)∗(α(X)) = 0, which concludes the proof of

the proposition for the case where n is even.
Now, consider the case where n = 2k + 1 is odd. Then the condition on n implies

that as = 0 for all s ≥ k + 1. Using the definition of transfer for odd n reproduced in
Theorem 1 and the notation of Theorem 1, we see that (in)∗(α(X)) is the class of the

matrix Γn(α) =
(
J∗
kα1Jk XnJ∗

kα2

α3Jk α4

)
in the group K1U

λ(R[Xn],Λ[Xn]); here the matrix α1

has the form ⎛
⎜⎜⎜⎜⎝

e2r 0 0 . . . 0 0
a1 e2r 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
ak−1 ak−2 ak−3 . . . e2r 0
a1ka2k a1,k−1a2,k−1 a1,k−2a2,k−2 . . . a11a21 er

⎞
⎟⎟⎟⎟⎠ .

Now, the matrix α1 is a lower unitriangular matrix over R and, thus, in the case where
n is odd the proof of the proposition can be completed in exactly the same way as in the
case where n is even. �

Now we prove an analog of Farrell’s theorem for the unitary Witt 1-cogroup.

Theorem 3. If W ′
1U

λ(R[X],Λ[X]) ∩ NK1 U
λ(R,Λ) �= 0, then the group

W ′
1U

λ(R[X],Λ[X]) ∩NK1 U
λ(R,Λ)

is not finitely generated.

Corollary. Under the assumptions of Theorem 3, the groups

W ′
1U

λ(R[X],Λ[X]), NK1 U
λ(R,Λ), K1U

λ(R[X],Λ[X])

are not finitely generated.

Proof. We argue by contradiction. Assume that W ′
1U

λ(R[X],Λ[X])∩NK1 U
λ(R,Λ) �= 0,

but the group W ′
1U

λ(R[X],Λ[X]) ∩ NK1 U
λ(R,Λ) is finitely generated. Then Proposi-

tion 4 implies that there exists a natural number N such that (in)∗(α(X)) = 0 for
all α(X) ∈ W ′

1U
λ(R[X],Λ[X]) ∩ NK1 U

λ(R,Λ) and all n > N . Fix an odd n =
2k + 1 > N and a nonzero α(X) in W ′

1U
λ(R[X],Λ[X]) ∩ NK1 U

λ(R,Λ). Then the
element α(Xn) is nonzero in the group W ′

1U
λ(R[Xn],Λ[Xn]) ∩ NK1n U

λ(R,Λ). Since
by Corollary 1 to Theorem 2 the natural homomorphism (in)

∗ is a (split) monomor-
phism, we have (in)

∗(α(Xn)) �= 0. Now, Proposition 4 and our choice of n imply that
(in)∗ ◦ (in)∗(α(Xn)) = 0. On the other hand, since α(Xn) ∈ W ′

1U
λ(R[Xn],Λ[Xn]), we

have α(Xn) ∈ E(R[Xn]), so that H(α(Xn)) ∈ EUλ(R[Xn],Λ[Xn]). By Theorem 2 we
get (in)∗ ◦ (in)∗(α(Xn)) = α(Xn)+kH(α(Xn)) = α(Xn) �= 0. This contradiction proves
the theorem. �

We prove an analog of Farrell’s theorem for the unitary Witt 1-group.

Theorem 4. Let p : K1U
λ(R[X],Λ[X]) → W1U

λ(R[X],Λ[X]) be the canonical projec-
tion. If p(NK1 U

λ(R,Λ)) �= 0, then p(NK1 U
λ(R,Λ)) is not finitely generated.
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Proof. In this proof we denote by α the image p(α) of an element α ∈ K1U
λ(R,Λ). Let

G′ = p(NK1 U
λ(R,Λ)). As above, we prove the theorem by contradiction. Namely,

we suppose that G′ �= 0, but the group G′ is finitely generated. Then there exist
(nonzero) α1(X), . . . , αk(X) ∈ NK1 U

λ(R,Λ]) such that α1(X), . . . , αk(X) generate the
group G′. Denote by G the subgroup of NK1 U

λ(R,Λ) generated by α1(X), . . . , αk(X).
Since G′ �= 0 and p(G) = G′, we have G �= 0. Then by Proposition 4 there exists a
natural number N such that (in)∗(G) = 0 for all n > N . Fix an odd n = 2k + 1 > N

and take an arbitrary α(X) �= 0 in the group G such that α(X) �= 0. Then α(Xn) is

a nonzero element of the group NK1n U
λ(R,Λ), and α(Xn) �= 0. Since by Corollary 1

to Theorem 2 the natural homomorphism (in)
∗ is a (split) monomorphism, the image

(in)
∗(α(Xn)) is a nonzero element of the group NK1 U

λ(R,Λ). By Proposition 4 and the

choice of n, we have (in)∗ ◦ (in)∗(α(Xn)) = 0, so that (in)∗ ◦ (in)∗(α(Xn)) = 0. On the
other hand, by Theorem 2 we have (in)∗ ◦ (in)∗(α(Xn)) = α(Xn) + kH(α(Xn)), whence

(in)∗ ◦ (in)∗(α(Xn)) = α(Xn) �= 0. This contradiction proves the theorem. �

Corollary. Under the assumptions of Theorem 4, the groups

W1U
λ(R[X],Λ[X]), NK1 U

λ(R,Λ), K1U
λ(R[X],Λ[X])

are not finitely generated.

In conclusion, we mention that the Bass nilpotent unitary group NK1 U
λ(R,Λ) was

introduced by the author in [6] (it was denoted by HUλ(R,Λ)). There it was used to
solve the homotopization problem for the unitary K1-functor. There it was shown (see
[6, Proposition 2]) that any element of the group NK1 U

λ(R,Λ) has a representative of
the form

[a; b, c]n =

(
er − aX bX
−cXn−1 er + a∗X + · · ·+ (a∗)n−1Xn−1

)
for some natural r, n and some a, b, c ∈ Mr(R) satisfying the following conditions:

1) the matrices b and a · b are Λ̄-Hermitian;
2) the matrices c and a∗ · c are Λ-Hermitian;
3) b · c = an.
It is well known (see, e.g., [1, Chapter 12, Corollary 5.3]) that any element of the

Bass nilpotent group NK1(R) has a unipotent representative er −aX for some natural r,
where a(∈ Mr(R)) is a nilpotent matrix. For n = 2 the above element [a; b, c]n of the
group NK1 U

λ(R,Λ) is unipotent for all a, b, c satisfying conditions 1)–3). At the same
time, it is easy to check that for n ≥ 3 the matrix [a; b, c]n is unipotent if and only if so
is the matrix er − aX, and in this case Lemma 4 of the present section implies that

[a; b, c]n ≡ H(er − aX) mod EUλ
4r(R[X],Λ[X]).

Thus, we get a complete description of the unipotent part of the group NK1 U
λ(R,Λ).
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