ON DIFFERENTIAL INVARIANTS*

BY

JOSEPH EDMUND WRIGHT

Introduction.

In the consideration of differential equations there arise expressions, such as
for instance, the JAcoBI-PoIssoN alternant of two first order partial equations,
which are in their nature invariantive to all contact transformations. An impor-
tant problem immediately presents itself, namely, the obtaining of all invari-
ants of this type, that is of all invariants, with respect to contact transforma-
tions, of differential expressions.

In this paper are obtained all such invariants of a restricted type.

The restrictions are the following : —

(1) The only expressions considered are: (a) expressions of the first order
with m dependent and n independent variables; (b) expressions of the second
order with one dependent variable.

(2) The invariants are only of the first order, that is to say, they involve only
first derivatives of the differential expressions.

The variables assumed to occur in case (a) are

®,, - -+, , (the independent variables),

2,y -+, 2, (the dependent variables),
P;Eg;i (i=1,+--,m; k=1, ---, n),
k
p;zgajzg; (i=1L -~y m; k,I=1,---,n),
k 1

and
of o o
ox,’ oz’ op;
where f, (%, z, pi), (A=1, -, r), are the differential expressions considered.
In addition the variables dx,, dz,, dp; will be assumed to enter, subject to
the conditions

(2'=l) ey ryi=1,- -, m; k=1, ---, ),

dz.‘:Zp;;d‘i’k (i=1---m),
k=1

dp;‘——‘zpl‘qu, (i=l>"'rm;k=l7"'l")'
=1

* Presented to the Society April 29, 1905. Received for publication November 12, 1904.
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In invariants corresponding to case (b) the variables are the same, with the ex-
ception that m is 1, and that there are additional variables

o/,
op,,

where f, (z, z, p,, p,,) are the differential expressions considered.

The method used is a modification of that given by LIE in his paper “ Ueber
Differentialinvarianten,” * in which invariants for certain simpler types of
infinitesimal transformations are obtained. In this paper LIE shows (p. 566)
that by the method there outlined, a series of invariants may be obtained satis-
fying a system of linear differential equations which form a complete system.

In the paper mentioned LIE suggests a problem connected with invariants of
surfaces, the class desired being that which does not change owing to  deforma-
tion” of the surface.

ZorawskI t attempted the solution of this question and found a class of such
invariants.

ForsyTH, 1 in 1903 attacked the more general question of invariants due to
a purely arbitrary point transformation performed on the surface, and also
obtained in this manner the differential invariants of space. In his paper cer-
tain modifications are made on the LiE-ZORAWSKI method, one modification
being that he sought for relative, as well as absolute, invariants. The method
as modified by ForsyTH will be used here.

The invariant sought will, therefore, be such that if F' denote its expression
in the original, F, in the transformed variables, we shall have

F=QF,

(2=lr"'1r;k’l=lt"'1")r

where ( is a function depending only on the transformation.

Now if the transformation were a general one in the variables considered, it
is well known that Q would be some power of the Jacobian of the transforma-
tion. But the transformation is not perfectly general.

In fact, in our most general case, the Jacobian of X,, Z,, P;, P;, with ref-
erence to x,, z,, pi, pi,, where capitals denote transformed variables, and where
{k,l=1,2,...n;i=1,2...m} breaks up into two factors, the first of which is

Xle...XnZl...ZmP;P;...P:')
’

"

Ly Ty - Pa

fl =J (
and the second

stJ-(“—'Pi————’:'”').
--.pkl-‘-

*LIE, Mathematische Annalen, vol. 24 (1884), pp. 537-578.

t ZORAWSKI, Acta Mathematica, vol. 16 (1892-3), pp. 1-64.

t ForsYTH, Philosophical Transactions, ser. A., vol. 201 (1903), pp. 329-402, and ser.
A., vol. 202 (1904), pp. 277-333.
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Further, if the transformation is a point transformation, J, breaks up into

two factors,
JOEJ(X‘X"" X.Z ...z“),

XLy L2 2,
J=J (P P;. )
Pipy PR
Now if the number of dependent variables is greater than one, it may easily be

shown that the most general contact transformation possible is an extended point

transformation.
The discussion will be limited to those cases in which the factor Q is of the

form

when the number of dependent variables is greater than one, and
J—{nJ ue...

when there is only one dependent variable,

Now let F be an invariant of the type considered, and let an infinitesimal
contact transformation be performed on F.

The condition for invariance is that, ¢ being the parameter of the transforma-

tion,
dg
.FI=QF, or g= F—dT

when d¢ /dt denotes the increment of ¢ due to the infinitesimal transformation
and F, is F in the tranformed variables. Expressing the fact that this equation
holds for all such transformations as considered, we obtain a complete system
of linear differential equations, the solutions of which are the invariants desired.
In the course of the work the values of certain increments are required, and
they will be given now, before we consider the various cases in detail.
The following notation is used throughout : —

dz, i _ Al _ o
d_tl‘EEu & = s Uti=""’ d =i o‘gg‘_épk&’

of _ pi of _ pi

=T =t
where f is used to denote ome of the forms considered. If it is desired to
specify any one of the f’s particularly, the notation

i i
fA’ XA,k’ P;. k) ‘PA,M’

etc., is used.
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8 denotes a summation taken over all the expressions f.
In addition,

dz, = a,, dz, = b, dp; = ¢}, dpi, =¢i,,

dJ, » 90, ,
S =in(n+ 1)§ o, -m(n+1)§d—%

when m is greater than unity, and

dJ, o6
m’ﬁ(’ﬂ-{-])ay

dJ, = d (08 28

when m is unity.

The quantities 7}, 7}, , etc., are readily obtained in terms of the §’s and §’s,
and their derivatives by the method given in LIe-ENGEL, Theorie der Trans-
formationsgruppen, vol. 1, p. 544, et seq.

In the case, however, where m is unity the increment of the variables in an
extended infinitesimal contact transformation may be expressed in a particularly
simple manner.

The theorem is as follows :

Let there be an extended infinitesimal contact transformation in the n independ-
ent variables x,, ,, - --, x, and the dependent variable z, and let p,,,... denote
0" 2[0x, 0, Ox, - - -, where there are r letters h, k, 1, -... Then the increment of
P .. GQue to the transformation is (d'0[dx,dx, dzx,- - )8, where 8, with the
usual notation, is equal to

g_ g p;fu

and (d' 0/dx, dw,dx, - - -) denotes a total differentiation of @ in which the terms
containing the highest derivatives of z are omitted.
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For example, in the case when there are two independent variables,

co o6 o6 o6
1 é‘w +r oz’ = ar, + P oz’
&6 e ,0°0
=gt g 00 TP o2
o 2 9 0 &6
+ P (O:r p Vozop + P ox, ‘);2+ Prgy Cp,
, 26 9 0° 6 o6 o6
+ pi L op? + 2Pulu s ap.p, + P op? +Pu gy etc.

This theorem is known to be true * for the increments of the first derivatives
of z, and it may be easily proved for higher derivatives by induction.
The increments of the quantities \X, ,, Z, ;, I’ ,, I’} ,., owing to the infin-

itesimal contact transformation are determined by the method given by ForsyTH
in his paper already quoted.t

Using this method, we have the results

G DS D RL VS AL RS AL TN
—_ Ty = EYE LY A M A, A0t e ?
dt =ow, T e, W G, T O ’
dz LI} = 0¢, émio ol
STA 5 +Z iz +Z kopi +Z bl poi
- = S Mk . i Se I . i’
dt k=1C%) =15 ik C=a Tr €z,
DA n m pa ) )
BN B A T i+ B P
= ) k oA ApA Lk x 4ok
dt =1 'I’ﬁ i1 <P, it CPu ink CPy
Jd P* n 05 n Ot o
my __ LYV i /~ i 125 i
"(',t"'— Ot ‘I.'+Z(“A4+Z() P. Z(‘\A P/./.~'
k=1 CPus i= I'MV 1 mv cihk 134

The increments of the quantities «, b,, ¢}, etc., are readily calculated, for the

transformation changes 2, into x, + £, 8t, and therefore dx becomes dx, + Jd &, 8t
Hence

=) m
(lu _Zcfl_ l+2q§k1’ +E(E,_ o

S Cx, = cp)
Similarly

db, &8¢

(”'=Z o, fa -{-Zﬂ ‘{',\'*'Z p:\(""

with similar expressions for the other increments of this type.

*See LIE-ENGEL, Theorie der Transformationsgruppen, vol. 2, p. 82, 252.
t ForsyTH, Philosophical Transactions, vol. 201, p. 337, 338.
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§1.

We shall now proceed to the determination of invariants of expressions of the
first order. The case in which there is only one dependent variable differs from
the others in that the most general infinitesimal contact transformation is not
an extended point transformation. This case will therefore be considered inde-
pendently of the other.

Assuming F to be an invariant, and performing on it the infinitesimal trans-
formation corresponding to a function

0= C— épkfk:

we have the equation
dF
7t p(n+1)6,F=0.
If the variables occurring in F are
Lyy oy Ty 2y Pry s P XA,I’ ) XA,n’ ZA) PA,U Tty P;\,n (2=1---7),

this equation becomes on expansion,

n aF n aﬁv n aF
[L('Il-}- 1)0=F+ (0_1;17"0:»‘)5 +§(el¢+1)t0:)ai). _EGP‘ b:

»n aF . n ) n n
—SZ‘_)“ ZAP(_ol'p~"i)+ ore_zpﬂopﬁli Z+Z(0‘p'i+pp0nz)Pp
i=1 CX.‘ p=1 p=1 p=1

aﬁ‘ n n n
—s—’_f' ZXP(_el‘p’)-*- o:_zppeppz Z+Z(0:pz +ppozz)Pp
a[ p=1 p=1 p=1

n aF n n
-8 § a_R { ‘;Xp( - 01',;1'.-) + ';(—pperpm)z

+ Z(ar-?p + ppozm)PP + G:Pf} =0.
p=1 )

Now @ is a perfectly arbitrary function of the variables x,...2,,2,p ...p,
and the above equation must be satisfied for all values of 6.

Hence we may equate to zero the coefficients of the derivatives of 8, and
thus obtain the system of linear partial equations which F must satisfy.

The system is the following :

From 6

¢)) F,=0.
From 6,
(2) F,—8ZFy =0 (i=1---n).
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From 6,

® F,=0 (i=1,:,n)
From 6,

4) p(n+1)F+ Zp‘.Fm—SZFz—BZP..FP‘=O.

From 6,,,,, = =

(5) stFXs+SPiFXk=O (i=1, -y n;k=1,.--,n).
From 6, ,,

(6) sznppPpFX‘+s'PgFZ=O (‘i:l,"',ﬂ).
From 6, ,, , o=

(M) B(X,+ pZ)Fy,—8PFp =0 (i=1,--:,n;k=1,-,n).
From @_,

(8) S(Epppp)Fz=0.

From 6,,,

(9) s(‘X:-i.ptZ)FZ_s(lepPp)FPg=O (i=l""’”)'
From 6, , , ?

(10) s(Xk+ka)FPd+s(‘X6+piZ)FPn=0' (i, k=1,---ymn).

It follows from these equations that F must be a function of the variables
Al.l""}A Az.v"')A ""ZnZz:""ZnPl.l’""P

Lin) rn?
where

2,n?

Ai.EEAri.k+kai (i=1,--,r; k=1,---, n).

If we modify the system of equations by assuming F to be a function of these
variables only, it becomes

1) p(n+1)F=8ZF, + sﬁP‘FP‘,

(12) SP.F,,+8P.F, =0 (6, k=1, ---, n),
(13) SP,F,=0 (i=1,---,n),
(14) 8§4,F, —8P F, =0 (G k=1, ),
(15) 84,F, =0 (=1, - ),
(16) SAFp, +84,F, =0 (6, k=1, -+, n).

If we put aside for the present the first of these equations, the remaining equa-
tions form a complete system. The number of functionally independent solu-
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tions is, however, not immediately deducible, as some of the equations may
depend algebraically on the others. In particular, equations (13) and (15) show
that if the number r of expressions f considered is not greater than 2n, and if
all the determinants of order r of the matrix

do not vanish, F, must be zero.

Further, there is no necessity to consider more than 2n + 1 expressions f, for
if there were more than this number they could all be expressed by means of
any (2n + 1) of them.

Suppose that there is only one expression f, then F, , F;, Fjp (i=1,...,n)
are all zero, and therefore it follows that there is no invariant of the type sought
of a single expression f.

Next let there be two expressions f. Then Fj, F, are zero unless

A2,2 PZ, 3

Bat these relations are equivalent to the conditions that any equation
¢ (z;2p;) = 0 which lies in involution with f, =a, shall lie in involution with
f,=0, where a and,b are arbitrary constants.

Now corresponding to a particular value of a there are oo™~ characteristic
strips which go to build up the integrals of the equation f, =a.

Hence taking account of all values of a, all the surface elements (zz;p,) in
space of (n + 1) dimensions are arranged in oo?" characteristic strips.

The condition given above is easily seen to be the same as the condition that
f, = b determines the same system of oo characteristic strips.

Exactly similarly in the case of » expressions f, there are obtained oo™
(2n — r + 1)-fold manifolds which ate common to the first (» — 1) equations
fi=a, - f_,=a,_,, where a, ---, a_, are arbitrary constants, and the
conditions in virtue of which F,, F,, ..., F, are not zero are the conditions
that these manifolds should also satisfy f, = a_ for all values of the constant a,.

We accordingly neglect this particular case, and then all the differential coef-
ficients F, are zero, provided r < 2n + 1.

The system of equations which F' satisfies is readily integrated, and it is seen
that F must be a function of the PoIssoN alternants

[Aif] (A u=1,2---7),

and in addition must satisfy equation (11). This equation merely expresses the
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fact that F must be homogeneous of degree u(n + 1) in the quantities P, and
F is therefore a homogeneous function of the quantities

[f'\f“] (A, p=1,2---7).

There remains one case still to be considered, namely that in which we have
(2n + 1) expressions f. In this case there exist invariants of the form
[Af.]J(A, u=1,2,..., 20 — 1) and among these the only relations are those
of the type [£if, ] + [£./a] = 0.

We therefore have n(2n + 1) functionally independent solutions of our
system of equations.

But returning to this system, we find that it consists of 2n* 4 3n equations
in addition to an equation which expresses a condition of homogeneity. There
are (2n + 1) variables involved in the equations, and the equations are now
algebraically independent. They therefore possess (2n + 1) — (2n* + 3n)
functionally independent solutions.  Of this number, (20> + 7 + 1), n(2n + 1)
are accounted for, and therefore one solution still remains to be discovered.

It is readily seen that this solution is

Zx Al,l Al,z’ Pl.l .P1,27 Pl,n
Zz Az,l Pz,n = J.
’Zzn+l A2n+l. 1 Pzn+1, n

If we substitute in (11) we see that, if Fis J, u is equal to unity.

Collecting results we see that the only functionally independent relative invari-
ants of our type, of r expressions f, are the alternants [f, f,] if r is less than
2n+ 1, and if r is equal to (2n + 1) there is one additional invariant, the
Jacobian of the forms with respect to the variables involved in them.

It is well known that the alternants [ f,f, ] are all invariants of the forms f.

The theorem that these are the only invariants of the type sought, has been
given by LiE, * who, however, merely suggests the method of proof. Further,
L1k has apparently overlooked the additional invariant which arises in connec-
tion with (2n + 1) forms though he must have been perfectly familiar with the
fact that the Jacobian is an invariant.

§2.

Let us now consider expressions involving one dependent variable, » inde-
pendent variables, and the derivatives of the dependent variable with respect to
the independent ones of the first and second orders.

The variables involved are now

%y Xyy Lyy ccy Loy Prs Posy s Prs "y Pix (i) k==1,2---2).

*LIE, Mathematische Annalen, vol. 24 (1884), p. 578, and Gottingen Nachrichten
(1872), pp. 478-479.
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The invariant sought will be a function of these, and of the first derivatives of
the expression with respect to the variables involved in them.

Assume that the infinitesimal contact transformation is determined as before
by a function 6, and that F is the invariant. Then the equation satisfied
by F is

dF o6 n(n+1)c’9 n d (26

Expzmd this, and it becomes

» dp, | v pag dz ; A,
~dt + ZF It z. E, dt .,21'"“3 dt + SI/ dt + S?;f’ o dt
, II) "
+SZF» +SZI"B i 7‘9“‘2 =0
r=1

where
n
A= (n+ 1)(;L0+ 2;&.),
p=(n+1)p,.

As before, F'is an invariant to all contact transformations, and therefore, if
we substitute in the above equation the values of

dz dx, dZ
At de? 7 A

in terms of € and its derivatives, and if we then equate to zero the coefficients
of the various derivatives of 6, we obtain a system of linear differential equa-
tions which F must satisfy.

If we equate to zero the coefficients of

6,6,,..-,06,,86 L6,

sy Ooyiy . i y YUpor
we obtain the following system of equations :
F =0, F, =0 (i=1,2 - n),
F,—8ZF, =0 (i=1,2 - n),
F, — SP. Fy =0 (i=1,2 - n),

F, —SPF, —8P Fy=0 (i,k=12 - ni+k).

We therefore introduce the variables
A'.= ,\'i—{-]:'.Z-i- Z['il;‘l)k (i=1,2, - n),
h=1

and then these equations show that /' is a function of
g Y/ pl Pl ) P
A, A, Z, P, -, P, P, P, I

n nn?

only.
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The increments of the A’s due to the transformation are readily found, and

we have
dA, d i)
~a=-Ea(E) 2l (am)le

where (d?6/dzx, dx, ) denotes as before the differential coefficient of 6 with respect
to «, and x4, in which z, p_, p,, are taken to be functions of the o’s, the terms
containing third derivatives of z being omitted, and d/dx, is written for

0 0 LJ 0
a_w’i + pi'g? + Elpika';h°

It is easy to show that

d( d&d \_ d 0 \ d d% d*é
de \ dx, dx, ) ~ dx \ d w_‘d:c';) = dz, \ dz,dr, ) = \\ d,dx, dx, )
where the last expression denotes d*6/dw,dx,dx, with the terms containing

third and fourth derivatives of z omitted.
The increments expressed in the variables A, Z, P are therefore as follows :

g T ((Eme )

azZ n o0 d:0
_E—-ZA*0p6z+Zo+EP"d +26z( )P

dP ZA

w ac
a0
"610.610,‘ }:" PO, + Z ap.(

0 d
t Zapu(da:dw )P
If F is taken as a functionof 4,,---, 4,2, P,,.--,P,, P, P,,---, P,,
the equation !

a+[oregan]r-o
ngA‘{EA o ZP,k((,j%@))}

+SFZ{§A”.. Z”--ZE’P*’g;ﬂ*gi(ded%k)}

z: (S 460 -Lp 2P0+ 2Py (g )]

0 d*0
_— A6, F=0.
{ Fus aphl: (da:adzp )} + [ + I‘g k]

becomes
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Equating coefficients of the’ derivatives of 6 to zero, we obtain the following
system of equations :

aa7) B[ PupFy+ PuFy+PyF, ] =0 (idj, ik, ki),

(18) 8 [PyF,+ P,F,]=0,

(19) 8[PyF,]=0,

(20) 8[P,F]=0,

(21) s[AiFa_PdFP¢-P«FPa—'§PuFPV]+I"F=0;

(22) 8| 4.5, ~ B,Fo—Z Py~ B,F;, | =0 (i),

=1

(23) 8 [P,F,] =0,

(24) 8[4,F,]=0,

(25) 8[A,F, + A,F] =0,

(26) s[ZFZ+ZP€FP;+2P¢pFP‘p]=xF (i?jvk=l)21"'v”)°
=1 aB

There now arise two cases to be considered. In the first case P =0
(i,j=1,2,--,n), and our expressions are therefore of the first order. In
this case the equations become

8[A,F, — P,Fp] +nF=0,
8[4,F,— P,F,] =0,
8[P,F,]=0,8[A4,F;]=0,
S8[A;Fp+ A, Fp]=0,

s[ZF,-+ Z';P‘F,‘]=w (1r§=1,2, ...n).
t=1 ’

These equations are almost identical with the set (11)...(16); they must
of course possess the same integrals as that set, together with others arising
from the facts that equations of the type (12) have not now to be satisfied, and
that u, which is an arbitrary constant, has the particular value zero in the first
set of equations.

It is easy to see that the integrals still to be found are functions of the varia-
bles A alone, and therefore they satisfy the equations

84,F, + pF=0,

8A6F41=0 (6, 5=1,2,---,m).
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Assuming that there are r expressions of the first order whose invariants we are
seeking, the solutions of the above equations are easily seen to be the n-row
determinants of the matrix,

Al,l A2,l Ar,l%
I

A1 AP
: |
y |
lAl,n e Ar,nl

provided that r is greater than n.

There are no additional solutions if » is less than n.

These solutions are the Jacobians of sets of n of the forms.

We shall now consider the case in which the quantities P, are not all zero.

Before discussing the general case, we shall consider the case in which there
are only two independent variables.

We shall take in order the cases in which there are one, two, three expres-
sions of the second order whose invariants we are seeking.

In the case of one such expression,

Fo=F,=0=F,=F,=F,,
2P, F, + P,F, =uF,
P,Fp +2P,F,, = uF,

9P F, + P, F, =0,

2'P22FP13 +P21FP11=0‘

These equations show that # must be a homogeneous function of “the algebraic
invariant of the binary form

(Pyy, 3Py, Py « )*.
Hence F'= const. x (P}, — 4P, P, )**.
To interpret this invariant, suppose that
S (=, @y 2 p) py Py Py Pra) =0

is a differential equation of the second order.
Let z = ¢(x,x,) be some non-singular solution of this equation. We define
two directions on this integral surface by means of the equation

P, de}— P dx dx, + P dx}=0.

Along one of the curves thus determined on the particular integral surface,
X, T3y 2, Py Pyy Pus Pigr Pa are functions of a single parameter while dz,
dp,, dp, are determined from the equations
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dz = p,dx, + p,dx,,
d[)l =Pudw1 +p12dx2’
dp, = p,yd, + p,,dz,.
dr dp,,
de. T Pz,

df dp,, AP,
do,t Prgy, * Py, =0

Also
. dp,,
+ P22 d—xz = O,

The system of seven equations thus obtained are equivalent to six distinct
relations, and they determine the ¢ characteristics ”’ of the given equation f= 0.

The fundamental property in connection with the curves obtained is that if
two integral surfaces have contact of the first order along a characteristic, and
if they have contact of the second order at any one point of this curve, they
have contact of the second order all along the curve.*

We notice that the directions of the curves are given at every point by means
of z= ¢(x,x,) and P, dx; — P ,dx dx, + P,dx} =0

Now the transformation considered changes an integral surface into an inte-
gral surface, and also a characteristic upon an integral surface into a character-
istic upon the transformed surface. We therefore expect P, dx] — --- =0 to
be an invariant of the expression considered, and we also expect any function
geometrically connected with it to be an invariant. P, — 4P, P,, was there-
fore a priori to be expected as an invariant.

We next consider the case of two expressions f, and f,.

It is easy to see that the only invariants are the algebraic invariants of the

two binary forms
(Pl,ll%Pl,l‘.’Pl.no * )2)

(Pz.uéPz,sz,zzQ * )2)
unless the condition

Pl,lz PZ,I'.!

PlnPﬂzzl |P|1|P2n|
Pl,ll Pz,n

I i
\Piie Py IP’szzz!

x|
holds.

These invariants have an immediate interpretation from the theory of char-
acteristics. I is itself one of the invariants above mentioned, and I = 0 is the
condition that the two quadratic forms above mentioned, when equated to zero,
have a common root. Therefore, unless the characteristics of f, = 0 have one
direction common with those of f, = 0 at every point on a common integral sur-
face, the two expressions have only three functionally independent invariants of

* GOURSAT, Equations auz dérivées partielles du second ordre, vol. 1, pp. 170 seq.
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our type, namely those of two quadratic forms. Suppose now that I is zero.
Let m be used to denote the common root mentioned above. Then

Pl,uPz,zz"Pz,uPl,zz PlﬂPﬁlZ_PiﬂPl,n.
PI,I2P2,11—P2,12PI,11 Pl 11P2,22—P211P122

Let H denote 4, , P, ,, — 4, , P, ;, and let K denote 4, , P, jo— A, ; P, ».
Then it easily follows that K + mH satisfies our system of equations provided
it is zero, and further, this is the only additional solution the system can have.

We may verify that

m= —

d db,  df,  1d6, dd,

Hence K + mH is not an invariant of our type, although K+ mH=0is an
invariant relation.
These two equations
I=0,
K4+mH=0

have an important signification in the theory of differential equations. They
are* the conditions that the two equations f, = 0, f, = 0, form a system in in-
volution, in other words, they are the conditions that the two equations have
a system of common integrals depending on an infinite number of arbitrary
constants.

We shall now consider invariants of three expressions f,, f;, f;-

From the system of equations it follows that #, = 0 unless all the 3-row
determinants of the matrix

Al,l An,z Pl,l Pl,z Px,u P1,12 -Pl,22
Az,l Az,z Pz,: Pz,z Pz,u Pz,lz Pz,zz

13
As,1 A3,2 PS,I P3,2 Pa,u P8,12 P3,22
are. zero. .
Also Fp, is zero unless all the 3-row determinants of the matrix

'An,x Ax,z Pn,u Pn,n Px,zz
A2.1 Az,z Pz,u Pz,n Pz.zz

As,l 'A3,2 'PS,II ‘P3,l2 P3,22
are zero.
Assuming that the conditions mentioned are not satisfied we see that

Fz=0’ FP|=O’ FP’=Oo

* GOURSAT, Equations aux dérivées partielles du second ordre, vol. 2, p. 40 and p. 76.
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The functionally independent solutions of our equations are then seen to be
the algebraic invariants of the binary forms (K, H = ):

(I)I,ll’ %Pl.lz’ 1,1.226 * )
(Pz.m 1P, DPip) > )2’
(Ps.ln )‘1)5,1" Ly oy =),

where
P P,, I’1 uo A, :
= A4,, A,, ' l‘I’l 12 ',
L., P, 1’3_ 22‘ LPo L,
P, , A
KN='4,, :— P, .
P, :AH l

It is important to notice the meaning of the equations I{ =0, K'=10. They
are in fact the conditions that the three equations f, =0, f,=0, f,=0have a
common integral surface. *

The three quadratic binary forms and their invariants have as before, imme-
diate interpretation from the theory of characteristics, but the linear form
Kda, — Hdz, has no such immediate interpretation.

As another example of invariants of this type we shall now consider the case
in which there are two expressions, one of the second order and the other of the
first.

The equations are readily solved, and the solutions are the algebraic invari-
ants of the two forms

(1)1,11, 3 11"7 1:.0 * )2
(Az,:n - As,nQ * );

where 2, ,, I, \,, P, ., are all zero. We know that
1)1' "(,"::-: - I, e, "‘l'z + 1,|.".2”."3f =0

is the equation for the directions of the characteristics of f, = 0. It scems,
therefore, important to consider the meaning of

A, de,—(— A, )dr,
or

Ay dey + A, pde,.
But this is equal to df,, provided

dz—p de, —p,de, =0, dp —p, de — Pade,=0, dp, —pade, = pyde,=0.

*VaLyl, Crelle’s Journal, vol. 95 (1883) p. 100 ; GouRsaT, loc. cit., vol. 2, p. 199.
Truns. Am. Math. Soc. 21
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We thus have an interpretation of both invariants.

We now return to the general case, when there are n independent variables.
The equations (17)—(26) possess all the invariants of our type as solutions.

Suppose that there are » expressions f. Then from (19), (23), (24),
F,;=0 unless » is greater than in(n+ 1)+ 2n, or unless all the r-row
determinants of the matrix

1'Pl,ll P P

L12 Linn

Pl,l P,

1 2 R

12
vanish.
Also the equations (17) (18) show that unless the determinants of another
matrix vanish, ¥/, = 0 for all values of i.
Suppose that ¥, ¥, , ..., F, are all zero. There remains the system of

equations for #'
8( P, Fp)=0,

8 [P,.F,.‘ + P Fp +) P,.,F,,._j] —uF =0,
=1

S[4,Fy+ A, F,] =0,

-

s[zPiFPe+ZP¢BFP¢ﬁ =XF (i'j)k=l”"n")-
i=1 af g

and the fourth of these equations shows that F'p is zero for all values of <.
Hence the system becomes

S[P“Fpﬁ"' iP"jFPg,]—F’F= O’
Jj=1
s[kz_lp,‘jFPHJ, Pj,F,,ﬁ]=0,

s[zpaﬁFPas]=xF (i,4, k=1, .-+, n).
aB

Hence A = nu /2, and the invariants required are the algebraic invariants of
the system of quadratic forms
Z P aB wuwﬁ ’
aB

where none of the magnitudes P,; is repeated and P,; = Pg,.
These quadratic forms are easily seen to be those which ForsyTh * calls

*ForsYTH, Philosophical Transactions, ser. A, vol. 191 (1898), p. 2.
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“characteristic invariants’ when there are only three independent variables.
This name might with advantage be extended to the general case in which
there are n independent variables.

We now return to the case in which #, F, , etc., are not all zero.
Suppose that there are three independent variables, and two expressions f.

Then if 7, , etc., are not zero, all the 6-row determinants of the matrix

E'Pn,n 0 0 'Pl,l'.' Pl,?‘.’. 0 0 P13l Pl,33 Pl,23

Pow 0 0 Py Pou 0 0 Py Py Pyy
0 P O P P Py Py O 0 P,
0 Pum O Py Py Poy Poy 0 0 P,y
lo 0 P4 0 0 P, P Py P P
1o 0 P 0 0 Py Py Pou Py Piy

-must vanish.
Let S; denote the characteristic invariant of f,, then it is easily seen that if
we construct the cubic forms

Sl'rl ) Sl:v2’ Slx3 ) Szzl ) Sz‘"’z ) Szxs )

the above matrix is the matrix of the coefficients.

Hence, if our conditions hold, the above six cubics must belong to a five fold
linear system. Expressing this condition we see that S, L, + S,L, = 0, where
L, and L, are certain linear forms.

Hence either S, and S, both break up into linear factors, or §, is equivalent
to Sl .

In the case in which there are three expressions f, the conditions give

S L, +8,L,+8L=0,

where L, L,, L, are linear. Hence, in general S|, S,, S, regarded as conics,
have two common points.

The generalization is immediate, and the condition in order that invariants
involving the magnitudes A4, of » expressions f in n independent variables exist,
are equivalent to the conditions that r linear forms L,, - - -, L_should exist such
that

>8L,=0

i=1

identically, when 8, is the characteristic invariant of f,. It is readily seen that
these conditions may be expressed by the vanishing of certain algebraic invari-
ants of the » quadratic forms S.

An upper limit to the number of these conditions may readily be obtained.
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This upper limit is n(n+ 1)(n + 2)/3!—nr + 1. The number may fall
below this in certain cases, for example, if n = 3 and r = 2 it is 4, whilst

n(n + 1)_(11 + .2)

T8 —nr 4+ 1=25.

If all the linear expressions L are equivalent, the conditions require that
constants A can be found such that > AS=0.
The number of conditions for this is readily seen to be

n(n+1
( 9 )—l'+].

This number is less than the previous one if [n(n +1)/6 — 7] (n—=1)>0,
and the second conditions are all independent.

Hence, if » is < }n(n + 1) the imposition of n(n +1)/2—r 41 con-
ditions is sufficient to cause the remainder to be satisfied.

Further consideration of this question will be omitted from the present paper.

Suppose the conditions in question to be satisfied. We then obtain a solution
of the set of equations in #, which is a determinant linear in the magnitudes
A. Call this determinant A, then in a manner strictly analogous to the case
when « = 2, it may be shown that A = 0 is an invariant relation, provided the
previous set of conditions holds.

If there are solutions of the system of equations considered which involve
the magnitudes A, the derivatives ¥, are not necessarily zero. From the
equations of type (20), we see that, if F,, 4 0, the matrix

I > o)
il_)l,ll Il,ij Il,nu

|: > > :
" 'I r 11 oo 'I », ij -Pr, nn
must have all its r-row determinants zero.

In addition, all the equations of type (25),

S(A; Fp+ A, F,)=0,
must be satisfied.

Now take any one of the determinants of the above matrix, replace one of its
columns by the magnitudes P?, ;, 7%, ;,, ---, I’, ;. Call the determinant then
formed A,. Call the similar determinant with A, instead of 2?;, M,. Then
P, only enters through A, and the equations (25) become

MF, + M,F, =0 (irj =1,y 7).

Hence if an invariant contains I°;, we see from the case when i =j, that M/,
must be zero. If M;=0and F, 4 0, weseethat M. =0 (j=1, ..., r); and
if #,,=0and M, 4 0, wesee that ¥, =0 (j=1,2,---,7r).
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Hence either none of the magnitudes P,(i=1, .-, r) occur in any invariant,
or all the magnitudes M (i=1, .-, ») are zero.

It is easy to see that if all the given conditions are satisfied, then the magni-
tudes A, satisfy the remaining equations, and therefore these magnitudes A, are
invariants.

There is no invariant involving Z unless all the conditions given in con-
nection with the magnitude P, are satisfied and, in addition,

AI=A2="'=A'=O-

If all these conditions are satisfied, there is an invariant involving Z given
by replacing any column in any r-row determinant of the matrix

lPln Pl.ij I.)I.nn?
lp pj p!
by Z,,Z2,,---, Z,.
§ 3.

We have not as yet considered invariants which involve the magnitudes
de;, dr, dp,, dp,(t,j =1, -+, n).

It is clear that invariants of this type do exist. For example, it is easy to
verify that

z; P gdx,dxg

is such an invariant.
The work is somewhat simplified if we take as variables

dz, = a,,
dz — Y pde, = u,
i

dp, — Z Py dzj =0
J

(itj=lv."" n).

dp;=c,.
The increments of these magnitudes are readily obtained. We have
da, a6, o6 du

SmE e By dmte

dv ot Z v + 8,

d
a0 &,
(=2 ((da«“"—idm,dwk) )ou+ () v

@, \, L 4., b, o (_d%
+ ; (d:c..dwj) dw ut d'c et E 7 OPas (dzd:c )
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If F is an invariant, the equation which it satisfies is similar to the one given
in the previous section, but it contains the additional terms

d, a6, &0
Z «:,{E(, 1+a +ZW"'A}
+Fou+F, {-“9 », }

+ 3 {3 ((am) )+ ()

ds,, ~.dé, 0 a6
+ ; (da:‘dw,) Y+ d'c U dx Yy + § CPag (dac..dxj) Cap } Iﬂcif'

The equations for # are now

(27) 8[P.F,+ P.F,+ P;F,]—,F, —aF, —,F, =0
(isj, ik, ki),

(28) S[ P, F, + PiiFA,]-achﬁ_aiﬁ'q,—_'O;
(29) §P,F,—uF, =0,
(30) SP,F, —v,F, =0,

8 [ AF, —PF,—P,F, - Y P, F,,] + uF

Jj=1
(31)
- aiFu; + ”1Ev‘ + ¢y F, e T+ Zcq
S[AiFAj- PjFpl—ZPHFPH-PﬁFP;;]
k=1
(32) n
- ajFa,» + 'l’iF',j + c‘JFc»« + chtib-=O)
k=1

(33) §[P,F,] —uF, =0,
(34) 84,F,—uF, =0
(35) S[4,F, + A, F,] ~v,F,—0,F, =0,

(36)S[ZF,+ZP;Fpi+EP,3F,,aB]—(Eca, +uF+Zv )
i=1 aB - af

=AF (4,4, ka By =1,---,n).

We first consider the particular case when all the original expressions f are
of the first order.

In this case P; = 0(i,j=1, .-, n), and it may be readily seen that 7’ does
not in general involve any of the magnitudes c,,.
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We have therefore the reduced system of equations for #':

(37) S[AF,—PF,] +uF—aF, +uvF, =0,

(38) S[A4,F,— P,F,]+vF, —aF,=0,

(39) SP,F,—uF, =0,

(40) $A,F,—uF, =0,

(41) 8[4,F, +A,F,]—vF,—t,F,==0,

(42) s[ZFz-'-ZP..FP‘]—uF Z'vF -—XF (i9j=])"'yn)'
i=1 i

From (39) and (40) we deduce that # must be a function of u, W, P,, 4,
where
W=uZ+ 3a. A, + Tv,P;

and the equations for #" are now

(43) S[A,F, — P,F,] +uF=0,

(44) $[A,F,— P,F,]=0,

(45) 8[A,Fp + A, Fp] =0,

(46) S[Z PF] +uF,=\F (hdy =1, m),
i=1

Hence the quantities W are absolute invariants, and in addition there are the
invariants given in the previous section. Also u is an invariant.
The additional invariants obtained are readily interpreted. The tunction

u=dz— Y p,du,,

is an invariant arising in connection with the contact transformation itself, and
W may easily be shown to be

d_.f=——d +Z dw+za dp

Suppose that u,= 0. Then unless the r-row determinants of the matrix

'i4l.l 4].u Plyl I_)l,n
!Anl Ar.» Pr,n cte Pr,n
are all zero, and F', is zero.
If we write v, = A _,, ,and a, = — P__, ., the set of equations becomes the

same as that given previously in whlch there were (» + 1) expressions and in
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which the variables dz, dux;, dp,, did not occur, the last equation only being
different. The additional solutions are therefore [ f;, f.,,] (i=1, ---, ), which
are df,, df,, - -, df, subject to the condition that u = 0.

We now consider expressions #’ of the second order. Suppose first that u 4 0
and that v, - -, v, are not all zero.

Write L for
wZ+ A+ 3 0P+ Zc’asPaﬁ’
i i ap

then F is readily shown to be a function of the variables u, L, v, P, 4,
({,j=1, ..., n), which satisfies the system of equations
S[PyF,+ P.F,+ P,;F,]1=0 (jtkk+i,i+j),
S[P;jFA‘-i- P""FA),] =0’

8 [A,.FAi — P, F, -3 P, FP] 4t uF 40, F, =0,
Jj=1

8 |—A,.FA,,— P,F, -3 P,,IFP“] +vF, =0,
L k=1

S (Z P, FP“) +uF,+Y v, F, =\F.
ap i=1

The magnitudes L are therefore invariants. In addition w is an invariant,
and the remaining invariants are solutions of the given system.
L is readily shown to be

s o o of
Y=ot gt L Wit R, e

and it therefore admits of an immediate interpretation. There are also the in-
variiints obtained in the preceding section which do not involve the magnitudes
v, (i=1, ---, ) and the remaining invariants are those solutions of the set of
equations last given which involve these magnitudes.

We see that when certain conditions given in the preceding section hold, the
quantities F', (i=1, ---, n) are all zero.

There remains the system

S(PuFP,-‘ + .ZIPVFI’V) —o, F,=uF,
J=

s ( PﬂFP,' + ; ijFi’H) - vtFnj = O’

s(§P¢ﬂFP¢,)+;v¢R"=7\F (4jy e, By=1, -+, »).
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The solution of these equations is a function of the algebraic invariants and
covariants of the r quadratic forms

Z P oy,

In addition, this function must be homogeneous in the variables v.
These forms

ZPuv v,

are those which have been referred to earlier as the Characteristic Invariants of
the expressions f.

Now suppose that u and the quantities v are all zero.

In this case F, and F), (=1, ---,2) are all zero unless all the r-row
determinants of the matrix

‘I.)l n "'I')I,U"'I_)l,nnji

Prll"'Pr,v"'Pr,m‘.i

vanish.

We assume that these conditions are not satisfied, and therefore F'is a func-
tion of @, 4, P ,c, (i,j=1, .-, n).

The equations of types (27) and (28) are satisfied by the magnitudes

L EA.a."‘E Tk )k

It may readily be shown that these are the only independent solutions of this
set of equations unless it is possible to make

3> S.B,+AK=0
i=1

identically, where any n variables y,, y,, - - -, ¥, are taken, and the magnitudes
B, are linear functions of these variables, K is a quadratic function of them,
and

S, = ZBPi,aﬁycyﬁ)
A= ; a.y,

This equation can be satisfied by making the linear functions all equal to 4,
multiplied by certain constant factors. This leads to solutions of our system of
the type L.

If we assume that there is no other way of making the expression considered
an identity, we see that the quantities I are the only invariants involving the
variables 4, (k=1, ..., n).
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It is readily seen that these expressions L are equivalent to the expressions
df, subject to the conditions
u=0, v, =0 (k=1,2,--,n).

It is easy to show that the remaining solutions of the system are the algebraic
invariants of the system of quadratic forms S; and of the linear form 4.

These forms § are again the characteristic invariants of the expressions f;
they have however, in this case, the magnitudes y for independent variables.

Combining our results we have the following theorem :

All invariants, of the restricted type considered of r second order expressions f
in one dependent and n independent variables are

(1) Euxpressions of the type df.

(2) Algebraic invariants and covariants of the quadratic forms

of

where the v’s are the vuriables, and

v, = dp, — ;Pudxi'
provided

dz % D p,da,,
=1
and the v’s are not zero.
(3) Algebraic invariants of the quadratic forms

of
25 Y
Y apij
and of the linear form
Z y;dec;,
i=1

where the y’s are the variables, provided that

dz = Z:P.-d% dp, = gpikdxk‘

i=1
In the above there are two sets of restrictions on the expressions f.
(1) The r-row determinants must not all be zero in the matrix

il:)l,u Pl.(')' Pl,.m'
! Pr. 11 tee Pr.i[ o Pr, nn

(2) It must not be possible to satisfy the identity

> 8,B,+ AK=0,
i=1
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where S, B, A, K, are as previously defined, except by making the B’s all
constant multiples of 4.

The case when the second of the above restrictions is removed requires further
consideration. It is obvious that it must be removed if r is great enough, but
the whole question will be left for future consideration. At present we content
ourselves with a discussion of the case when n is two.

For one expression f, SB + AK = 0, provided that S admits A4 as a factor,
since we are neglecting the possibility of B being A4, where A is a constant.

This gives P, a — P,a,a,+ P,al =0, as the condition for the existence
of further integrals.

If this condition is satisfied, the equations of type (27) and (28) possess the
two solutions

a = 4,a,a,+ Pya,c, + P, a0,

(12 = Azalaz + Plla2c12 + P%alcll’

instead of the single one already given.
It may readily be shown that there are no new invariants, but if

I= P, a;— P,aa,+ P,a}=0,
then the two equations
a,= 4,e,a,+ Pya,c, + P,a,c, =0,
a, = Azalaz + Puazcn + Pzzalczz =0

are an invariant system.
We observe that I is an invariant.
The equations I =0, a, = 0, a,= 0, taken in conjunction with

dz= p,dz, + p,dx,, dp, = p,,dx, + p,,dz,, dp, = p,,dx, + p,,dx,,

have an immediate and important interpretation in connection with the differ-
ential equation f= 0. They are precisely the equations for the characteristics
of this differential equation.*

Now suppose that there are two expressions f. In this case there are four
equations in seven variables of the types (27) and (28). They therefore possess
in general three integrals. Two of these are already known, and are df;, df,

The remaining one may be expressed as the determinant

A'1,1) Xl,ﬁ’ 0
Kx,n I(l.z; I |=A,
K, ., K. I,

* GOURSAT, Equations aux dérivées partielles du second ordre, vol. 2, p. 174.
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where
\=2P a,— P,q,,
A, =2P,q — P,a,
K =awa,4,+ an‘zclz + Pya,cy,
K,=a,a,4, + Pya,cy+ P,a,e,,
I=P,at— P,a,a,+ P, a;.
It may easily be shown that A/a, a, satisfies the remaining system of equa-

tions, and therefore the complete system of integrals is df}, df,, A/a, a,, and
the invariants of the binary forms

(P s 3Py 12y Pl ) (Py 115 3P 1) P, ] = ), (), anf * ).
We omit for the present the interpretation of A, and proceed to consider the
case in which there are three expressions f.
In this case the equations of types (27) and (28) have the five functionally
independent integrals df,, df,, df, and

P, 4, P 4,, Py Po»
H= P,,, Ay, Pym— |4, P, P,
Ps, 1 As,l Pz, 22 Aa,z Pa, 12 Ps,zz
P, 4,, Pp P, P, 4,
K=|P,, A-z,z Pz,z-.'. - Pz,u Pz,lz 4,1
Py A4y, Py Py Py A,

We substitute these integrals in the remaining equations, and the complete
system of independent integrals of the equations thus obtained is the system of
invariants of the binary forms

(Px,n’ %Pl,l‘.’) P:,zzq * )2;
(Pz,u: épz,n; Pz,zzq * )2,
(Ps,us 3Py 105 Ps,zzQ * )%,
(K, Hf ),
CAXARDE
If we take the variables to be ¢,, — a,, we see that the solutions in question are
the invariants and covariants of the binary forms

Ka, — Ha,,
P:,na«g"‘ Pl,lzalaz'l' Px,zza?:

P, a3 — P, ya,a, + P, pai,

2 > 3
P, yai — Py 0,0, + Py a3,
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In addition to these there are the three solutions df,, df,, df,, and these are all
the functionally independent integrals of our type.

§4.

We shall consider to a small extent the more general type of expression f,
that is to say the type in which there are more dependent variables than one.

Let there be m dependent variables, z,, ---, z,, and as before let there be n
independent variables, x,, ---, ,. We use the same notation as on pp. 288,
289, and in addition df/dx, = 4, .

In this case, the most general contact transformation possible may easily be
shown to be a point transformation.

Let the expressions f, be of the first order, that is to say, let them be functions
of the variables ,, z,, p; (i=1,2,---,m; k=1,2, ..., n).

If Fis any first order invariant we have

I
(F=(# aQ, 40, )F,

dt vt o
where
A9, _ 08 0%
dt &g cx, T ez’
dQ, LS )
dt _:=1 k=1 6]’;; ’

and p, p,, have the meanings given on p. 288.

Expanding dF/dt and equating to zero the coefficients of £, , §;, 0¢,/0x, , we
see that the variables 2, z, do not occur explicitly, and that the variables p, «,
only occur through the variables .A4.

We assume #' to be a function of the variables 4, Z, P, and

a, = dx,,v,=dz, = Y pidx, (k=1, -, m,i=1,---, m).
k=1

The values of the various increments involved are the following :

,l mn 6‘. E
w =5 5k, k
dtak AZ=183ALA+MZ=(IM »
d 00,
%= Ly O
dA, i f &6,

~w=LiacEEe

'=l =1 p=I1

" d:r dr
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h m n
—ii—P——ZP;g—q -2 P :,If‘ (hyA=1,2, -, m; k=1,2, ", n).
o=1
Also

do, df,‘ 26,
b Gt g = h g ,§ e

k*l

where u and v are constants depending on g, and .

We substitute these values in the equation for ' and equate the coefficients
of the various derivatives of & and ¢ to zero. We thus obtain the following
system of equations for F':

(47) a,F, —8A4,F, +8Y P.F,i=0 (oK),
=1
(48) 0, F, —8A4,F, +8) PiF,i=uF,
i=1
(49) vaFa._SAszA=O;
(50) vF,—8ZF;, —8 ZP;;FP2=O (241),
k=1
(51) vwF, —-8ZF,—8 ZP;FP;;=DF,
k=1
(52) —8P.F, —SPF, =0,
(53) —8PiF, =0

(o kyp=1,--,n); (42 =1,---,m).

The equations (49) give solutions of type

A= Ea 4 +va‘ s

and the equations (53) then show that the A’s cannot enter into # unless the
number » of expressions f, is greater than mn.
From equations (52) we deduce that the variables 4 do not occur in # unless

r>3im(n+1).

In the case when m is unity, the equations are not all independent, and »
need not satisfy this last condition.
Suppose that r is less than this number, then #' is a function of the variables

vy, -+ v, P}, -« P, whicn satisfies the equations

m

8§ P,Fn=0, (c+k),

i=1
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L2 .
$Y P; Fp=uF,
i=1
L .
Sg P;F,,z —oF, =0,

8 P:Fu— v F =—vF.
k=1 & i

The last two equations show that /' must be an invariant or covariant of the
linear forms

n
EP)“,kvt (k=1,2, . ,n;4=1,2,---,r).
i=1

The two first equations show that #' must at the same time be an invariant
of the linear forms

n
Z:.P:’,,y‘ (i=1,2,---,m; 2=1,2,---, 7).
k=1

BRYN MAWR COLLEGE.




