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1. Introduction. Our present object is to carry out application of La-

place integrals (leading to convergent factorial series developments) to the

fullest possible extent in the field of linear differential equations,

(A) Liy) -¿¿»_t(*)y<»>(*) = 0;
fc=0

and, secondly, in the field of linear difference equations

n

(B) Liy) =. £ dn-k(x)y(x + k) = 0.
k-0

In both (A) and (B) the coefficients are given by convergent series of the

form

00

(1) dn-kix) = Y,dn-k..x-'ip (integer/» ^ 1),

and d0(x), d„(x) p^O. In view of the fact that the two mentioned fields are to a

considerable degree analogous, it has been found convenient to give the

developments for both of these in a single paper.

Another outstanding method, a method which previously had been

applied with complete success in the two indicated fields, as well as in the

field of a-difference equations, is that based on the study of asymptotic prop-

erties of solutions. In this connection the starting point is given by the full

sets of formal series solutions (in general divergent), which are known to

exist in all cases. Existence of a complete set of formal series solutions for a

difference equation (B), as well as other results of a formal character, have

been established by G. D. Birkhoff. f For differential equations (A) existence

of a full set of formal solutions follows from a work of E. Fabry.J In the

* Presented to the Society, December 27, 1934; received by the editors April 18, 1934.

f Formal theory of irregular linear difference equations, Acta Mathematica, vol. 54 (1930), pp.

205T246.

t Sur les intégrales des équations différentielles linéaires à coefficients rationnels, Thèse, 1885,

Paris.

80



LAPLACE INTEGRALS AND FACTORIAL SERIES 81

asymptotic (analytic) theories of linear differential, difference and o-differ-

ence equations, respectively, the coefficients in the involved equations are

either representable by convergent series of the form (1) or, more generally,

they are merely asymptotic (in certain regions) to such, possibly divergent,

series. In all essential particulars these three theories have been completely

treated {under no restrictions on the formal series solutions) as follows. A

joint work by G. D. Birkhoff and W. J. Trjitzinsky gives the developments

for difference equations (B).* A paper by Trjitzinsky establishes the general

asymptotic theory for a-difference equations.! Finally, the general asymp-

totic theory for differential equations (A) has been developed by Trjit-

zinsky. | Broadly speaking, at the basis of the several general asymptotic

theories, referred to above, to a very substantial degree lie the ideas and

methods due to Birkhoff or inspired by his work.

Important earlier developments, especially in the field of difference equa-

tions, are due to C. R. Adams, R. D. Carmichael, H. Galbrun, E. Hilb,

0. Perron, S. Pincherle, H. Spath§ and some others.

While the asymptotic theory has been shown to yield full sets of analytic

solutions (with appropriate asymptotic properties) in all cases, the situation

is different inasmuch as the method of Laplace integrals and application of

* Analytic theory of singular difference equations, Acta Mathematica, vol. 60 (1932), pp. 1-89.

f Analytic theory of linear q-difference equations, Acta Mathematica, vol. 61 (1933), pp. 1-38;

also cf. The general case of integro-q-difference equations, Proceedings of the National Academy of

Sciences, vol. 18 (1932), pp. 713-719.
Î Analytic theory of linear differential equations, Acta Mathematica, vol. 62 (1934), pp. 167-226.

§ R. D. Carmichael, for instance, chapter IV of the book referred to at the end of the next foot-

note. C. R. Adams, On the irregular cases of the linear ordinary difference equation, these Transactions,

vol. 30 (1928), pp. 507-554. H. Galbrun, Sur certains solutions exceptionnelles d'une équation linéaire

aux différences finies, Bulletin de la Société Mathématique de France, vol. 49 (1921), pp. 206-241.

E. Hilb, Zur Theorie der linearen Differenzengleichungen, Mathematische Annalen, vol. 85 (1922),

pp. 89-98; same title 1, Mathematische Zeitschrift, vol. 14 (1922); same title 2, ibid., vol. 15 (1922),

pp. 280-285; same title 3, ibid., vol. 19 (1924), pp. 136-144. O. Perron, Über lineare Differenzen-

gleichungen zweiter Ordnung ..., Heidelberger Sitzungsberichte (ma thematisch -physikalische Klasse),

No. 17 (1917); Über das Verhalten der Integrale linearer Differenzengleichungen im Unendlichen,

Jahresbericht der Deutschen Mathematiker-Vereinigung, vol. 19 (1910), pp. 129-137; Über lineare

Differenzengleichungen, Acta Mathematica, vol. 34 (1910), pp. 109-137; Über Systeme . . . , Journal

für die reine und angewandte Mathematik, vol. 147 (1917), pp. 36-53; Über Summengleichungen

und Poincarésche Differenzengleichungen, Mathematische Annalen, vol. 84 (1921), pp. 1-15. S. Pin-

cherle, Sopra una transformazione dette equazioni differenziali lineari . . . , Rendiconti, Istituto Lom-

bardo, (2), vol. 19 (1886), pp. 559-562; Sur la génération de systèmes récurrents . . . , Acta Mathe-

matica, vol. 16 (1892), pp. 341-363; Sulla risoluzione dell' equazione funzionale . . . , Memorie,

Bologna Accademia, (4), vol. 9 (1888), pp. 181-204; Sulle equazioni aile differenze, Lincei Rendiconti,

1894, pp. 12-17, pp. 99-105; Sulla risoluzione approssimata dette equazioni aile differenze, Lincei

Rendiconti, 1898, pp. 230-234. H. Späth, Über das asymptotische Verhalten der Losungen nichthomo-

gener linearer Differenzengleichungen, Acta Mathematica, vol. 51 (1927), pp. 133-199; same title,

Mathematische Zeitschrift, vol. 30 (1929), pp. 487-513.
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factorial series is concerned. This method, whenever successful, enables one

to express a formal series solution with the aid of convergent factorial series.

In every such case we have a situation when a possibly divergent formal series

solution is "summed" by an essentially "exponential" method; however, this

method is known to be applicable not in all cases. Basically and predomi-

nantly developments of this type rest on numerous important works of N.E.

Nörlund* in the theory of factorial series and in connection with application

of these series to difference equations. Among the works of others, involving

application of Laplace integrals and factorial series to differential and dif-

ference equations, outstanding is a sequence of papers due to J. Horn.f

As wiU be seen from the Main Theorems (§§7,12) the program of applying

Laplace integrals and factorial series to equations (A) and (B) is capable of

being extended considerably beyond the results of the earlier writers. On the

other hand, certain examples (in §§7 and 12) wiU demonstrate the fact that

these theorems cannot be extended (in a certain sense).

It is also to be noted that, in view of the reciprocal relationship between

equations (A) and (B) on one side and corresponding linear systems on the

other, results of the type established in these pages will hold for linear sys-

tems as weU.

Numerous works, which we have not mentioned explicitly, are referred to

in the several papers and books indicated in the footnotes of this introduc-

tion. However, we have indicated directly the more relevant ones of the

previous contributions.

Part I. Linear differential equations

2. Some preliminary facts concerning differential equations. An equation

(A) possesses a full set of formal series solutions Si(x) of the form

¡<-i
(1)       Siix) = Wx'tciix), Qi(x) = ¿2 q.'xV'-'V'i (t = 1, • • ■ , «),

»-0

where the o-,(a;) are of the form

mi

(la) aiix) = ^2 log* x Wm<(*),
h—0

* Some of Nörlund's work is as follows. Acta Mathematica, vol. 37 (1914), pp. 327-387; Leçons

sir les Séries d'Interpolation, Paris, 1926 (this book contains an extensive bibliography—pp. 228,

233) ; Leçons sur les Equations Linéaires aux Différences Finies, Paris, 1929.

f In this connection we shall mention Integration linearer Differentialgleichungen durch La-

placesche Integrale und Fakultätenreihen, Jahresbericht der Deutschen Mathematiker-Vereinigung,

vol. 24 (1915), pp. 309-329; Laplacesche Integrale, Binomialkoeßcientenreihen und Gammaquotienten-

reihen in der Theorie der linearen Differentialgleichungen, Mathematische Zeitschrift, vol. 21 (1924),

pp. 85-95.
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(lb) HVmiix) = E *»?**-•'** (* = 0, 1, • • • , m/);
•-0

here U, m,, kt are integers (m^O; k{=rip; integer r[ ^ 1).

The formal series can be all arranged in logarithmic groups. The exponen-

tial factors,

eV^x",

of the series belonging to a particular group are the same.* The elements of

such a group can be so ordered,

(2) lfiMxrffil+1(x), e<iMx'<Til+i(x), ■ ■ ■ , eP^xro-il+i(x),

that »ii1+i=0, w,1+2 = l, • • • , mil+j=j—1. A series of the type of (la) will be

termed a a-series.

Horn assumes that all the roots of the characteristic equation, corre-

sponding to (A), are simple. Under this supposition all the formal series will

be normal; moreover, no cr-series factor will contain any logarithms (that is,

for each formal solution w, = 0). It will be convenient to state his result in a

form slightly different from his. By means of a transformation of the type

xk=z, where k is suitably chosen, the equation (A) is brought to the form of a new

equation (A/), the latter equation differing from the original one In the value

of the integer p, while ¿o.o^O and the coefficients of the new equation contain

no positive (integral or fractional) powers of z. For simplicity the notation

originally introduced for the equation (A) will be maintained for the modified

equation (Ai). The connection between the results valid for (A) and those

valid for (Ai) is obvious. Now, under Horn's hypothesis equation (Ai) pos-

sesses a set of n (linearly independent) solutions of the form

(3) e*^x*<yi(x) (i = 1,2, - - - ,n).

Here the Qi{x) are given by (1) (with ki=p) and the yiix) are of the form

(4) yix) = „i/o0 + ¿ x^i> cV(*),
w-l

where the or¡¿ ix) are convergent factorial series of the type

o

(4a) oV(*) = Ê
,_o xix — y) ■ ■ • ix — sy)

* However, the values of r, associated with the same group, may differ by rational fractions.
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J -y | is sufficiently great, is the same for all solutions and ¿.y is allowed to have

any value except certain ones, depending on the roots of the characteristic

equation.* Moreover, the series (4a) all converge in a certain half plane.

Formally, of course, solutions (3) are compatible with a set of (possibly diver-

gent) formal series solutions.

If the characteristic equation of (Ai) has a simple root, then to this root

there will correspond a convergent solution of the form ((3), (4), (4a)). To

every simple root of the characteristic equation of (Ai) there corresponds such

a convergent solution. This fact, although not demonstrated by Horn, is a

rather easy consequence of his work. However, we shall proceed to prove a

result reaching much further. Before formulating our objective more precisely

the distinction will be first drawn between "normal" and "anormal" formal

series solutions. A formal solution s{(x) of (Ai), as given by (1), (la), (lb), is

said to be normal when ki = p (cf. (lb) ; the coefficients of (Ai) are in powers of

xllp). If this is not the case (that is, when the integer ri, of (lb), is greater than

unity) a formal series j< (x) will be said to be anormal. A formal solution of

(A) wiU be normal or anormal according to the nature of the corresponding

solutions of (Ai).

In the sequel, unless stated to the contrary, the equation (A) will be taken

in the form (Ai). Consider a root p of multiplicity </>( ^ 1). It may happen that

the tp formal series solutions, corresponding to this root, are all anormal; in

some cases some of the <p formal solutions, associated with such a multiple

root, are normal while others are anormal. The third alternative—the one from

now on assumed—is that all the formal solutions (1), belonging to the particular

root under consideration, are normal. Moreover, it will be assumed that there is

just one corresponding logarithmic group. It will be shown, under this assump-

tion, that aU the formal solutions under consideration are expressible with the

aid of convergent Laplace integrals, leading to convergent factorial series

developments. An example in §7 will make it evident that in a more general

case a result of this type need not hold.

3. Conditions for existence of formal solutions of the type specified in §2.

The <t> normal formal solutions, corresponding to a root of multiplicity fa

form a logarithmic group (cf. §2) and they may be written as follows :

j-i
(1) 5i(*) = «o<*V£k>g**M'-1(*) (j =1,2,-■■ ,<}>),

h-0

m here
CO

(la) fft-H*) = £ mtxx->ip (A - 0, 1, • • • ,j - 1).
_ »-0

* l'"or the exact situation concerning /-y cf. Horn's work on differential equations, loc. cit.
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The equation (Ai) (cf. beginning of §2) will maintain its form*after the

transformation

yix) = eQMxry(x).

Accordingly, without any loss of generality, it may be assumed that in (1)

(lb) e9^xr = 1.

Moreover, it will be assumed, as it may be without entailing any loss of gener-

ality, that not all the

(lc) i-iW"1 (/ = 1, 2, • ■ • , <b)

are zero. However, (lb) implies certain conditions on the coefficients of (Ai).

In view of our purpose it will be essential to determine these conditions.

We note first that, when â(SïO) is an integer,

(2) -—log** = E log*-* *cy[(- iy+Mg„ßx-'],
dx" /¡_o

where, for vseßs^l,

(2a) g,,ß =      E       -'
»l,n2, ■•• .»£ W1W2 •■•-"■$

while g,.ß = 0 for v <ß. The summation in (2a) is extended over all the positive

integral values of ni, th, ■ ■ ■ , «/? such that «i+ • • • +nß = v;f moreover,

go,o = l while the g,,o and the go,, are all zero for v>0. In view of (lb), on

making use of (2), we get

*i   (x) = 2-, 2^ CA —— log x 1 hr¡ (x)
h=o ,=0       \dx" /

j-l     h       00       k
k    h ——8/ p

= 12^,^12 CrCßCk-y (— 1)    vl(k — v)\g,,ß m,    log     x x
h—0 ß—Q «=.0   r—0

Since

i—l     h j—l   i-l-h

(3) E E ah,ßh-ß = E   E ah+ß.ßh,
h-0 ß=0 fc=0     0-0

it follows that

(4) s,-  (x) = E E **,» log a; a; ,

* In particular, the coefficients of the equation will still be in powers of xVp.

t Formula (2) can be proved, for instance, on the basis of the multinomial theorem of algebra.

The Cßh denote binomial coefficients.
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where

(4a) J*'/. = Z)   ^CrCß   Ck-'( — 1)    vl(k — v)lg,,ß h+ßij,~ .
0=0     v=0

As a consequence of the easily verifiable relation

(5) J2 ¿ bk,,x-°ip-x = J2 £ *-&**»>/"     £     6*.(x-*)p+„
fc=0 cr—0 X=0 to-0 i-O(án)

it follows from (4) that formally

n      oo ,'—1    co

L(s,(x)) = 2~, 2-, dn-k.\x        ¿_, 2-, sh.> log X X
,   . k=0 X-0 A=0  «=0

(6)

= Z) los * Z) Z) ^XiH-w*- ' 0' = i>2. • ■ • > *)•
A=0 X—0 tt—O

Here

X (k-k)P+v>       .

JFa:Xp+uj   m      ¿j ¿_j      Sh.,tdn—k,(k-k)pJrV>-t
t-O(Sn)        -0

X (X-A)p-fup  j-l-A     »,.»..,

= X,     E    Z Edc^-D^^-^f..
A=0(Sn)        «=0 0=0     »=0

^ í_1■an-i,(X-*)j>+w-» A+01«

In view of the assumed existence of tj> formal solutions (1) it is inferred

that the equations

(7a) wLx^m = 0

[X-0, 1, ••• ; A=/-l,/-2, •••,0;W = 0, 1, ■ ■ ■ , p-l; ¿=1, 2, ■ ■ ■ , 4>]

are necessarily formally solvable for the at/,1'-1. Now

(X—k ) p+w \p+v>    A(»)

£      £    o.k,,V> = 1   E <tk,,r¡,,
A-0 i-O 1-0     A=0

where ¿(j) =X (j = 0, 1, • • • , w), k(s)=\ — l (j = w+l, • • ■ , p+w), k(s)

=X-2 is = p+w+l, ■ ■ ■ , 2p+w), ■ ■ ■ , k(s)=0 (s = (\-l)p+w+l, ■ ■ ■ ,

\p+w). This relation leads to the following:

X    (X—A)p+ig w       X

£     £    «*.•'?«=££<**.«'»•

(8)   *-°     -° -°*-°
X      m p+w X—m

+ £   £   I«»A W = im- l)p + w+ 1],
m—1     •—J'    A—0
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In (7) replace h hyj-H (22 = 1, 2, • • • ,j). Application of (8) to (7) will then

yield

i _ -»-lo        í-i       A t?   i-B+ß    a.. i-i
yy j-H: Xp+io  = J\:vi       j-llO       ~T   ¿^ Z_( C-/3 JX:ir-«    i-H+ßVs

«_0 0-0

(9) X      mP+"' H~l      i-H+ß      » , -1

+   E     E     E Cfl -Ok-m: mp+w-.   i-R+ßVt        =   0
m—1    «—»'    0=0

[X = 0, 1, • ■ - ; H = 1, 2, • • • , j; w = 0, 1, ■ • • , p - 1; s' as in (8)].

Here and in the sequel

m    H-l w   H-l

(9a) E E b..ß =T,H b.,ß - bo,H-i;
a—0 0-0 s-0 0—0

moreover,

(9b) /,'/» = E ^2,C,cT-'i— 1)'   vlik — v)\g,jdn-k.{,-k)p+w
k-ß p-ß

i0 ¿ ß ¿ <r; s ^ 0; 0 ¿ w ¿ p - I).

It is observed that (9b) defines all the Jßa'.'w occurring in the second members

of (9).

From equations (9; X = 0; 22 = 1; w = 0, 1, ■ ■ ■ , p — 1) we find that

(10) /o:'l = 0 (w-Q, 1, ••-,!*- 1);

this, however, as follows from (9b), is equivalent to

(10a) án,„ = 0 (w = 0, 1, • • • ,p - 1).

At this point it will be convenient to introduce the

Definition. A number di,,- will be said to be of index a if i = n — k and

j = i<r—k)p+w, where 0¿k¿o- and 0¿w¿p — í.

Thus the implication of (10) is that all the di,,- oí index zero are zero. We

note that, as a consequence of the original hypothesis concerning existence of

solutions, the characteristic equation of the differential equation (Ai),

n

(11) Eip)  =   E<*n-*.0P*  =  0,
Jb-0

has a root p = 0 whose multiplicity is precisely <p. Thus

(Ha) ¿„,0  =   ¿n-1,0  =   •  •   •    =   án_£+l,0  =   0,    dn-í,0 7a   0.
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In particular, then, it is to be noted that not all the ditj of index <f> are zero.

Suppose

0,0 1,0 o-,0
(12) /„.- «■ /,:„ - • • ■ = Jc-.v, = 0      iw = 0, 1, ■ ■ ■ ,p - 1)

foro-= 0,1, • • ■ ,X-1 (lgX ^0-1). From (10) it is seen that (12) is true for

X = l. We have, by (9b),

,        . ß.O T-y    . ,^k+ß

(13) J\:v =  2^i \~   l)        &-gk.ßdn-k,(k-k)p+v.
k=ß

Accordingly, by (12), in view of the relations Jl\l = 0, it follows that

(14) d*_,= = 0 (a = 0, I, ■ ■ ■ ,\ - 1; w = 0, I, ■ ■ ■ , p - I);

furthermore the relations

Jr.„   =0

yield, by virtue of (14),

¿n-«r-l),p+w = 0 (a = 1,2, ■ ■ ■ ,\ — l;w = 0,1, ■ ■ ■ , p - I).

From

Jl~l'° = 0 itt = 2, ■ ■ ■ , X - 1; w = 0, • • • , p - I),

by (14) and (14a),

d„_((r_2) ,2p+w = 0 (o- = 2, • • • , X — 1; w = 0, • • • , p — 1).

On using the relations

ATf'° = 0       (a = H, H + I, ■ ■ ■ ,\ - 1; w = 0, I, ■ ■ ■ , p - I)

in succession for 77 = 0, 1, • • • , X —1 it follows by induction that

(14a) dn-ta-H),Hp+w   =   0

iff = 77, H + I, ■ ■ • , X - 1; w = 0, 1, • • • , p - 1)

for 77=0, 1, • • • , X —1. The subscripts in (14a) can also be considered as

extending over the values

H = 0, ■ ■ ■ , a;        a = 0, 1, • • • , X - 1;        w = 0, I, ■ ■ ■ , p - I.

Consequently, on letting in (14a) H = <r — k, (14a) is seen to be equivalent to

(15) o'n_i,(ff_i)p+„ = 0 (k - 0, 1, • • • , o-; w = 0, 1, • • • , p — I),
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where cr=0, 1, • • • , X — 1. That is, (12) implies that all the diti of indices

0,1, • • • , X —1 are zero. The converse is also true.

All the di,j in the second members of (9b) are of index <r; hence a further

consequence of (12) would be

(i6) jI;3w = 0

03 = 0, 1, • • • , cr; w = 0, 1, ■ - • , p-1; <r-0, 1, • • ■ , X-l; s = 0, 1, • ■ • ).

In view of (16) from the equations

(17) W'i-i:\p - wU.xp = • • ■ = wU-uip = 0

we obtain in succession

,.„  . T0,0 1,0 x,o
(17a) 7x:0 = A:0 =   • • •   = A:0 = 0.

Suppose now, more generally, that

(i7b) A;l = 0 (jS = 0, 1, • • ■ , X)

for v = 0, 1, ■ ■ ■ , w — l (1 ¿w¿p — l); in (17a) the relations (17b) have been

established for w = l. Consider the equations

(18) Wj-i:\p+w  =   Wj-i:\p+v,  =   ■  ■  ■   =   rF,-_(X+l):Xp =  0.

By (16) the numbers J\-„;mp+w-„ occurring in the second members of (9),

are all zero; moreover, in consequence of (17b) the J\/w-.s (in (9)) are all zero

for w—s¿w — 1. Thus, equations (18) are of the form*

Mfio-\ w'' -   I*-1,0 f-l.^-i-B+ß      0,0 Í-1
(,iöa;       W j-H:\p+w = Jy.w     j-iVo    ~r 2-j'-'ß •'^■v i-n+ßVo     — O.

0-0

On using (18a) in succession for 22 = 1, 2, • • • , X+l it is found that

j"~!'° = 0 (H = 1, 2, ■ ■ ■ ,X+ 1);

that is, relations (17b) necessarily hold for v = w, if they hold for v = 0, 1,

• • • , w — l (1 ¿w¿p — í). Thus, by induction, (12) has been established for

<r = 0, 1, • • ■ , X. This fact completes an induction in a larger sense; that is,

(12) is seen to be true for X = 1, 2, ■ • • ,0 — 1. Just as the two italicized state-

ments in connection with (15) and (16) had been established on the basis of

(12) (as originally formulated), we now conclude that all the a\-,,- of indices

0,1, ■ • • , ci —1 are zero and that

* In (18a) and throughout the paper^¿_a = 0 whenever ß<a.
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(19) /.:'„ = 0

(ß-0, 1, • ■ • ,a;w = 0, ■■■ ,p- l;<r = 0, •■■ ,<t>- 1;J = 0,1,   • •• ).

It is noted that, in consequence of (19), (9) holds for (X=0, 1, • • • ,

<p — l; 77 = 1, • • • , j; w=0, 1, • • ■ , p — l; j = l, • ■ ■ , <t>), while for these

values of the subscripts and superscripts the equalities (9) do not yield any

information concerning the coefficients of the formal solutions, whose exist-

ence has been postulated. It remains to consider the equations (9) for X è fa

On account of (19), in (9), m^\—fa For X = <p these equations give

(20)

In particular,

.<•.« i-i
v¡   B-X

J <>: 0   j-BVv      —   —  __f Z-i ^ß J *■ »—■   i—B+ßVe
»=0 ß-0

iH - 1, 2, • . - J; w - 0,1, • • • ; is, ß) 9*.iw, 0)).

0, 0 f-1
J •>: 0    i-llO      = O C/-1. •••.♦),

so that necessarily

(21)

For X>#, (9) yields the relations

,0.(X-*)p+i»
:0

0,0
J•>: 0 = dn,<pP = 0.

u  B—l

(22)

i-i -p"--« „i-B+ß    a.. i-x
J*:0 i-BV(\-*)p+v —   ~  ¿^ 2-i^ß Jy-w-i   i-B+ßVi

—0 ß-0

X—♦  mp+w B-X
h-l

mp+w-ê   j-B+ßVe£ £ £crH+f,/x:*-:
m-l    «=«'    0-0

[X = * + l,* + 2.--- ;77 = 1,2, •••,¿»-0, 1, ••• ,¿- 1;

j = 1, 2, • • • , fa, (s, ß) 9* ((X - <b)p + w, 0); $' as in (8)]

The equations (20), (22) are solvable in the following order:

77=1;«, = 0, 1, ■■■ ,p-l

77 = 2;
X = 4>

(23)

\ = 4> + l X = <t> + 2,
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In (20) and (22), by (21) and (9b),

,„.. TO.(X-0)p+t* *        _((X-*)p+w)/p
(24) J^.o = 2-/Í* «!an-M0-*)P

t-i

(X = c6, <p + 1, •• • ; w = 0, 1, ••• ,p- 1).

Since ¿„-^,0^0 only a finite number of the left members in (24) may vanish.

Whenever, for some w Í0¿w¿p — 1) and for some X (X^O), a number

yO,(x-«)i+a._Q  tke  corj-ggponding  j_Hi])0/¿(tí)p+w  is left undefined.   On the

other hand, for such a pair of values iw, X), the second member in (22) or,

if X = <p, the second member in (20) will be necessarily zero. The ,-_h+07j,'_1

involved in such a member have known values or some of them may have

been previously left undefined. The totality of relationships of such an

origin, finite in number, implies certain conditions on the ??)_1 and on the

coefficients of (Ai) ; the latter conditions are necessarily satisfied in view of

the assumed existence of solutions of stated type. Some of the rjI_1 may be

arbitrary.* The precise nature of the conditions implied by the vanishing of

(24) is immaterial for our purposes.

Lemma 1. Consider a root of multiplicity <p, of the characteristic equation

associated with the differential equation (Ai). In order that, corresponding to this

root, there should exist a linearly independent set of <p formal solutions of type

(1), (la), (lb) the following conditions are necessary and sufficient.

(Í) dn-4,,0 J* 0, dn.ip = 0.

(ii) All the di,,-, whose indices (c/. Definition) are 0, 1, • • ■ , <p — 1, are

zero.

(iii) If any of the f>^~i')p+v', defined by (24), are zero ithere may be only

a finite number of such J) then the ¿,-,,- satisfy conditions implied by the vanish-

ing of the corresponding second members of (22) or (20).

4. The mixed system of differential equations. In the sequel, unless

stated to the contrary, it will be assumed that by means of the transforma-

tion of the type specified in the beginning of §3 the differential equation (Ai)

has been brought to such a form that there exist <p (linearly independent)

formal solutions (1; §3), for which (lb; §3) holds. These solutions may be

written as follows :

(1)      Sjix) = E l°g * ( hVo   + E x*~     P hvI  (*)) (j = 1, • • • ,*)>
A—0 \ «0-1 /

* In general, whenever some of the numbers (24) are zero , associated with the root, under con-

sideration, of the characteristic equation there will exist more than one formal series solution of

(Ai), not involving logarithms.
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where

(la)     ml ix) = Ehvlp+u, x ih = 0, 1, • • • ,j - 1; w = 1, • ■ • , p).
x-o

On the other hand, the coefficients dn-kix) of (Ai) may be expressed in the

form

(2) <?„_*(*)   =  dn-k.O +   E  x(P-»l*dn-k.M),

CO

(2b) dn-k,,ix) =  E dn-k.\p+, *_x_1 (* = 0, 1, • • • , »).
X-0

For the purposes at hand it will be essential to establish a "mixed"

linear differential system, whose coefficients are in negative integral powers

of x and which are formally satisfied by the series (la). We have

d   m (   f-i .  A   ip-w)/p    i-i    \
—— (wo  + E * »^ 0*0)
dxk

(3)
j-l(t-m) -i   ^-ï"     t-m    (p—io)/p j'-l(fc-m-{) (p-»)/p-i

=  WO +  E  E Cj      Cj c5!,HJ„ (*)*
UJ-1 S-0

By (3) and by (2; §3) it follows from (1) that

»-i   i
El
A—0 m—0 0=0

*/  W=L¿C»¿ !°g    * Cß(— 1)     w!gm,0 a;

(4)
. .    [      t-Hk-m)        J?-y  \-^„k-m    (p-w)/p j-Hk—m-i) (p-w)/p—S
x   wo        + EEC«   c«      s-hVu (x)x

L to-1 j-0 JI

This may be written in the form

(4a)      s'jk\x) = Tlloghx[Sk/i+Sh2i],

A-0

where

(4b) 5i    =EQ   (-1)     *!g*.0a;    ,
0-0

i-h-i

¿^  2^  2-(t'">-äC0      C{ Cj
,*./ 'V^1   \r->  T^  T"» ,,*        _*+0 _*-m+i _(p-»)/p

,.   . 0=0     w=l m=0 J-0
(4c)

m_i+0 ,-_l(i_m) _m    (p-uO/p

X (w — 5)!3!(— 1)        gm-«,0 wi« (»)*    »



1935] LAPLACE INTEGRALS AND FACTORIAL SERIES

Thus

L(si) — £ loS x £   Sx'dn-kfi + Sx'' £ x r     Pdn-k,,(x)
A=0 A=oL v—X

P "1

+ S2''dn-k.o + S2'' £ x *~ ' Pdn~k,,(x)    =L0.
r=X J

In (5)

0k,j A      (p-»)/p
ûi    ¿^ a„_i,„(»)

(6)

£ (    £ cß   (—1)     k\gk,ßdn-k,w(x)x    \xiP
w-X   \     0=0 /

-to)/p

_, O0   ( — i)     n\gk.ßan-k,wK.x)x    ]x
w—X   \     0=

and, by virtue of the relation

(7)        £ £ a«,, *<»*—">/» -¿ *(—>/.> [" £ *«-_,,, + E «p+«-,.,1,
ui= l k=1 10=1 L  l»=l p=w -1

we have

„A.Í .A      (p-y)/p
St      2^ X dn-kAx)

•■=1

- Z-, x 2-. 2_<   ¿^   2-, Cm-eCß  d       Cs (m — 5)1
w=l L  v=X m=0    0—0     {=0

^   SI/ 1Nm-«+fl , /    n I-KA-m)    -(m-l)
X  0l(—   1) |m-i,i(ln-i,»(ï) h+ßVw-y X

(o)

+ £ £ 'E1 ¿cL^c^cn™ - «)»!(- Dm
y=w m=0   0=0    a=o

.. j /    s J-l(A-m) -ml
X gm-a^an-A.A«) A+0rju,+p-v      (#)*

By (4b), (4c), (6) and (8) we obtain from (5)

(9)    Lis¿x)) = £ £ log** «"^"ïpK = 0.
A=0 K)=l

Here

,„   . 3—1 h,w,j— X h.w.j—X A,tt>,,'— 1 A,to,,'— 1
(9a)        W¿,„ = Wi + W2 +W3 + Wi

where
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whrj-x = mt ffcFc- Dk+ßk\gk.ßdn-k.ox-k

(9b) ^° ^

+  E     E   Q     ("I)       klgk,ßdn-k,v,(x)x
k-0     0-0

({(w) =0 iorw^p; t(p) = 1),

W2 m 2^,2-i   E   Z^Cm-sCß   C¡   Ci im — 5)1
,„   . ¡t-0 m-0    0-0     J-0
(9c)

X 0l(—   1) gm-l.ßdn-k-m,0   h+ßVw (x)x       ,

ri""*-1 = Ê ZT, 'E1 E cTicT'c^cT^
.     . *-0 m-0 f-1    0-0     a=o
(9d)

X   (m  —  Ô)lÔl(—   1) gm-i,ßdn-k-m,w-r(x) A+0ÍJJ- (x)x

and

(9e) »f-*-1=¿ e ¿ z-1 Ê ct:ch;ßcrcri),p
k—0 m-0 f-w    0-0     J-0

X   (W - í)!í!(-  1) gm-ä,0^n-*-m,»+?-?(*) M-0ï?f (*)*

Now, in view of the formal facts involved, (9) implies that the kr¡J-l(x)

necessarily satisfy the set of equations

(io) *£ - °
(A = 0, • • • ,j - l;w = 1, ■ ■ ■ ,p;j = 1, • • • ,<p).

On making use of (9a), (9b), (9c), (9d) and (9e) equations (10) are seen to be

equivalent to the differential system

_/-l t^     A  A       h,w i-l(k) k.ui.i
Th.«, =   2-,    lu L, ßa!,kix)  h+ßVt ix) = g ix)

0-0  *-o r-i
(A2)

ih = 0,1,- ■■ ,j - l;w = 1,-- ■ ,p),

where the h+ßVri~l(x) are to be regarded as variables; moreover, (A2) is for-

mally satisfied by the series (la). The coefficients in (A2) are given by

A'"V    \ X^   -^      k+m     k+ß    k+¡     (p-í)/p
ßa{,kix) = ¿^ 2^,Cm^iCß   C¡   Ci im — 5)151

ill) m~0M

x (_ l)-»^|^„Ct-,w(*)^1,,"1) (f = 1, • ■ • , w - 1),



1935] LAPLACE INTEGRALS AND FACTORIAL SERIES 95

*•"/■  -v       V» V" nk+mnh+»^k+t^p-t'>IP/ »x,,,
0a¡-iJ;(a;) = ¿^ 2-, Cm-i Cfi   Cs   Cs (m — 8)\8l

(11a)
X (- l)m-a+^m-í,0¿„_A-m,u,+p_f(x)a;-'» (t = w+ I,- ■ ■ ,p),

¿««..aW =2^ l^Cn-tCß   Cj   Cj (w — 5)!5!(— 1)
m—0 8=0

(lib) X gm-S,0O'n-A-m,O*        + £  £ Cm-t Cß     Ct     C¡
m=0 8=0

X im - o)!5!(- l)—l+fgm-tj,d^k-m.Pix)x—>

and

(He) g^'ix) = - W'r''-1 (cf. (9b)).

Further calculation leads us to conclude that

A,w ^       h.w       -X h.w.j ^    h.vi.j    -X
(12) ßOt.kix)  = 2-, ßO-(.k:\X     , g ix)  = 2-,g\ x     ,

X-0 X-0

where the series involved aU converge in a neighborhood of infinity, and

k.w ^      Sí?    A+m    A+0k+l    <p-f)/p .m-J+0
0«r.A:x =     2^     Z^Cm-sCß   C,   C, (m — <5)W!(- 1)

0amgn—A   J=0
(12a)

X  gm-t.ßdn-k-m,{\-m)p+v>-! (f  =   1,  "  •   "   ,  W  —   1) ,

A,» "^T1   "Z?      A+m     A+0    A+8    (p-D/p
0<*r.A:x =     2-r     Z^Cm-jCfl   Cs   Cj (m — 5)181

(12b) ßemän~k a-°

X (- l)m-{+^m-i,0a*n_t_m,(x_m)p+«,-f     (f - w+ 1, • • • , p),

A.« Ö      A+X     A+0    A+8    (p-»)/p ,NX-,+'» v,   J
0a«.,A:X = Z^ C'X-iCß   Cj   Cj (X — <5)!ô!(— 1)        gx-j,0 X «n-A-x,o

8-0

máX—1    m—0
,A+m    A+0   A+J    (p-m)/p(i2c)       + £ 22c7-wrcrcrw,ipim-b)\b\

0amSn—A   8=0

X  i-l)m-S+ßgm-i,ßdn-k-m,(\-m)p.

It is noted that, according to Definition of §3, the a\,,- occurring in (12a)

are of index \+k, while those in (12b) are of index \+k — 1, and the index of

the di.j in (12c) is \+k. Thus, by (ii) of Lemma 1,

(13) ßat
\+k¿

,A:X =  0^
lx + k ̂

iX + ¿g<*>-i (r^w);

<t> (r>w).
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It is observed, moreover, that in the summations of (12a) and (12b) we have

ß^Xandß^X — 1, respectively; also, in the first summation in (12c) X—ß^O,

while in the second summation ß ¿\ — 1. Hence

(13a) aar.k-.x = 0<

Finally, since in (12a) and (12b) ß¿n — k, we conclude that

(13b) „flîXx = 0 (|3 + k > n; f * w).

In particular,

(14) ßaw,k:ß = Lß   Cß   p\gß,ß a„_t_0,o,

so that

A.tü A.tzj

(14a) 0au,,4:0 = O     (i + ß = *-l),     0aK>,it:0^O (A + 0 = *).

Also it is observed that

(15) oaf,'*: o = dn-k.w-t (£ ■" 1, • • • , w — 1).

Lemma 2. TFrz'fe /Ae 4> formal solutions (1; §3), (lb; §3), corresponding to a

root of multiplicity <f> of the characteristic equation associated with the differential

equation (Ai), in the form (1), (la). The formal series (la) iyoith j fixed) will

satisfy a "mixed" differential system (A2), whose coefficients are convergent series

given by (12), (12a), (12b), (12c), (lie). The coefficients in the series (12) will

satisfy (13), (13a), (13b), (14a).

5. The corresponding system of integral equations. In the sequel, un-

less stated otherwise, we shall write

t = \t\eiT

where / = ( — l)"2; moreover, the integrals

J o " o

will be supposed to be extended over the ray (0, <x>), of angle t, and the rec-

tilinear segment (0, /), respectively. The variable x will be so restricted that

(1) lim | etxta\ = 0 (every a > 0),
í
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when | /1 —» oo along the ray (0, «j ) of angle t. As is weU known, we have then

formaUy

(2)

where

00 /• 00

*(*) = £ a»x~' = ä(t)e'xdt,
e-X ¿O

co /_ \ya¡i

(2a) ait) = £ Mr-1-,    â, =-—■ •
—o iv — 1)!

Thus the series (la; §4) are formaUy representable as follows:

(3) aj?L  (x)[ = 22 hv'xp+wX-*-1) =   J    hVw  it)exdt,
\     x=o /Jo

where

(3a) A77M    (i)   =   2-ihVw.yt  J      A»7u>: >  =
(-1)

»+1
./-i     (.- *;"•    3-1

hVvp+w •

>»0

With the part within the parenthesis deleted, (3) is to be considered as a

transformation which wUl be applied to the differential system (A2). The

coefficients in (3a) had been previously defined by (20, 22, 23; §3). The latter

relations, while useful in proving Lemma 1, are impracticable for the purpose

of establishing convergence of the series (3a) (in the neighborhood of / = 0).

Their convergence, however, will be proved in the sequel with the aid of a

system of integral equations and a dominant system of integral equations

(§6). Besides, the integral system, to be established below, is to serve a cer-

tain other purpose (§7).

In carrying out the transformation (3) it is observed that, formally,

... 3-l(A) ("°       -3-1..   A  tx

(4) h+ß-q{       (x) =    I    n+ßVi   (t)t e  dt
J 0

and that, for X^l,

_x    ,-_i(ifc) f*r f jr-ty-1 k   „i-i ..i.,.
(4a)     x    A+07?r       (x) = -   I I _ r   a+077¡.   (r)dr   e  dt

provided

(5) [6"(/Ä,B,]" = 0

(k - 0, 1, • • - , »; h - 0, • • - J - 1; W - 1, • - • , p;H - 1, 2, • • • ).
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In (5) the displayed integration is iterated H times.* Furthermore, by (4a)

and (12; §4)

h,w 1-K.k) C°°  lx\~     h,w       k -J-l,,,.
ßat,k(x) n+mi       (x) =    I    e      0af,*:oi   h+ßVt   ft)

(6) ( m y ^

By virtue of (2), we have for the last member of (A2)

/I oo
etxgh-w-'it)dt,

o

(-   1)'      h.w.i
(6b) g       (t) = E gv      * ?»

ft - D!

On account of convergence of the left members in (6a) it is observed that the

left members in (6b) are entire functions. On making use of (6) and (6a) it is

seen that the system (A2) is formally satisfied if

/—A—1     V . .   . J—A—1     p       /• I .

.„     E   E u&r   (0 *+^r   00 = E   El    />cr   ft» -n h+ßvt   (r)aV + g      it)
{')        0-0     f-1 0-0     f=l J 0

ih = 0, ■■■ ,j- l;w= 1, ■■■ ,p).

Here

(7a) 0&f    (/)  =  2ußat.k:ot  ,
*-0

(7b) ßct   it, t) = E E s«f.*:x -r-rrr1" »
X-l k-0 (A —  1)!

and the series (7b) are entire in / and t.

Since by (13a; §4)

flflflfco = 0 iß>0;C ¿w), 0aht'Wk:o = 0 (f > w),

it follows from (7a) that

(8) ßb"t,ait) = 0 ifi>0;t¿w),

(8a) „¿,*,w(/) = 0 (r>w).

* Those of the steps which at first can be considered as valid only in a formal sense will be

finally justified. Thus, absolute convergence of the integrals (3) (for certain suitably defined func-

tions), as well as the relations (5), will be later established.
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Thus, the only functions (7a) which could possibly be not identically zero

are the ob¡h,w(t) (Ç^.w); in view of (7a) and (15; §4) they are of the form

(9) ^'"(t) = £ dn-k.w-tt= b°~\t) (r - 1, • • • , w).
A=0

In particular, since dn^,o9*0, b°(t) ^0. Thus the left members in (7) may be

replaced by

(10) J2b"\t) mT\t).
t-i

The coefficients in the system (7) will be now investigated in a greater de-

taU. From (7b) we have

(ID

so that

0Cf     (t, T)   =   ¿u  lu ßCt;..qtT
I—0 8=0

co       n    X-l      , (_   J\X-l-r
Zr^  -r->   _X-1   {—   1) A,to       X-l-r  r+k

lu luLr        —-—- ßat,k:\t T       ,
X=l A-0 r=0 (A  ~   *■)•

,..    s h.u, _      ,+r     ( 1) A,w
(Ha) 0Cf:,,a = 2_,Cr     -~—-0af,5_r:<+r+i (r è q - «)•

r_o (s + r)\

Thus, on noting (13; §4), it is observed that

(12) ßcT,.q = 0 (s + q = 4>- 2;f á Vf),

(12a) *c*:'"«»0 (s + q^<t>- l;t > w);

moreover, by virtue of (13a; §4), the summation in the right member of (1 la)

is extended so that r|j and

(•S0;f è{- n;r ^ ß — 1 — j (when j + q è <f> — 1 and f^it),

r ^ 0; r ^ } - n; r ^ ß — s (when j + q S <f> and f > w).

To establish properties at infinity we first note that, in view of the satisfied

conditions of convergence,

(13) Ur.A:x|,        Ux     I <Rp .

These inequalities are valid for aU possible values of the superscripts and

subscripts.! By (13), (7b) and (6b) we shall have (exclusive of a small vicinity

t px here denotes a power of p.
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OÍT-0)

(14) I ßct   it, t) I < Rp E E-—-| r |   < R" | r | e
x-i k-o        (A — 1)!

and

(14a) | «*.-.>(*) | < 2?p E    ,       !r < tf'Vl".
,_i    (y — 1)!

Consider the coefficients in the left members of (7) (cf. (10)). It is noted

that, since the dn-k.w-t (f = 1, • • • , w) in (9) are of index k, application of

Lemma 1 will yield the result

*—'(*) = t*d—tit), *-tit) = <*_♦,—t + án_,_ilK,_fí H-h ¿o,„-fín-*

0--1, •••,»).

On the other hand, since ¿„-¿.o^O,

t* 1
(15a)       —- =- = dit) = do + dit -i-

5<«ft)      a«-** + • • • + ¿o,o^-*

(¿o^O, * »).

Z,eí P denote the complex t-plane excluding small sectors, each with vertex

at t=0 and containing the poles of dit) (15a) in their interiors.

From (15) and (15a) it follows that

(16) I ¿(f) I <d\t\-»++,
(16a) I d—tit) I < d I 11"-* (f - 1, • • • , w)

when f is in P, exclusive of a small vicinity of t = 0.

We shall now proceed to derive a modified integral system. From (7), in

view of the notation introduced in (15) and (15a),

/* nvl~\t) = - E dit)bW-\t) d~\f) + di0tw,\t)

<17> ,-I-i   p       ,
+Ï   E  f   ¿ft) ßcT(t, r) k+ßüi \r)dr

0-0    r=i J 0

ih = 0, • • • ,3 - 1; w= 1, • • • ,p).

It will be demonstrated that (17) can be brought to the form

(A,) t* A^_1ft) =  Y,   Y, ¡    *ßCt'W(t, t) h+ßVt \r)dr + *g '"''ft)
0-0   f=i J 0

(Ä-0, ••• ,3- l,w* 1,... ,p).
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It is noted first that from (17; w = l) the equations (Aj; w = l) are obtained,

with

(18) *ßCH('\t,T) =d(t) ßCt'\t,r),

(18a) VMO = d(t)g»^'(t).

Suppose that, for o- = l, 2, • • • ,w — 1 (2^w^p),

(19) t* kC\0  = 'if £  P *ßc)"(t, r) n+^-\r)dr + V"'(0 .
0—0    r-i J o

Substitution of (19) in (17) will result in equations of form (A3), where

w—1

(20) ßct   it, t) = dit) ßct   it, t) - dit)d     it) £ 0Cf  it, t),
<r-l

to-1

(20a) *«*"•*(**) = dit)?"-*it) - £ d(t)d<°-i(t)*g»-t-i(t).
c-X

Relations (20), (20a) have been established for w = l in (18), (18a). Thus, it

foUows by induction that (7) is equivalent to the system (A3), where the co-

efficients are defined in terms of those of (7) by means of the recursion rela-

tions (20), (20a).

In view of (15a), of the nature of the coefficients in (7) and of (20) and

(20a) it is concluded that the coefficients in (A3) are meromorphic functions

(in /), whose i-poles are at the non-zero roots of the characteristic equation

of (Ai) [of (A), of course]. The *ßC;h-v'(t, t) are entire in r. Accordingly,

.      . *  A,to ^—v  ^—. *  A,to      a   q

(21) ßCt   (t,r) - ¿ulu ßCf.:,tr ,
(-0   fl—0

(21a) g      (t) = £   g:,    t;

here the involved series converge for |/| <p'. On using (18), (15a) and (12),

(12a) we obtain

(22) *ßcZ.q = 0\S + ^*-2 (f=1);
Xs + q^t-l (f >1).

Assume the truth of the foUowing (for a = 1 already established in (22)) :

m»\ * *■*        nfs + q-*~2
(22a) ßcs..,,t = 0<

is + q ¿ <j> — 1

-2 (fá<r),

(r > D-
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In view of (20), (15), (15a), (12) and (12a), the relations (22a) would imply

that

(23)
* A,« (s + q ¿ <6 — 2

\s + q ¿ <t> — l

a¿ w),

(f > «0-

By induction it is inferred at once that (23) holds for all values of the in-

volved subscripts and superscripts.

Let Po denote P (c/. definition following (15a)) with a sufficiently small vicin-

ity of the origin excluded. By (18), (18a), (16), (14) and (14a)

(24) *ßc{\t,r)\ <¿ie"|/|*
pi í-rl

(24a) | *gh-l-'it) I < dR" \t\*\t I-"«"1"     ( I TI = P > °» ? sma11)

for / in Po. It will be proved that, for / in P0 and R0 sufficiently great,

(25)

(25a)

pct   it, t) I < R0111
il (-rl

(|r| £?),

V,u,,,'ft)| < 2?o| * |*| <|-ne'1'1

for all values of the involved subscripts and superscripts. Suppose that, for

some positive 2?i, for / in P0 and | t| ï£ p,

(26)

(26a)

0Cf   (f, r) | < Ri | Í |
?\ t-r\

| V'-'ft)! < Ri\t\*\t\-"e>W

i<r = 1, • • • , w - 1; 2 ¿ w ¿ p).

By (20), (16), (14), (16a) we would have in virtue of (26)

(27) pet   ft, r) I <  \t\ eU TldiR" + dpRi).

On the other hand, in view of (20a), (16), (14a) and (16a) the implication of

(26a) would be

(27a) | Y""'(0 | < |*|*|*hvl*'.

Here (27) and (27a) have been established for t in P0 and for \r\ ^p. The

truth of (25) and (25a) follows by induction.

We formulate the above developments of this section in the Lemma.
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Lemma 3. The formal series h.riJ~l(t) (cf. (3a)), connected with the formal

series (1; §4) by means of (la; §4), satisfy a certain integral system (As). The

coefficients of this system are defined by convergent series (21), (21a); they are

meromorphic functions in t, whose only finite t-singularities are poles at the non-

zero roots of the characteristic equation of (Ai) (of (A), also). The ßC^^Q, t) are

entire in r. Moreover, inasmuch as properties at (t=0, r = 0) are concerned, these

coefficients satisfy (23). On the other hand, essential properties at infinity are

characterized by (25) and (25a); these inequalities are valid for \t\ ^p>0 (j5

sufficiently small) and for t in P0 (cf. definition preceding (24)).

6. The dominant system of integral equations. In proving convergence of

the formal solutions hXiJ~l(t) (3a; §5), of the integral system (As), the method

of successive approximations (used with success by J. Horn in analogous, but

simpler, situations) leads to apparently unsurmountable algebraic difficulties.

Accordingly, a different method will be employed. We shall establish a domi-

nant system of integral equations; that is, a system from the convergence

of whose solutions convergence of a set of solutions of (As) can be inferred.

It will be necessary, first, to derive in detail the relations satisfied by the

coefficients of the hijj-1^). On using (3a; §5) and (21; §5) it follows that

/» t co      oo      eo ¿M+B+r+X

(1) I     ßCt'  (t, t) h+ßfil   (r)dr = £ £ £ yCt';.,B h+ßVf.'-
* 0 «=0 B-0 t-0 77 + V +  I

Also, by (3a; §5),

,,    n *      -,_1/A V     -,_1 .ï+1
(la) t      hVw     (t)    —    2iu hVw: J-e>+l *

i-cJ-1

Substitution of (1), (la) and (21a; §5) in (As) gives, after a suitable arrange-

ment of terms,

*  A,to
' Î+1

S=«-l

(2)

A     .3-1              Ç+X           «    T   ^»     '          «     / «-'   ßCt:q-B-,.B\        J-xl
Zu hVw.q-t+lt        —  lu \       2-,     lu     lu {   lu  ~Z7~.-~ }h+ßVf.'   *
-*-i t-o L   0-0   f-i    »-o \ B-o a + v + 1/ J

*   h.w.j q+X

+ lu   gq+i i
q

= Yuhfv.qt"      (h = 0, 1, • • • ,j - 1; w = 1, • ■ • ,p).

By virtue of (23 ; §5) it is concluded that in (2)

kU-.q = 0 ik = 0, 1, ••• ,j- ljw- 1, ••• ,p;q^4>-2).

Thus (2) is formally possible if
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j'-A-l     p    «-*+l
A,t0 ./-I   ,    *A,w,j

.»-i V*    V1    V1     rX,,<"   /* \        -,-1j   "■«■;
hVw.q-W-l)  —  ¿Li    2-i    2-1  ßKt,'-.Q\.  c>   »+Wf: > T fei

0-0     f-1      v-0

(q = 4>- l,<f>,4> + 1, • ■ • ;h = 0, 1, 1; w = 1,

[January

,£),

where, for f >w, the summation with respect to v is extended from v=0 to

v=q—(p, and

(3a) 0Af.::î(*C) = Ë
1

¿To 22 + v + 1

From (3) and (3a) it is inferred that

*   h.w

ßCr- q-,-B.H.

A(«, W, C/;    Cj  A^»: <,-(«-!)  =    gq+l    + 2-, 0Ä».a-*+l:«(.  c)   h+ßVv>:q-i<fi-l)
ß-l

i—h—1  w—1 . /—A—1     p      i—*
Í-1

(4) + E    E/3-Kf.ï-*+l:« (*<0 A+0^f:«-(*-l) +E     E   E ßKt.r-.q (*<0 A+0^f:»
0-0  r-i 0-0  r-i »-o

(h = 0, 1, J - 1; w = 1, • • • , p; q = <p - 1, <p, <p + 1, • • • ),

where

(4a)
*-i

K(h, w, q; *c) = 1 - E
1

ff„o 22 + q — <p + 2

*  A,w

oCto: A—l—H,B.

We note that the A(ä, w, q; *c) may vanish, if at all, only for a finite number

of values of h, w, q. The equation (4) may be solved in succession according

to the scheme

(5) q = 4,-1

h = j - 1 (w = 1, ■ ■ ■ , p)

h=j-2(w=l,--,p)

[h = 0        iw = 1, ,P)

If some of the K(h, w, q; *c) are zero, a remark entirely analogous to that

following (24; §3) will be valid, and some of the jj*-1 may be arbitrary (this,

of course, corresponds to the possible arbitrariness of some of the v'-1). It

is also observed that none of the *c, occurring in (4a), are involved in the

second members of (4).

Let (4) denote the set of equations (4), where the j}'-1, the *gq'+[3 and the *c

are replaced by jji_1, £*+f and c, respectively. Choose

(6)
k,w

0Cw:<t>~l-H,H m  C > 0

iH = 0, 1, • • - , <p - 1; w = 1, • • ■ , p; h = 0, • • ■ ,j - 1),
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where c is sufficiently small so that

(6a)    K(h, w,q;c)>0 iq ^ <f> - I; w = I, ■ ■ ■ , p; h = 0, • • ■ ,j - I).

By (6a) and since

lim K(h, w, q; *c) =   lim K(h, w, q; c) = 1,
Ç—»oo ff-*00

we have, excluding the values h, w, q for which K(h, w, q; *c) =0,

K(h, w, q; c)
(6b) 0<| wY *    I  <BOV

\K(h,w,q;*c)\

(w=l,  ■ ■ ■ ,p;h = 0, ■ ■ • ,j- l;q^<p- 1).

Furthermore, take

a.«        n(P + u^<p-2 (Ufa»),
(7) 0Cf:»,u  "*   0<

lp + u =g 4> - 1 (w < f = #);

(7a) I*+i = 0 (j - - 1, 0, • • - , <f> - 2);

on the other hand, let the other c and g (that is, those not referred to in (6),

(7), (7a)) be positive and greater than the absolute values of the corresponding *c

and *g. Since K(h, w, q; c)9*0 for any of the involved values of h, w, q it is

observed that equations (4) determine all the hvÍTt1 uniquely. By virtue of (6a),

and in view of the assumptions concerning the c and the g we conclude that

the „rjiTi1 are all positive. We now prove that, with B of (6b) sufficiently great,

ta\ I   -i_11 ^ rl+l   -i_1

(C = B"; h = 0, 1, • • ■ ,j - 1; w = 1, ■ • • , p; I = 0, 1, • ■ • ).

Of course, when there is any arbitrariness in the determination of the i}'-1,

we shall take some particular set of the r¡'~1. By (4a) there exists an integer

Oo^<p — 1 such that

K(h, w, q; *c) 9* 0
(9) '    '*'

ih = 0, 1, • • • , j - 1; w = 1, • • • , p; q = q0, g0 + 1, ■ • • ).

Let the i}'-1 be assigned some particular admissible set of values. There wiU

exist then a number B so that not only (6b) holds but also

(9a) | hVw. 11 < C      hVw. i

(C = B'p; h = 0,1, • • • ,j - 1; w = I, ■ ■ ■ , P; I = 0, 1, • • • , q0 - <j> + 1).

The essential fact is observed that, for ff^ffo, equations (4)  define the
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hVÍTi-t+i (q = qo) uniquely in terms of certain other rj>-1, previously defined

or selected in a definite manner. Suppose now that

I hVw.l I   < C hVw.l
(9b)

(Â = 0, 1, ••■ ,j- 1; w= 1, ■■■ ,p;l = 0, ■ ■ ■ ,q - <t>)

where q — l^qo (this secures q—<p^q0—0+1).

Since the ßKr,i:ri*c) are forms, with positive coefficients, linear in the *c,

it follows that

(10) | ßKht:U*c) | < 0A*;L(c)

for all involved values of the subscripts and superscripts. In view of (10) and

(6b), application of (9b) to (4) would yield the inequalities

»-1        i     _° I »*'"'' _i_'x^   v*'w r-\ I      -i_1        I
w:ä-*+1 I  <• ~77T, -x    Ss+l     "T  2-1 0A«>,«-*+l: t\c) \ h+ßVw: «-*+! |

Kih,w,q;c)L ß-i
hV

JS

j-h-1 to-1

(11) +   E     E ßKt.q-t+l; qic) I h+fiVl: q-*+l \
0-0    f-1

J'-A— 1     p    s-* "I

+   E     E E pAf,,: 4(c)   A+0^r:»C
0-0    f-1 f—0 -1

From (11; h=j—l; w = l)

(11
.   1 i-lVl: q-4,+1 I  < ~rr:        r~ ~   ga+l       T 2^ 2-i <>&{.>■■ q\c)i-Wt:'^

a) A(j - 1, l,q;c)L f_i _0 J

j-*+i      _i-i

The latter inequality is obtained using the fact that C > 1 and that the ex-

pression within the brackets in the second member of (11a) would be equal

to Kij—1, 1, q; c) if C were replaced by unity. This type of reasoning is em-

ployed in the sequel, but no explicit reference will be made to it. Assume that

(lib) | i-ivtTl-t+i | < JcT**1 i-ivÍTl-t+i i£ = 1, • • • , w - 1; 2 ¿ w ¿ p).
By virtue of (lib), (11) would imply that

arc*-**     r ,._i     („_i,   (i_
< -777-.—;-:(ifi *      c

A(j - 1, w, q;c)L

-J-l „ "   ^ I   _í— I.™ „— (»—!)„— («— *+l)

i-i'7a>: a-0+11

,J-l,u> *-l _(«,_!_(■)

+ E oAr,5_*+i:s(c)   i-iit:t-W5
0¿) r-i

+ E E oAr,,: a (c)  ,_ir/f: ,C B
f-1    K-0 Jf-1  r—0

«    «-#+1 .J-l

v. Jj  O ,—il7w: a—*+l •
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By induction it is seen that (lib) is valid for f = 1, ■ ■ ■ , p. In particular

(13) | j-xVf. q-t+l \  < B C j-xV{: 9-0+1 (f = 1, • • • , />)•

Suppose that, for \=j — \,j — 2, • ■ ■ , h+l (O^h^j — 2),

(14) | xur: 8-*+i \ <B       C xíf¡ 8-0+1 (f - 1, • • • , p)-

By (11) we then would have

I  -*-1       i   ^ B T-*'1'' i 'v^ rS-1 ,*      -i-1
Al?l:e-0+l     <-   ——     - —    ¿?e+l T 2-1 (»&-._-*+-: (W   A+0'?l:a-0+l

7?(A, 1, a; c) L 0-1

(14a) 8-0+1      (3-»-0)3>
X C 7>

3-A-I      p    9-* fc >+1"|
+ E    E £ ßKr,t:qic)   h+ßVf.'C

0-0   r-i »-o J0_o   r-i F-o
(í-A-l)P    9-0+1      .3-1

<   757? C Ai?i:a-*+l.

Assume now that

(15) | A^-0+i | < 73«-*-»" 73? C»-^1 A^-0+i

(f-i,-",t-i¡2jfáí)¡

in (14a) these inequalities have been demonstrated for w = 2. From (11) we

would have

I     »3—1 I _A,to,3" --—, A,to
Afio: a-0+1 |   < —- T    gq+X     +  lu ßKw,q-<p+l: q(c)

K(h, w, q; c) L 0=1

.3-1 a-h~ß)p  .-«+1  ,'y^1 v   r*'" ^       -/_1
A A+0J?to: e-0+1-0 t, -T- 2-1     lu 0AÍ.9-0+1: «W   A+0>/r: a-0+1

(15a)
<3-A-0)p    8-0+1 y, A,to Í-1 (,-A-Dp

X 73 C T¿ 0&t,i-i+i: «(.C)   Äff: a-0+1-0
f-1

x b!c"-*+'+'~J2 £ £ ßKht::.q(c) k+ßvl7:c'+1~]
0=0     f=l  »=0 J

(3-A-l)P     to     a-e>+l      _J-1

< 7> 73  C A>?io: 8-<>+l •

Thus (15) holds for £"=w and, consequently, for f = 1, • • • , p. Whence it

follows that

| Al?f: 8-0+1 I   < -° l» Al7f: 8-0+1 (f =  !> ' " * I P) •

This, however, means that (14) would hold for X = h if (14) holds for X =j—l,

j—2, • ■ ■ , h+l. For \—j—1 (14) is observed to be true; thus, (14) holds for
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\=j—l,j—2,- • ■ , 0. The latter fact implies that

(16) | nV{: a-0+11 < C hijt: 8-0+1       (h = 0, I, ■ ■ ■ , j - l; Ç = I, ■ ■ ■ , p).

Since (16) is a consequence of (9b), inequalities (8) are seen to be proved.

We observe that the following fact has been demonstrated.

Let the c and the g be numbers satisfying (6), (6a), (cf. (4a)), (7), (7a) and

also satisfying the italicized statement immediately following (7a). Let the coeffi-

cients in the series

(17) _«.(*)-I. wi:,f' (h = 0, • • • ,j- 1; w = 1, • • • ,p)
r—0

be defined by the equations (4), formed with the mentioned c and g and charac-

terized in the italics preceding (6). In view of (8), whenever the series (17) all

converge in a vicinity oft = 0, the same will be true (in a possibly smaller vicinity

of t = 0) for any set of formal solutions hf¡u,(t) (cf. (3a; §5)) of the integral sys-

tem (A»).

We are now in the position to form a system of integral equations

(À.) t* hv'j\t)  = ff £  f ' ßt(t, r) wlTfr)* + i-a,'\t)
0-0   r-i J o

(h = 0, • • • ,j - 1; w = 1, • • • ,p);

here

. CO CO CO
A,to.        . ---.  ^—.      A,w      a     8 A,to,3    v ^—*    A,to,3 «

(18) 9C{   (t, t) = 2, lu ßCf.'.qt f i       I        CO = lu I.      * •
(—0 a—0 t—0

This system is satisfied by the set of formal series (17), defined by (4). Choose

■c' sufficiently small. Let r be a sufficiently large positive number. Moreover,

we shall choose

(18a) &'W(t, r) = £ r<£ fr' (T -3 w),
•-0-1       JÎ-0

(18b) ßcTd, r) = £ r« £ «*"V (r > w),

CO

(18c) g*""'(0 = £ ri-*+1i«,
>—0

except that

A,to .        . , 0-1 fc1   0-1-tf  ff Ji,     . _-,    i-B B
<18d) of.   (/, r) = c'r     E ' r    + £»"£'     r .

H-0 <-0       B—0
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These series, of course, all converge in the vicinity of ft = 0, t = 0). It is seen

that the constants, occurring in the second members of (4), will then be

_A,w p+u _A,w «-*+2

(19) yCt:r.u =  r      , gq+l = r ,

while

(19a) oc«: 4-i-H.H = c r      = c.

The corresponding set of equations (4) is not practicable for a proof of con-

vergence of the solutions (17) of (A3). Hence use will be made of a different

set of relations, obtainable by utilizing the special form of (A3). In fact, (18a),

(18b), (18c), (18d) are equivalent to

(20) ßcTit,r)=T-±---    E   r^tV «¿w),
(1 - rt)il - rr)     ,+„s¿_2

(20a) ßc'r it, r) =-±-    E    /+Vr" <fr > •),
(1 - rt)il - rr)      p+„s«_i

(20b) gh-»->it) =rt*/il-rt),

except that

A.w, . , *-l   t-v    4—1—H  B 1 ,—.
(20c) of»  ft, r) = c'r       E' r    + --—---    E    ^+^r".

B-o (1 — rt)il — rr)     „+„á*-i

Substitution of (20), (20a), (20b), (20c) in (As) results in

0-0   f-i J o       1 — rr

,_!_,   ̂      rth+ß.'{   *(r)¿r

- (1 - c)r       E ft —rt      )  I     -r    hVv,   ir)dr
,      . B-0 J0
(21)

j—1—A     p /» t
SV^        V*       /  '+".» P+u+1 P+l.     I « f-1-.

E    E   0*    * - *       <   ) I    t   ktiwr   Wdr
0-0     f-1  p+u<#-2 ^ 0

- r*-1 E* E   E ft*"1"" - **"") f ' r" wtf"W + ri*
0-0 f-UJ+l u-0 J 0

(A = 0,- ••,;- 1; w= 1, ••• ,p).

On using (17) the following formal relations are obtained:

(21a) I    —- =   2-,   \    E»+/wr:x——-)*     ,
*' 0 1   —  fT .-¿+1  \     X-0 4> + S   /
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/' t CO                                           ¿«+U+1t h+ßVi    (r)dr = £ h+ßV{-.M
o «-o J + «+ 1

/-i _3-l

(2lc) (t -ri      )l    -    w,   (t)Jt = £ ( --—-)<     ;
J o ,_o\J+77+l       j + 77 /

moreover, by virtue of the relationship

co    0—2 °° 0—2

££a.,</'+<+1 =   £     £ao+.-i-<,,<*+«        (here a-,< = 0 foro-< 0),
•—0  »—0 »—0+1    i=0

it follows that

E p+u p P+u+1 p+1      C        u j'—l
(r     *  - r        t    )  I    t   A+0íjf     (r)dr

P+uS0-2 •'0

(21d) - ._,     ,     _   i _»-l í+1 .Í-1 -,
y-i       V-i v-i Vr    h+ßV{: 0+»-l-i r        A+0'?f : 0+.-2-Í        0+.

»-0+1  <-0 u-0 U> + J — i + U      <j) + S— I — i + uj

Substituting (21a), (21b), (21c), (21d) in (21) and observing that for i<0

the coefficient of t*+' in the second member of (2Id) may be written as

*++_1       v_i r'-t-*-1-^

£  A+0i?f:X——-
x-o 9 + s

and that for j^0 this coefficient may be expressed as

0+«-l ,   ,  -0+.-1-X 0-2 -0-1

h+ßV{: X —;—¡-   -  lu ¡ ¡"T A+0»?f : • ,
A_+l <t> + S u_o« + J+l

we obtain

.,_i       '-^"   p  (   ■ f-r r***-1-*
AI?»:« — r kVv.ê-X +2-1     lu \   lu h+ßVt:\ -¡-

0-0     f-1  ^ X-0 <t> + S

0-2 . r0-l \ 0-1

+ £ M#f£ 77—-—:) - (i - C) £
H-o 77 + j + 1/ jï_c

t=?        ,-i        r*"1      \ t_!        r*"1 _3-i
Afto:«

; j + h + i

0-1 r0 f_l 3-l-A P        0-1 r0-l

(22) + (1 - c) £  -—— «„:._!  -   £       £     £  -! A+0ÍÍ:.
Jï_0  J -h 77 ^_o    f_»+i h-o J T 77 -h 1

3-l-A        p       0-1 r0

+ £       £    £  -—~ *+0ff:.-l + £(*)'
0-0    r-10+1 H-0   J + 77

(j = 0, 1, • • • ; h = 1, • • • ,j - 1; w - 1, • • • , p),

where
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(s>0),

(* = 0).

Í 0 is > 0),
(22a) (is) = |t

On writing

*-i        r*-i *       r*
(23) q. = 2Z      ,   „   ,      '        Î. = E —— >        i(«) = 1 - c'q„

B-o s + H + 1 ff_o î + 22

c' being small enough so that gis) >0 for all s>0, and observing that in (22)

all the AJ/fíJ1 (r>w) cancel, we have

w— I ;— 1—A     w

gft) hñw: . = a, E A^f : < + ?» E   E A+irör: •
f-1 0-1   f-1

Í-1 Í-1-A     to f* .   j

+ ft^O* — 1) + 2.-0 w«!*-i + E S —;— h+tñt-.'-i
(24) ?"°   r"1 * + '

j—1—A p . ;—1—A     p    1—2 *_!   r-1"*»*
+ 2»      E       E  A+0l?f:.-l  +   E     S E *+Wf:X -

0-0   f=w+i 0-0   f-i x-o <P + *

+ f(5)r   (j = 0,1, •• • ;Â = 0, - ...y-l;»- 1, •••,^).

In view of (23) there exists a number k so that

(25) —, irgis - 1) + 2-._i)< k,
gis)

and such that, for s ̂  1,

r* k
(25a) a., g., -—— < — •

<f> + s      s

Accordingly, the following inequalities are obtained from (24) :

■_1 / u>~1        —l       J-1_*    " i_,\

m$ < ¿M    E nVl.' ~T-  Z-,    2Ji h+ßV{:> )
\ r-i 0-1   r-i /

j-l-A    p ¡¡Í   y-l-A    p    <-2   t_j_x .  j

+ ¿2 E   23 Ä+^f:.-i H-E   E 13 r       h+ßnr.i
0-0    f-1 5     0-0    f-1 X-0

(h - 0, - • • ,/ - 1; te - 1,. • • , p; s - 1, 2, ■ • • ).

With the aid of (26) convergence of the series (17) will be proved. For

some positive a

(27) aíÍTo < a ih - 0, 1,   • • ,j - 1; w - 1, • • • , p).

Let So (e 1) be a fixed integer. Depending on sa, there exists a positive num-

(26)
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ber p, which will be taken >r, so that

(27a) A?;«,:/. < apl

(I = 0, 1, ••• ,j„- I; h = 0, 1, • • ■ ,j - 1; w= 1, ■ • • ,p).

By (26), formed for j = j0, it will follow that

■— 1 "~1        -_l 3—1—A     to ._

(28) A»7io:.t <   k1 £ »iffi'», + /J2  E     £ h+ßVr.', + flPiP "
'-i 0=1   r-i

(â = 0, 1, • • • ,j - 1; w= 1, • ■ • ,p),

where pi = 2ki<pp and so is independent of p and j0. In particular, from (28)

we have

.3-1 .,-i
f-r>?i:«, < apip

Suppose now that

j-xV{:., < aPw-.xp" Ü" = 1, • • • , w - 1; 2 ^ w g p),

where pTO_i is independent of p and s. From (28) it would then follow that

í-líio:., < apt„p (p„ = k*ppw-x + px).

Accordingly, by induction we have

(29) i-xv'tTu < akxp"~X (T- 1,2, ••• .£),

where kx is independent of p and s. Assume the truth of the following in-

equalities, reducing to (29) for h=j — 2:

(30) x¿?r:.„ < akj-K-xP

(\=j-l,j-2,---,h+l;ï=l,--,P;0^hèj-2),

where ¿,-_a-i is independent of p and j0. From (28) we then find that

All:«o  <^  a «3-A-l,lP ,

where kj-h-x,x = k2<ppkj-k-x+Px so that k¡-h-x,x is independent of p, Jo. It is

furthermore noted that the inequalities

(31) hvr.u < a¿,_A_i,„_ip " (f ■ 1, • • • , w - 1; 2 á » S /),

where ¿,_a_i,„_i is assumed independent of p and j0, together with (30) would

imply, by virtue of (28), that
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(31a) a^io:«0 < a^,-_A-i,«,p      ,

(31b) Af-A-l.w =   ¿2í¿,_A-l,t«-l + <t>pkj-K-l + Pl-

Thus,

(32) A¿?r:.„ < aki-KP ° (f «■ 1, • • • , p),

kj-h being independent of p and s0. The inequalities (30) imply (32) ; whence

we conclude that for some k, independent of p and s0,

(33) wÍ7.\ < dp"'1 (X = j - 1, j - 2, • • • , 0; f = 1, • ■ • , p) .*

Choose the number p, first introduced in (27a), so that p^k~. In view of (33)

it is then observed that (27a) holds not only for ft = 0, • • -, s0 — 1; h = 0,

1, ■ ■ • ,j—1; w = l, ■ ■ ■ , p), as originally stated, but necessarily also for

(l = s0; h=0, • • • ,j — 1; w = l, ■ • • , p). Since inequalities (28) remain valid,

when So is replaced by a«y positive integer s, provided only that

7-1 Í
(34) nrjw:i < ap

il = 0, 1, • • • ,s- 1; A = 0, - - • ,j - l;w = 1, - • • ,p),

it follows that (34) is valid for ft = 0, 1, • • • ; A=0, • ■ • ,j—1; w = l, ■ ■ • , p).

By virtue of (34) the formal solutions ill) of the dominant system of integral

equations (Ä3) all converge for \t\ <l/p.

7. The main theorem for differential equations. On taking account of

the two italicized statements, one at the very end of §6 and the other pre-

ceding (As) (§6), the truth of the following lemma becomes evident.

Lemma 4. Suppose that a system of integral equations (A3) (c/. §5) is given

with the following properties :

(i) The coefficients of the system are series of the form (21; §5), (21a; §5)

convergent for \t\ <p', \r\ <p'.

(ii) (23 ; §5) is satisfied.

(iii) The system possesses a full set of formal series solutions A"'ft) of the

form (3 a; §5).

Under these conditions, the elements of any set of formal solutions, referred

to in (iii), will all necessarily converge in some vicinity of the origin.

It is to be noted that this lemma makes no reference to properties of the

coefficients of (A3) at ft = °o, r = °o ) ; it also makes no reference to the manner

in which such a system might have originated. In view of Lemma 3, it is

* k, in general, depends on r.
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observed that Lemma 4 is applicable to the particular system (A3), estab-

lished in §5. The formal solutions of the latter system, therefore, all converge in

some neighborhood of the origin. We shall now prove the following Lemma,

referring to properties at infinity of the analytic continuations of the an-

alytic functions so defined near t = 0.

Lemma 5. Suppose that a system of integral equations (A3) is given which

satisfies the conditions of Lemma 3. The elements A^„_1ft) (A = 0, • • • , j—1;

w=l, • ■ • , p) belonging to any particular set of solutions of (A3) (ai follows

by Lemma 4, they are necessarily analytic at t = 0) have analytic continuations

in Po (c/. italics preceding (24; §5)) for which

(1) | KvL~\t) | < C«"" (A = 0, 1, ••• ,j- l;w = 1, ■■■ ,p),

along every ray ti = Zt) in P0. In (1) C and q are positive, sufficiently greah and

are independent of t and \t\.

The proof of this Lemma will be somewhat similar to that which J. Horn

gives in proving certain inequalities analogous to (1). We confine ourselves

to some particular set of solutions of (A3). C will be chosen a fixed value

such that

(2) | kv^o\<C (A = 0, 1, • • • , j - 1; w = 1, • • • , p).

Then

(3) | nC\t) | < Ce"" (A = 0, ...,j-l;w= 1, ••-,£)

for \t\ ¿r° (r° some positive number) and for every a^O. It will be supposed

that the constant p, occurring in (25 ; §5), had been chosen suitably small and

so that

(3a) 0 < p < r".

Suppose the Lemma is not true. Then, for some r'>r°, the inequalities

(4) | A^ft) | < Cem (A = 0, •••,;- l;w= 1, ■ ■ ■ , p)

will be valid for \t\ <r' along every ray <( = 2.Í) in P (cf. definition following

(15a; §5)), while, for some h = h' and w = w', we shall have

(4a) | A'ij^ft) | = CeqW it = /' = r'e»'; V in P).

It is clear that (4) continues to hold, with < replaced by ¿, when t is on any

ray t of P0, while \t\ ¿r'. Let the integrations involved below be along the
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ray V. From (A3) (§5), by virtue of (4), (4a) and (25a; §5), it then follows that

\t* H>nï\t)\-\t'\*Ce9W

(5)

<22   t C \*ßChrit',r)\Ce^d\r\ + Ro\t'\*\t'\-VU\
0-0     f=l <* 0

It is observed that

j—h—X    p      /• p
\

0
~z2ÍC\Vt\t',r)\Ce^d\r\<Íeq'    ,
0-0    f-l J o

where J is independent of /' and q. Thus from (5), on using (25; §5), we obtain

the inequality

ir')*Ce"r' < le"'' + i?0(r')*~B«"''

(6) f-*-1   p    f"

£   £ fRoir')*e^'~^Ce^d\ t\;
8-0     ¡-X^J

whence

1  . 1
1 < — le-«r'-*ir')-* + — 7?o(r')-"e_(,-')r

(6a)

+ J?o/^ f   *-<«"'> <''-"»î|t|.

Take a>p. It is then concluded that the integral in the second member of

(6a) satisfies the inequality

(6b) J    <      J     =  J    «-<<r-/Ox¿~ < e-(q-P)*dx =   -

Since r'>rQ>p, in view of (6b) from (6a) we obtain

(7) 1 < — Je-^'-rí'fO)-* + _ £„(,*)-»e-(a-p)r» + _^* = y(g),
C C q — p

Now, r° is chosen independent of q. It is further noted that/(a) is continuous

in q, for q>p; moreover,

lim/(g) = 0.

Accordingly, a(>p) may be taken sufficiently great so that/(g) ¿1; for any

such value of g a contradiction arises to (7). Therefore the Lemma is seen
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to be true. The inequalities (1) of this Lemma will hold, for instance, when q

is such that/(a) = 1.

Consider a particular ray t in P. The formal series jW"lW(cf. (3; §5)),

even if divergent, give rise to certain analytic functions

/• CO

(8) hv'~~ ix) =        ml  it)e'dt (A = 0, • • • , j - 1; w = 1, ■ • • , p).
J o

The truth of this statement is a consequence of the following considerations.

Suppose a; is in a half plane H [t], characterised by an inequality of the form

(9) Rie"x) = ¡ x | cos ft" + x) < - o'(< 0) (x = 2x);

for the present we shall take q' = q+e («>0 and arbitrarily small). It then

follows that the integrals (8) are all absolutely convergent. In fact, by (1)

and (9),

/I oo
| hC\t) I exp ( | 11 | x | cos it + x))d | 11

o

J 0

ix in H[t]; A = 0, •    -,j-l;w=l, ■    -,p).

The conditions (1; §5), (5; §5) have to be satisfied. The first of these is seen

to hold for x in H [t] since, by virtue of (9),

| etxt"\ < e-(e+,)l,l | t\a.

On the other hand, the following inequalities will hold for the functions within

the brackets of (5 ; §5) :

e-Wd\t\ = —
o «

/-<l p\t\
< Ce-íí+oni   I      | T|*e«l'l¿| r|(H)

0   | v o

/»It,
D

(9a)
/•Ml Ci-"l   / *+*

<Ce-l'l t\"d  t <H) =
(A + 1) ■ ■ ■ (A + 22)

(22= 1,2,- •• ; k = 0, •••,»).

Since the last expression above vanishes for t = 0 and approaches zero as

| i| —>°o, the truth of (5; §5) becomes evident.

Thus, the conditions of certain theorems, due to N. E. Nörlund and of

cjntral importance in the theory of factorial series,* are seen to be valid, a

fact made manifest after certain obvious transformations are carried out.

We thus obtain, whenever the ray 2 t = t is in P,

* N. E. Nörlund, Leçons sur les Séries d'Interpolation, Paris, 1926; pp. 206-208. Also see his

theorem on p. 203.
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nr¡, Í-1,   x V  _>g«.:.(0_(10) hvv, (x) = 2> —,-:-;-:
,=o *(* — y) ■ ■ ■ (x — sy)

ih = 0, ■ ■ • ,j - 1 ; w = 1, ■ ■ ■ ,p; Z y = y)

where | y | is suitably great, y=—t, and the involved series all converge in a

certain half plane H[t]. These functions are analytic solutions of the system of

"mixed" differential equations (A2) (§4). It is clear that results of stated type

hold ior j = l, ■ ■ ■ , fa Accordingly, it is observed that the <p formal series

solutions of (Ai), s,(x) (cf. (1; §3), (lb; §3)), give rise to a corresponding set

of <f> analytic solutions y¡(x), obtained by replacing the hvJ~1(x) of (1; §3)

by the corresponding (convergent) series (10). We are thus ready to formulate

the Main Theorem for differential equations.

Theorem I. Let a differential equation (A) (§1) be given. Suppose that corre-

sponding to a root px, of multiplicity fa of the associated characteristic equation

there exists a linearly independent set of <p formal series solutions, all of normal

type (cf. §2) and all forming one logarithmic group. Bring (A) to the correspond-

ing form (Ai) (§2) and let E(p) =0 be the characteristic equation of (Ai). For

every i, not coincident with a value of an angle of a non-zero root of E(p) =0*

the following is true.

(Ai) possesses a set of <j> linearly independent analytic solutions

....        ,   . «<*)   r   Çi A   /     3-1  ,    v^      (P-10J/P   A hUw.tQ) \
(11) y,(x) = e     x  2-, log x[ Ai?o   + 2-, x 2-, ~,-:-:-: J

A-o \ »-i .-o x(x — y) ■ ■ ■ (x — sy)/

ij = 1, • • • , fa-    ¿y = y = — t;    Q(x)   a polynomial in xllp),

where \y\ is suitably great and the involved series all converge in a certain half

plane H [t] (cf. (9) ; q' in (9) sufficiently great).

The implications of this theorem for (A) are immediate. The <p correspond-

ing solutions of (A) will be of the form (11), where x is replaced by a certain

power of *; accordingly, the series involved in these solutions will aU con-

verge in certain sectors, f

The theorem is of greatest possible completeness in the sense that even nor-

mal formal series solutions of (A) do not always lead to convergent factorial

series developments, if corresponding to the multiple root, in question, there

* It is supposed, as may be without any loss of generality, that p=0 is the root corresponding to

the formal solutions in question.

t This is a consequence of known properties of factorial series.
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is more than one logarithmic group. Consideration of the following example

will demonstrate this statement.

The equation

(12) Ltiy) m y»i(x) + axrly™(x) + dxr*yix) = 0 (a^O.i^O)

is of the form (Ai) ; its characteristic equation has a root, p = 0, of multiplicity

three. Moreover, it has a formal solution

(13) yix) = E y.*"' (yo=D.
F-0

In fact, substituting (13) in (12), we obtain

CO

- £»(y) - E /x*-x-3, h = [X(X + 1)(X + 2) - d]yx + a(X + l)yx+i
x-o

so that the equations/x = 0 (X = 0, 1, • • • ) are seen to be uniquely solvable

for the y,. We have

d X(X + 2)
(14) yx+i = a(X)yx,        a(X) =-(X = 0, 1, • • • );

a(X + 1) a

whence

(14a) yx+i = ?(0)3(1) • • ■ a(X) (X = 0, 1, • • • ).

It can be shown that the number of logarithmic groups is greater than

one.

Suppose that corresponding to the normal solution of (12) there is some

convergent factorial series development, of the form

1 + ¿-t—r^—i,_o xix — y) • • ■ ix — sy)

where y is some real or complex number. By a theorem of Nörlund referred

to previously, this function would be expressible by means of the convergent

integral

nix) = 1 +   f  yit)e'*dt,
Jo

where the integration is extended along a certain ray and wherey ft) =E"-oyx/x

is analytic at t = 0. Since i/fte) satisfies (12) it would necessarily follow that

-       <- 1)X+1*+1 ant ïyx =-—- (X = 0, 1, • • • ),
A!
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the yx+i being defined by (14a). Accordingly,

yx

yx-i

?(a) X + 2

a\(\ + 1)

so that | yx/yx-i | —> °°, asX—►«>. Thus, a contradiction arises to analyticity

of y(0- Hence there exists no convergent factorial series corresponding to (13).

Part II. Linear difference equations

8. Some preliminary facts concerning difference equations. As had been

demonstrated by Birkhoff, the difference equation (B) (§1) possesses in all

cases a linearly independent set of n formal series solutions

(1)

where

(la)

(lb)

(lc)

Si(x) = e"<llo«IeQ<(ar)xr<o-i(a;)

e<(«) - £ fi*»*-'"*,
1—0

ai(x) = £ kg** hVmi'(x),
A-0

CO

hVmi'(x) = £ hV.m<'x~''k<

(i = I, ■ ■ ■ , n),

(A-0, mi);

here the /*, are certain rational numbers, the mi and kt are integers (mi ^0;

ki = rip; integer r/ ^1). The formal series can be arranged in logarithmic

groups, the exponential factor

gPzlozzeQ(x)xr

being the same for each member of the same group.* It is convenient to

group the /¿, as follows :

mx   =  Px  =  Pt   =   •   ■  ■   =  Pa,   >  m2  =  pat+x   =  Pai+2  =   •  •   ■   =  pa,  >   •  •  •

>  m\   =  P*^_x+X   =  MaX-1+2   =   •   •   •   =  Pax(=  Mn) (X   è   1).

It is to be noted that the formal facts continue to hold when the dij(x) are

divergent series. To each one of the X /¿-groups, specified in (2), there cor-

responds a certain characteristic equation.

For the case when the coefficients of (B), except for a few positive integral

powers of x, are expressible by convergent factorial series of the type

(2)

(3)
s=o x(x — y) ■ ■ • (x — ys)

(y = 1 or - 1)

* The definition for such groups is analogous to a similar definition in §2.
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and, besides, (B) can be brought to the form of an equation of "Fuchsian

type," Nörlund obtains full sets of solutions, which are expressible by means

of convergent factorial series of the form (3),* thus establishing an analogy

to the Fuchsian theory in the field of differential equations.

Nörlund also treats the class of equations (B) where the coefficients can

be brought to the form of polynomials in x. His other restrictions on the

coefficients amount precisely to the following.

(i) There is only one ¿u-group.

(ii) All the numbers Hi are zero.

(iii) There exist no anormal formal series solutions.!

On using Laplace transformations, leading to ordinary linear differential

equations, he obtains full sets of solutions expressible with the aid of con-

vergent factorial series (3), where y may be complex and | y\ is sufficiently

great.J
In Horn's work we essentially have an equation (B), whose coefficients

contain no fractional powers of x, and which has only one ju-group, all the ¿i,-

being zero. Moreover, he assumes that all the roots of the characteristic equa-

tion (necessarily, there will be only one such equation) are distinct. Under

these conditions, he obtains solutions with the aid of convergent factorial

series (3) (| -y 1 sufficiently great; certain values of 2y excepted).

Contrary to the restrictions of Nörlund's and Horn's works, in the present

paper existence of several ¿u-groups (cf. (2)) is admitted; moreover, the coef-

ficients of (B) are allowed to contain fractional powers of x.

Consider any particular /¿-group. The pt of this group will all have the same

value, say pi. By means of a transformation of the form

y(;c) = e»*10** zix)

(B) will be brought to the form (Bi). Retaining the notation originally used

in (B) (cf. §1) the new equation will be considered as the equation (B), whose

coefficients are convergent series

00

(4) dn-kix) = E dn-k.. or*'* (A - 0, 1, ••-,»), §
a-0

where

* Cf. Nörlund on difference equations, loc. cit., pp. 28-56; in these pages he also establishes

certain other important results.

t That is, the Q¡(x) and the o¡(x) (cf. (1), (la), (lb), (lc)) contain no fractional powers of x;

on the other hand, logarithms in the formal series may be present.

X Cf. Nörlund on difference equations, loc. cit., pp. 56-88.

§ In (4),p will be, in general, different from the corresponding integer in (B).
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,     . do.o — di,o —  ■ ■ •   — dm—1,0 — dm+B+1.0 — dm+B+2.0 —  • • •   — an,o — 0,
(4a)

dm,o,   dm+H.o 7¿0 (0 ¿ m; m ¿ m + H ¿ n).

If the /x-group under consideration is the one corresponding to a greatest p.,-,

the equation (Bi) will have coefficients for which (4a), with m = 0, will hold.*

To the /¿-group, under consideration, of (B) there corresponds a certain p,-

group of (Bi) ; the p,,- of the latter group will be all zero. A formal solution

(with p = 0) of (Bi) is said to be normal when the corresponding polynomial

Qix) (la) and the corresponding series o-(x) ((lb), (lc)) are in integral powers

xllp. In the contrary case, that is, when Qix) and cr(x) are actually in integral

powers of x1/(r'p) (integer r' > 1), the formal series of (Bi) is termed anormal.

A formal solution of (B), with p not necessarily zero, is normal or anormal

according as the corresponding solution (with p- = 0) of (Bi) is normal or

anormal.

Throughout the text, leading up to the Main Theorem for difference

equations (§12), we consider a root p' of multiplicity 4> oí the characteristic

equation, of (B), associated with a particular p,-group. The only restriction,

and as will be shown by an example in §12 a necessary one, will be that as-

sociated with this root p' there is just one logarithmic group and that all

the formal solutions in this group are normal. When, as will be done for con-

venience, the corresponding equation (Bt) ((4), (4a)) is used, the character-

istic equation at hand of (Bi) will be

(5) Eiip) = 2Zdn-k.oe"" = 0.
k

This equation will possess a root of p =pi of multiplicity c/>.

9. Conditions for existence of formal solutions of the type specified in §8.

A set of cp linearly independent normal formal series solutions (of (Bi)),

which by hypothesis corresponds to the root p=pi of (5; §8), forms a loga-

rithmic group. These solutions will be written in the form

)-i
(1) s,-ix) = e<2<*>a;rE log** ai?/-10*0 0' = !» - ' ' » <t>),

A-0

where

00

(la) hv'~\x) = E hril~1x~',P (A = 0, 1, • • • , j - 1).
«=o

Since, in (1), Qix) is in powers of xllp it follows that the transformation

yix) = eQ(-x)xry(x),

* If there exists only one /¿-group, m=0 and m+H=n.
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applied to (Bi), does not change the form of (Bi); in particular, the coef-

ficients of the transformed equation will also be in powers of xVp. Thus,

without loss of generality, it will be assumed that

(lb) e°<-x>xr m 1

and that not all the

(lc) i-m (j = 1, • • • , *)

are zero. We shall presently find the conditions satisfied by the coefficients

of (Bi), when this difference equation possesses solutions (1), (la), for which

(lb) holds.

Given a series

(2) n(x) = £ 1.x-'»,
Ê-0

we shall have

00 00

r,(x + k) = £ v.x-'lp22 Cr'lpkTx~r
—0 r—0

(2a) = ,0  +   £ £ £ C,-<"*->" k' Vrp+„ x-Ur+ylp+vilP

r—0 r—0 u—I

= *>[*] + £ £ vxp+Ak]^^»,
X=0 to-1

where r¡0(k) = r]o and

(2b)      vx^ik] = £ a-,P+,""'¿~'v,P+„       (X = 0, 1, • • • ; w = 1, • • • , p).
y—0

A certain expression for log* (x+k) will also be needed. It is observed that

»   (_ i)<*+i
log (x + k) = log x + £ -kax-".

a-X a

Moreover, it can be shown without difficulty that

£- k°x-°) = £ (- l)°+ek°la,ßX-°,
a-x a / a-0

where

(3a) lo.o=l,    la.o = 0    («el),        L.ß = 0    (a<ß);
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the la,ß not mentioned in (3a) are all positive. We then have

h w

(3b) log (* + k) = E log    x Cß ¿^2 (— 1)"    k"la,ß x ".
0=0 a-0

By (2), (2a), (3b), on making use of the identity

i-l     A ,-1 j-A-l

E E ak-ßbh,ß = E ak   E °a+0,0,
A-0 0=0 A-0 0-0

it follows that, formally,

3—1 í—h~—1     oo oo

(4) S¡(X + k)  =  E l0g * E     X) Cß    (—  1)"     k"la.ßX   "   E h+ßvl     [k]x   '    .
A-0 0—0     a—0 >—0

On substituting (4) in (Bi) and on noting (4; §8), it is observed that

(5) Lis,) = E dn-kix)siix + A) = £ log** a/'-K*) ,
* A-0

where

(5a) a/,_1(») = E E E «.,.,«*
a—0 <=0 o-=0

J—A—1     n .

(5b) Da',,,  =   E     E  a  ',,,,,ß,k,
0=0     fc=0

/c \ '•* ^*+;3/'    <\a+íi í_1rí.iLaj
(5C) CXa,,.,.ß,k  =  C0      (—   1)        la,ß. A+07J.       1«]«   »„_*,,.

Further examination of a/j_10*0 gives

(6) a/   (*) = E jC ««.^   '        " >
a—0 r—0

(6a) aa",T = E «a'.»,T-..
a-0

It follows next that

,„v J-l,   . A  V^  vi      /.* -((a+u)p+v)/p ^, tí        í-1   _(,p+T)/p
(7) A/       (*)   =   E 2-,  2-, O-a.up+vX -   2-,  2-, hFf.r x ,

a—0 u—0 »—O f— 0 r—0

where

(7a) a^p.t = E aa,(p-a)p+r.
a-0

In view of (5) and (7) it is clear that the equations
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(8)    JP\,t  =0 (h = 0, • • • , j - 1; p = 0, 1, • • • ; r = 0, 1, • • • , p - 1)

have to be satisfied. It will be necessary to get the left members of (8) in

considerable detail. By (7a), (6a), (5b) and (5c) it follows that

..   , P     (p-a)p+r   j-h-X     n

af;;1 = £   £     £ £ cV\- i)a+ßia.ßka
(") o-O        «=0 0-0     A—0

X h+ßVü       [k]dn—k,(p—a)p+T-i

where

— hFp,r:X + hFp.r-.t,

(9a)       hFp,r:X   =   £     lu     luCß     (~   1)        '«.P   k+ßlO     k dn-lc.fp-ayp+r,

3-1 p    p-a    p     j-h-X     n

.„,        A7Tp,r:2   =   £££     £     £ Cß     (-1)        latßk
{.yb) a-0 X=0 to=l     0=0     A=0

X A+0'?xp+to[^]o'„_A,(p_a_x)p+T-to (di,j = 0 for j < 0).

For convenience let

n

(10) £ k"dn-k.i = bi (h] = 0 for i < 0).
A-0

On using the relation

p—a    X p—a p—a

££=££,

X=0 y—0 »=0 \—y

by virtue of (2b) we have from (9b)

AFrT:2='£l£E£(£c
1) 0-0    to=l o-O »-0   \ x=»(1

y\ O (p—a—X)p+T—to I h+ßVyp+w

An application of the relationship

p     p—a p     p—y

££ =££

o=0 v=0 »=0 o=0

to (11) will give from (9)

"_ i .'_ i      —»—*   ?    y , _ , _
(12) aFp,t    =   2-i>>Jß:Q   k+ßVO        +   lu     lu  lukJß-.y.w      A+0'7»p+to,

0=0 0-0     »=0 to—1
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where

/n   \ rp,T V* r-h+ßf       i^a+ß,       t"
(12a) hJß-.O  =   2-l^ß     K~   1)        l a,ß 5 (p-a) p+r,

«=0

C10M TP.r.i-l  _^C¡Í      Hß-^p+^/p a+ß X-,+a
(1/D) hJß-.y.w     —   2-1 2-i^ß    ^\-r \~  i)        ia,0O(p-oi-X)p+T-t».

a—ß \—y

The following definition will be introduced.

Definition. A number hi" (c/. (10)) is of index a provided i= ia—v)p+Ç,

where 0¿C¿p — l and a^v.

In view of the assumed existence of a set of 4> solutions (1), for which

(lb) holds, the characteristic equation (5; §8) will have p = 0 as a root whose

multiplicity is precisely <f>. As a consequence,

(13) E dn-k.ok* = ôo = 0 (* = 0, 1, • • • , <p - 1),
k

but

(13a) E¿»-*,oA*=oo5¿0.

Thus, not all the 5? of index <p are zero. It will now be proved that the

¿V with indices 0, 1, • ■ -, <p—l are necessarily all zero.

We have

i-iFo,o = i-i-2o:o Í-H70    =0 ij = 1, • • • , 4>),

where ,-_i7S;0 = 5o. As is seen from (13), b% = 0; but, apart from that, 50

would necessarily have to be zero since the numbers (lc) are not all zero.

It follows that

(14) a2o°:'o = 0 ih=j-l, •••,0).

Suppose

(14a) a/Ô:Ô = 0

(i-i-l,---,0;i-0,V--,T-l;l.r„i-l).

In (14) the truth of (14a) has been established for t = 1. On making use of

(14a) we obtain

r/"1 r°'T '-1 _ n
l-i-r'o.r    —   j-1-/0:0   j-l^O       — O.

Thus; in view of (12a),
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(14b) hJ°o'To = 0 (h = /- 1, ••• ,0).

It follows by induction that (14b) holds for r = 0, • • • , p — 1. Assume now,

more generally, that

(15) kJ'i'o = 0

(h= j - I,- ■■ ,0;ß = 0,1,- ■■ ,í;t = 0,1,-■■ ,p- I),

for i = 0, • • • , p — l (l^p^cp —1). For p = l (15) has been proved in (14b).

On taking equations (15; h = 0) in succession for ß = i, ß = i — l, • ■ ■ , 0, and

at each step using the relations previously obtained, we find that

(15a) íi.iór   =  li-X.i-xbp+T   =   •   •   •    =   lo,obip+T   =   0

(t = 0, 1, ••• ,p;i = 0, 1, ••• ,p- 1).

Accordingly, (15) implies that all the S¡ whose indices are 0, 1, • • -, p — l are

zero.

In the sequel use will be made of the fact that the bi' in (12a) are of index

p and that in (12b) the ÔY are of index p—v — l, for w>t, and the 5/ are of

index p—v, when w^t. In deriving further consequences of (15) consider

(16) i-i/C1 = 0, i-^pir = 0, • • • , i-p-iF^1 = 0 (r = 0, 1, ■■■ ,p- 1).

Whenever necessary/ will be taken i£p — 1. By (15)

3-1   _ P.O Í-1
3-l*p,0    —   j-XJ 0:0   3-110

(16a) a/Ó:'o = 0 (h=j -1, ... ,0).

so that necessarily

(16a)

On assuming, more generally,

(16b) ^ = °
(h - j - 1, • • • , 0;ß - 0,1, • • • , H - 1; 1 £ H S p),

it is observed that

í-i P.o i-i   ,   v>1 jf.o i-1
i-X-BFp.O    =   j-X-BJB:0   j-XVO        +  2-1  j-X-BJß:0   ,-X-B+ßV0

0-0

B   p-X     p

+   lu  lu  lu   i-X-BJß: y,m    ■
0—0 y— 0 to—1

In consequence of (16b) and since the ô< in the hJßfyfw~l have indices ¿p — l,
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3—1 p,0 i—1
(16c) ,-i-bFp,o = í-i-bJb-.o i-iVo     = 0

it follows, in view of the preceding italicized statement, that

(16c)

(16c) implies that

(16d) hJb-o = 0 (A=y- 1, ••• ,0).

As (16d) follows from (16b),

(17) nJ'ß?o = 0 (A-¿-l,...,0;j8-0, 1, •••,p).

Assume that, forr=0, 1, • • • , <r —1 i\¿a¿p — 1),

(18) -/Jló-O (A-i-1, ...,0;)3 = 0, 1, ■ • ■ , p);

in (17) these relations have been proved for a = 1. In view of (12a), equations

(18), when examined in succession for ß=p, p — 1, • • • , 0 (any h), will be

seen to imply

(18a) 5T = «£ - • • • = 8^, = 0 (r = 0, 1, ••• ,cr- 1).

A further consequence would be the relations

(18b) i-i/fc'o'.L"1 = 0 il ¿w¿<r).

On making use of (15a) and (18b) it is observed that

f-1 J.t »-1
j-lfp.r   —  i-W 0:0   i-ll?0      =: U

so that

(19) a/o:"o = 0 (A-y-l,-.-,0).

Assume now a set of relations, more general than (19),

(19a) a/0:'o = O (A =;-l, ... ,0),

where 0=0, 1, • • • , 22-1 il¿H¿p). On account of (18a) and (19a) and

by virtue of certain previously established facts, the relations

i-i p.» <-i
i-l-Bfp,»   =   i-l-BJB:0   i-l>?0       = O

would then follow; that is,

h/b'o = 0 (A-y-l,-.,0).

Hence, by induction,
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(20) a/To = 0 (h = j - 1, • • • , 0)

for j3 = 0, 1, • • -, p. On noting that (20) is a consequence of (18), it is ob-

served that an induction in a more extended sense has been completed. Thus,

forr = 0, 1, • • • ,p,

(21) nJßJo = 0 (A = / - 1, • • • , 0; /? = 0, 1, • • • , p).

Therefore, it is observed that if (15) holds for i = 0, • ■ ■ , p — 1, as origi-

nally assumed, necessarily (15) will also hold for i=p. Whence it follows that

(22) ,Jßio = 0

(A - j - 1, - • • , 0; ß - 0,1, • • • , *; r - 0, 1, • • • , f - 1)

for i = 0,1, • • • ,<j> — l. Just as (15a) has been established on the basis of (15),

we now conclude that all the S/, whose indices are 0, 1, • • • , <p —1, are zero.

Thus, the italicized statement following (13a) has been proved.

In view of the fact just established, we obtain from (12a) and (12b)

(23) a/¡,;To = 0 (p^-D,

fpátf-l (w^t),
(23a) hJß: y,to      —   0<

(w > r).

Thus, relations (8) are all satisfied for p = 0, 1, • • • , <p — 1, without yielding

any information about the coefficients kt]3s~l.

In view of the statement preceding (16),

(24) ^-of*'-^1 {;-T)'
lv à P — <t> (w > t).

Accordingly equations (8), which need to be considered only for p^fa can

be written in the form

3—A—1 .   . ,'-A—1   p—0—1     p .   , .   ,
—p.t.j-i      3-1 _ Sr->    ,->>•* M        v"*       V1    V1    t"'*'' '
•&A hV(p-<p)p+T   =   2u><Jß:0  h+ßV0       +2-1        lu     2-1 hJß-.y.w   h+ßlyp+u

0—0 0=0 y—0     lo—l

(25) i-£*   '      p,r„_i
+   2-1     2-1 hJ ß:p-<t>,w      h+ßV(p-<p)p+a

0=0     to=l

(p = <*>, 0 + 1, • • • ; A = / - 1, • • • , 0; r = 0, 1, • • • , /> - 1),

where

(25a) Kk = — a/o:p-o,i = — 2-, Cx-p+o °(p-X)p-
X-p-0
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In the second member of (25) the term containing a^cp-^Jp+t *s omitted. From

(25), with p=4>, h=j — l,T = 0, it follows that necessarily

(26) }.pp= 0.

The essential fact is noted that in view of (13a) not all the terms in the

expression for Khp,T''~l may be zero. It is clear, then, that the coefficient of

v'~l in the left member of (25) may vanish only for a finite number of values of

the involved subscripts and superscripts. Equations (25) may be solved accord-

ing to the scheme

A = j - 1 (r = 0, - - • , p - 1)

A = j - 2 i ■ ■ ■ ■■■)
(27) p = 4,

= 0 ( •)

;p = c6 + i ;p = 4> + 2

In connection with the possible vanishing of some of the numbers defined

by (25a), a statement can be made precisely analogous to that preceding

Lemma 1 (§3).

Lemma 6. Consider a root, of multiplicity 4>, of the characteristic equation

(5, §8) associated with the difference equation (Bx). In order that, corresponding

to this root, there should exist a linearly independent set of <p formal solutions

of type (1), (la), (lb) the following conditions are necessary and sufficient.

0) So   ?* 0, sip = 0.

(ii) All the bi", whose indices (cf. Definition) are 0,1, • • • , c/> — 1, are zero.

(iii) If any of the Aa',t','~1(p=c/)), defined by (25a), are zero (cf. italics

preceding (27)) then the 5," satisfy conditions implied by the vanishing of the

corresponding second members of (25).

10. The mixed system of difference equations. The formal solutions

(1; §9), (la; §9), (lb; §9) may be written in the form

/-i

(1)

where

(la)

y,ix)i= s,{x)) = E log x\hVo     + Ê x(V       " hr¡l   ix)
A—0 L w=l ]

(7-1, • ,4>),

Í—1,    . -r-v f-1        -X-l
hVw (x) — 2-1 hV\p+wX

X-0
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The coefficients in the series (la) are specified as in §9. Let/ for the present

have a fixed value. Consider (1) as a transformation to be applied on the dif-

ference equation (Bi). The coefficients of (Bi) may be written in the form

(2) dn-k(x)   =  dn-k.O +   £   X^I'dn-kA^,

00

(2b) dn-kAx) = £ ¿n_t,xp+,*-x~1.
x-o

From (1), in view of (3b; §9), it follows that

(3) yi(x+k) = YÍx + Y'k:2,

where

(3a) Fi:i = £ log x £   £ Cß   (— 1)°   la.ßk   h+ßvo   x    ,
A—0 0—0     a—0

(3b) Fa:j = £ £ log * * "~    *   £ hÄk-.ß.w h+ßV«,  (*)•
A-0 to—1 0-0

In (3b)

(3c) A^A:0.w  =>   lu lu Cß    Ci (—  l)       la,ßk       X
a—O i—0

On making use of (7; §4) it is observed that, by virtue of (2), (2b), (3),

(3a), (3b), (3c),

(4) L(yi(x)) m l[ + Li.

Here

3—1     P .. .      3—1—A     n ,  ,

(4a) Lx = £ £ * log a; £   £ h.wLß,k,
A-0 to-1 0-0     A-0

where

.Í-1 xi       A A+0    (p-f)/p o+0 o+»
h,u>Lß.k   —   2-á        2-1     ^ß    W \        l)       la,ßR      "n-k.Xp+w-t

r-i   o,s,x=o

'AU\ ^     -o-i-X 3-1 -2,     A       A+0    (p-f)/p o+0 o+i
(4b) X x A+0i7r   (x + k) + 2-,   lu cß   c>        (~ l)    l«.ßk

f—to a,},X— 0

-a-i-X-1 3-1. ,, A   _A+0    (p-t«)/p
X  a„_A,Xp+p+to-f« A+0lr     (* +  k) +   lu Lß     Ci

a,S-0

X (— 1)     L.ßk    d„-k,0x        A+0lto  (x+k);
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and

t'      V* V* i    *       (p-»>/i> A 'A* a+0 ,-i       ..«+/>.
L2 =   ¿_/ Zu log *   * 2-f     E C#       A+0^0     (—  1)        ¿a.i

A=0 to=l o,X=0  0=0
(4c)

o —a-X—1 ^-» A     ^->     •r-(      A+0 3-1 .s"+ß,      -a   -"

X ôxp+«,a; + 2j l0g * lu   luCß     h+ßvo   (—1;     ¿0,000*    .
A—0 o=0     0=0

On writing

3-1     P

L(yi(x)) = £ £ log** *Cí--)/p ^^
A_0 lo-l

it is observed that, in view of the involved formal facts, the relations

,FFa,w=0 (A = 0, • • • ,/—1; w = l, • • • , p) have to be satisfied; these equa-

tions may be written in the form

,'—1—A     n       p .

(B2) Tk,„ = £   £ £ ßat',k(x) k+ßr)t   (x+ k) = g ' ''(x)
0-0     A-0 f-1

(A-0, •••,/- 1; w = 1, ••• ,/>)•

Here, by virtue of (4), (4a), (4b) and (4c), the coefficients are series of the

form

A.to A       A,»      -i
(5) ßai.k(x) = 2-, ß<H.k-.*x   ,

•-0

A,10,3 A      A.to,/   -.
(5a) g      (x) =  - 2-, i.     x   ,

•-i
where

(6) 0«f,A:0 = ¿n-A.to-f (f^   «O3

(6a)    0af;r:o = 0 (f > u>), ^Xo = 0 0 2¡ i; f á «0,

and, for sàl,

,„. h,w A A*     A+0    (p-f)/p .."+3,       j .»-»
(')    0ar,*:» = lu Zu Cß   C,_o-x  (.— 1;     ío,0a„_i,xp+to-fK

x=o ».o (r < w),

/- \      h'w v /-fi+ß/-.<p-w'>>p/      ,\a+P,     ,'j
(7a)  ßaw,k-., = 2-,^ß   c-»-o      (.— l;     '«.i* «n-i,o

A1   *AX    A+0     (p-w)/p a+0 ,«-l-\,
+ 2=1   2-1 ("ß  g,_i_o-x(,— 1;    ia.0«       an_*,(x+i)p,

X=0     o=0

(7b)   0ar,A:. = 2-1   2-,Cß   C,_„_x-i(— 1)     /o,0«        an-i^p+p-r+u,       (s > «0.'
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The coefficients in (5a) may be computed with the aid of (4c). We have, on

using the notation (10; §9),

A.tP.f .A   '7¿7     h+ß a+ß+l i-la -of-X-l
i      \x) = 2-,   2-1 kfl   v— l)       tct.ß h+ßVo   ôxp+^a;

(8)

+ £(w) E   E W   (—1) L.ß h+ßVo   à0x    ;
0=0     a=0

here ¿(^>) = 1 and £(w) =0 when W5¿^. Thus,

>>.«>, í      '"^T* tí     A+0 ...«+0+1, »-i«
~~  S« =   E     2^ L0     (.""   ^ '«./»   *+OT0     0(.-l-a)p+«>

(8a)

+ i(w) 2-,Cß   (-1)        h.ß h+ßVo   8o.
0=0

The series (5), (5a) all converge in the vicinity of infinity. Furthermore,

it is seen that the "mixed" difference system (B2) is formally satisfied by the

possibly divergent series h+ßVi'"1^) (cf. (la)).

Lemma 7. Write the 4> formal solutions ((1; §9), (la; §9), (lb; §9)) [corre-

sponding to a root of multiplicity <p of the characteristic equation (5; §8) as-

sociated with the difference equation (Bi)] in the form (1), (la). The formal

series (la) iwith j fixed) will satisfy a "mixed" difference system (B2) whose

coefficients are given by series (5), (5a), (6), (6a), (7), (7a), (7b), (8a), all

convergent in a neighborhood of x= °o.

11. The corresponding system of integral equations. It is clear that when-

ever the characteristic equation 2£ift)=0 (5; §8) possesses a root t=p, the

numbers p+2iriv ft = l, 2, • • • ) will also be roots. In particular, this equa-

tion has roots, on the axis of imaginaries, associated with the root t = 0. Re-

gions P and S will be defined as follows.

Let P denote the half t-plane Rt ^ 0, excluding small sectors each with vertex

at t = 0 and containing the non-zero roots of 2¿ift) =0 in their interiors.

Let S denote a strip

e ¿ h ¿ a; t2 è 0 (0 < e < a; / = h + it2),

not containing any of the roots of EiQ) =0.

In the sequel, whenever the integrals

/"■ /'•/ o •' o

are said to be extended in P, it will be understood that the path of integration
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is along a ray Zt=t, extending from the origin and situated in P. On the

other hand, when these integrals are said to be extended in S, the supposition

will be that the path is from t = 0 along the positive axis of reals up to some

point t = h Í€¿ti¿a); from the latter point the path will be assumed to ex-

tend, in S, along the ray Rt = h.

The variable x will be so restricted that

(1) lim  | etxf | = 0 (every a > 0)

along the ray Zt=t, under consideration, of P; or along a line, Rt = ti, ex-

tending in 5. We then have formally

oO /* oo

(2) aix) = E a»x~" =    I    äit)e'xdt (integration in P or S),
•-i «2 o

where

«> (— iya
(2a) ait) = E äyt-1; ä, =-—•

,-i ft - 1) !

Unless stated explicitly integrations below are in P or S.

The series (la; §10) are formally representable as follows:

/* oo
;—1 / j_l tX

(3) hv«,  (x) =   I    hñw  (t)e  dt,
Jo

where

(¿a) hVv,    (t)   —   2-1 hVw.yt  ; hVw.y = -■ hVyp+a-
v=0 V\

Consider now (3) as a transformation on the dependent variables to be ap-

plied to the difference system (B2) (Lemma 7). It is not practicable to estab-

lish convergence of the series (3a) by making use of the relations (25; §9).

Instead use will be made of a system of integral equations.

We have formally

(4) A+0i7f \x + k) =    I    (h+ßij'{ \t)eKl)e'Xdtf   (x + k) =   I    0,+p-rif   (t)e )e "
J o

and, for X = 1, 2,

-x     i-i, ' (r - ty-

(X-l)l
(4a)     *    A+0i7f   (*+A)=-   I I    —-— e    h+eV{   (r)dr \e  dt,

^o   L ̂  o    (X — 1)! J
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provided

(5) [e*f\k,ñ?it)dr^-0

(A = 0, 1,  • • • , n; h = 0, • • • ,/ - 1; w = 1, • • ■ , p; H = 1, 2, • • • ).*

By (2) and (2a) the second members (5a; §10) of (B2) are expressible in

the form

gk-»-<it)e"dt,
o

/,   \ ■~h-"->/.\ V> «,*.«.i.*—l h.v.i (        1)" A,to,i(M g      it) = £ g,     t     ,       g,       =-— g,     ;
,-x iv - 1) !

moreover, by (4) and (4a),

*•"/■ ̂         *~xt    L m        f°°<3T   h-w    **     -f-1ft\
0«r.A(z) k+ßVi   (x + k) =    I    e     0ar,A:oe   A+0ir   (t)

(7)

//(£^Sà*o^f',)M*W(T)]*"
On substituting (6) and (7) in (B2) it is found that the system (B2) is formally

satisfied if

3-A-l     p h w

£   £ 0V CO A+0Í?r   (0

(8)
3-l-A      p        /. í3—1—»      P       /• I       . .   , . ,

E   I     ßC{   (t, r) h+ßvi   (r)dr + g        (t)
0-0    f-l J o

In the system (8)

0-0   r-i J o

(h = 0, •••,/- 1; w = 1, ■ ■ ■ ,p;j = 1, • • • ,<*>).

(8a) ßbr    (t)   =   2^0af.A:O«    ,
A-0

/0, . A.to A A      A,to      (r        0 Ar
(8b) 0Cf   (', r) = E Liöf.H--—-e   ,

X-l A-0 (A — 1)!

where the -ajj* are given by the formulas (8), (8a), (9), (9a), (9b) of §10.

In view of the convergence of the series (2b; §10) and by virtue of (8a; §10)

and of (6a) it follows that

* The formal steps will be finally justified.
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(9) i04:*:xi,    \¿r-'\<R¿      (x = o,i,...).

Thus the coefficients of the system (8) are entire in the involved variables.

The system (8) is formally satisfied by the series (3a).

As a consequence of (6; §10) and (6a; §10) we have

(10)    obTit) = ¿ dn-k.„-{ek' = fit) (f= 1, •••,«.),

(10a)  0V it) = 0 (f > «0, ßb^iD = 0 iß = 1; f ¿ w).

Accordingly the first member of (8) is replaced by

(H) èb"~*it) hvt\t).
t-i

Since, by (4a; §8), not all the d„-*,o are zero it is noted that o°ft)^0.

It will be necessary to examine (8b) in greater detail. We have

CO M

(12) ßCt    it, t)  =  E E &t:p.ut T   ,
p—0 u—0

where
... Ä.W        *—1 M . a . tt—<+P+l

,.„ , ».»       'i£u A ßat.k:,Cp   i- 1)'A
(12a) pC{:'-u = 2-,  2-, -,-—-:——-;

«-,+1 *-o is- l)!(w- s + p+1)!

Hence by (7), (7a), (7b) of §10, on using the notation (13; §9), it follows that

p+i+u   .   -*+*>,<»>-,»>/»x~1;    f     1x"+«+V+>+1
A,w     _ •£   A W>   C,-a      C,   la,ßi— 1)        50

ßCv.p.u  — 2-1   2-1 ',        77T, .       .   <N1
.-p+i «-o (í - 1) !(« - s + p + 1) !

(13) .   _,A+0    (p-«)/p   .-1 p+a+0 «+p_x
p+i+u .-i y cg c,_i_a_xc; iajj- i)     g(X+1)1^

•-p+i x-o  «-o (j — 1) !(« — j + p + 1) !

and, for lgfáw —1,

_i_i_i_ ^  _*+/5_,(p-r)/p„«-i,    ,     ..«+/J+P
M«   N »•" ^     V«  V^   ^ C—-X   C"     /"-',(-   ^ $»+P+l-X

(13a)  0Cf:p,u =  E   2-, 2-, ~,-rrr;-;-,   ...    hp+v-i ,
-p+l x-o a-o    (s - 1)1 (« - s + p + 1)1

while, for f >w,

j.,^ i       i   i ^.*+0/-,(P-f>/» w*-1.      /       ,.«+0+»«+P-X
,(,L,     ».«       "tit" tí'^ C0  C-a-x^Cp  Za,0(-1)       áxp+p-r+»
(13b) 0Cf:p,u = E E E --7—irr;-,     , n,-

—p+l  X-0    a-0 (j —   1) 1(« — 5 + p +  1) !
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Now the indices (cf. Definition of §9) of the bi' displayed in (13), (13a)

and (13b) are w+p + 1, u+p + l and u+p, respectively. This, by virtue of

the fact that condition (ii) of Lemma 6 (§9) is satisfied, implies that

(14) ßclZ.n = 0 (p + u^4>-2;Ç ¿w),

(14a) ßc)Z,u = 0 ip + « £ <t> - 1; J" > w).

As to the properties at infinity of the coefficients in the second members

of (8), it is noted that by (6a) and (9)

(15) | g*.-.'(0 | <-KV" (allí);

moreover, by (8b) and (9),

(16) | ßcth*(t, t) I < R" | e»r | e'l'-'i (all I),

provided Rt ^ 0 and R" is sufficiently great.

It is observed that the functions (10) are representable by the series

to—c w—■      t *

*    CO = £ «_r -
•=o t!

where, by Lemma 6, 5*„,-r = 0 (f = 1, • • • , w; i = 0, ■ ■ • , <p —1). Thus

(17) ¿—r(/) = t*d—rif) (f = 1, • • • , w),

the da-{it) being entire in t. Furthermore, since So*9*0, the function

(17a) -=-dit) [cf. (5; §8); ¿(0) 9* O]
b"(t)      Exit)

is meromorphic and, at t = 0, it is analytic.f The poles of dit) are given by

the totality of the non-zero roots of the characteristic equation Exit) =0.

On noting that by (4a; §8) ¿„.o^O (O^w) it is concluded that, for t in

P and for t in S,

(18) |d(0| < d\ *-(»-»>'**|.

On the other hand, in view of (10) and (17),

(18a) | ¿-t(t) | < d | enlr* \ iRt ^ 0).

Substituting (10) and (10a) in the left members of (8), we bring the sys-

tem (8) to the form

(B3) Í* hC\t) = E_1 £   f ' VT(t, r) k+ßC\r)dr + */"*'(*)
0=0     f-l J o

_ (A = 0, ••-,/- l;w = 1, ■• • ,p),

t With the number a, used in the definition of s, sufficiently small d(t) is analytic for 11\ Sa.
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where

w—l -

(19) 0C(   it, r) = dit) ßC(   it, r) - dit)d      ft)E^fft, r),
o--l

10-1

(19a) *g*.<°->(i) = d(t)"gh'"-'(t) - d(t)d"-i(t) E Y'^'ft)-
(»-I

The steps to be used in this connection are precisely those employed in

establishing equivalence of the system (A3; §5) to (7; §5).

In view of the established properties of the coefficients of the system (8)

it follows, by successive applications of the relations (19), (19a), that

,     . * h.v> "     "   * A.«     .  8

(20) 0cr   (t,r) = 2^2-, ßC(-...qtT ,
«—0 î—0

. . *A,w,j A  *A,w,i «
(20a) g      ft) = E g->    i ;

«-0

the involved series being convergent for |/| <p'.f Moreover, the coefficients

of (B3) are meromorphic functions (in t), whose i-poles are at the non-zero

roots of £ift) =0. The functions (20) are entire in t.

As a consequence of (14), (14a) and since ¿ft) and the dw~{(t) are ana-

lytic aU = 0, it follows from (19) and (19a) that

(21) ßc(
,„ (p + u ¿ 4> — 2
:p.«  = 0{

\p + u¿4>-1

\p + u ¿ 4> — 2 (f ¿ w),

(f > w).

It will be demonstrated that, for t in P and S, and for Ao sufficiently

great,

(22) \ßCi   (t,r)\ <Ro\t\   \e      \\e \e

(22a)                    | V^'ft) I < Ao | < |* | e""»' | | e~nt | C<*'

(0 = 0, 1, ■■■ ,j-k-l;t=l, ••• ,p;h = 0, ■■■ ,j-l;w=l,--- ,p;Rr^0).

In fact, by (18) and (16),

(23) | \c)\t, r) | - | dit) | | ¿\t, r) | < dR" |l| V' I I e~M^ \

and, by (18) and (15),

(23a)        | V,uft) I = I dit) 11 f^-'ft) | < dR" | 11* | «"' | | e~nt | *M.

Thus, provided A0 is taken ^dR", inequalities (22) and (22a) are seen to be

t p' is the least absolute value of the non-zero roots of the characteristic equation Ei(p) = 0.
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true for w = 1. Suppose that, for some Rlt for t in P and for Rt^O,

(24)       iy*Är)i<*i#rioir,M,i/,^,i
(24a) | *gh-°-i(t) | < i?i | < |+ | e"»' 11 <r"< | e'"i

(«r ■ 1, « ■ • , w - 1; 2 á w á i).

By (24), (24a), (18), (18a), (16), (15) from (19) and (19a) we then would

have

| ßC{   (t, t)\ <\t\   \e       \e \e        R„(t),

| Y'^'COl < | t\*\ «"""I | e-"'\ e"\'\Ru(t),

where, for Rt^O,

Rv,(t) = d(pdRx + R" | «-<«-»«" \ ) á d(pdRx + R").

On noting that w may assume only a finite number of values it is concluded

that there exists a sufficiently great i?0 so that the inequalities (22) and (22a)

all hold for w = 1, 2, • • •, p.
Thus, the following Lemma has been proved.

Lemma 8. The formal series hïJ~l(t) (3a), associated with the series (I; §9)

by means of (la; §9), satisfy a certain integral system {Bi). The coefficients of

this system are defined by convergent series (20), (20a); they are functions mero-

morphic in t, whose only finite t-singularities are poles at the non-zero roots of

the characteristic equation Ex(t) =0 (cf. (5; §8)). The ßch('w(t, t) are entire in r.

Essential properties of these coefficients at(t = 0,r = 0) are given by (21). On the

other hand, for t in P and for t in S (cf. definitions at the beginning of this

section), the coefficients of (B3) satisfy inequalities (22) and (22a).

12. The Main Theorem for difference equations. The series aÍioí_1(0

(3a; §11), referred to in Lemma 8 (§11), are formal solutions of a system of

integral equations for which all the conditions of Lemma 4 (§7) are satisfied.

Accordingly, by virtue of the latter lemma, the hvJ^it) converge in some

vicinity of t = 0, thus representing solutions, analytic at t = 0, of the system (B3 ;

§11). Such a system (B3) exists for every/(/ = 1, • • • ,4>).

The following lemma will be now demonstrated.

Lemma 9. Suppose that a system of integral equations (B3; §11) is given

which satisfies the conditions of Lemma 8. The elements A>?to'-1(0 (A = 0, • • • ,

/—1; w = l, • • • , p), associated with any particular set of solutions of (B3)

(they are analytic at t = 0), have analytic continuations in the regions P and S
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(cf. definitions at the beginning of §11),* for which the following inequalities

hold.

Along every line Rt = h in S, for C and q sufficiently great and independent

of the position of the line, we have

(1) | kñw\t) | < C*' (A = 0, • --J- l;w = l, •••,/>).

When m of (4a; §8) is zero, then, along every ray Lt=tinP,

(la) | A^ft) | < Ce4'" (A = 0, ■■■J-l;w = l, •••,£)•

Consider a particular set of solutions of (Bj) and choose C so that

(2) \hCI\<C (h = 0,-- ,j-l;w =!,■•■ ,p),

and so that, for every q è 0, we have

(3) | A^_1ft) | < Ce8|J" (*-O,--.,i-l;v-ly •••,*),

when t is in 5 and It¿p° (p° some positive number) and also when \t\ ¿a.

Suppose now that the part of the Lemma referring to the region 5 is not true.

There exists then a number p' >p° such that the following holds. For It <p',

along every line Rt = h, in S,

(4) | A^_1ft) | < Ce** (A = 0, • • • , j - 1; w = 1, • • • , p);

on the other hand, for some h = h',w=w' and for some line Rt = ti in S,

(4a) ¡ n'ÚXt) I = Ce *"' (t = f = h' + ip').

Consider now an integral of the second member of (B3). Write

/■ «' f h' c h'+H>'= J       + J *
0 <J 0 •'li'

It is observed that, for all involved ß, £", h, w,

(6) |**"e,r)| <íi (\t\,\r\¿a);

moreover, for Rt ¿ a,

(6a) | «""»' | ¿ epma.

By (6) and (3)

(7) f•> o
< aiiC,

* Continuations exist, of course, in regions more extensive than P and S.
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and, by (22; §11), (6a) and (4)

(7a) /> 'l'+ip' /• p'< e9"'RoCei>ma\t'\* J      «-<«-*>(»'-»W
t.' J o

From (7 a), in view of (6b; §7) we further have

'   <l' + <P'

<8) r i
< eq"'RoCepma \t'\*-,

q- P

provided q>p. Furthermore, it is noted that

(9) \t'\<äp' (a-±{a*+(ß9)*]u*\

where â is independent of t' = ti +ip', provided t' is in S and p' >p°. By (6a)

and (9) from (22a) it follows that, for all involved h, w, j,

(10) | *gh"-'(t') | < Roepmaew' | t'\*.

Thus, in view of (7), (8), (5) and (10) on making use of (4a) and of (B3), we

would have

| t'\*Ce*>' < Ccppasx + CRo4>pepmae^' \t'\*-(- Roepmoe^"' \t'\*.

q - P

Since p' >p°, this inequality would imply that

cppasie-^'     R0(l>pepma     R0

(11) 1< -^~— +       F        + - «"«•«-(«-'•)'' = f(q).
(p°)+ q - p C

Now,/(g) approaches zero as a—>°o. Hence for q sufficiently great, so that

1 è/(ff), there arises a contradiction. Accordingly, the part of the Lemma re-

lating to the strip 5 has been demonstrated.

It remains to examine the case when m = 0. We again consider a particular

set of solutions of (B3) and we take C so that (2) holds. Then, for some posi-

tive r° and for every q 2:0,

(12) \hC\t)\<Cetm (h = 0, •••,/- l;w = 1, • • • , p)

when | ¿| ¿r°. Assume that the part of the Lemma concerning the region P

does not hold. Then there will exist a number /•', r' >r°, such that the foUow-

ing will be true. For | /| <r', along every ray /( = Z t) in P,

(13) | »ijír'cO | < CetW (A-0, • -,j-l; w = I, •••,/»).

On the other hand, for some h = h', w = w', and for some ray Zt=V, in P,
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(13a) | h.i,l\t) | = Ce"W (t = t' = r'e»').

From (Bi), by virtue of (13), (13a), (22; §11) and (22a; §11), it would

follow that

,4S        \t* n£\t) | = M*C«,m < P4> f A„| t |V(,tMrl>C/Hd| r|
(14) Jo

+ 2?o|*|V";

here í = f' and integration is along the ray 2t = t'. In view of (6b; §7) and

since r'>r°, (14) implies that

RoP4>     Ro „
(15) 1<—— + -e-^-^ = giq).

q - p      C

On noting that g(ff)—>0, as a—>°°, again a contradiction is seen to arise, when

a is taken sufficiently great so that 1 ¿zg(q). Thus, the Lemma has been dem-

onstrated completely.

Consider some line Rt = h in 5. The formal series (la; §10) give rise to

analytic functions (3; §11)

(16)    w~~\x) =   I    hC\t)exdt (h = 0,
J o

,j - 1; w = 1, • • • ,p),

where the integration is extended in A (cf. beginning of §11) and the hrjw'^1(t)

are functions of a set referred to in Lemma 9. In fact, let H denote an x-half

plane for which

(17) R(ix) = | x | cos ( — + x J < - a' < 0 ix = 2 x; q' > q).

For x in H, in consequence of (1), the integrals (16) are seen to be absolutely

convergent, when the path of integration is extended in S.

Similarly, when m of (4a; §8) is zero and integration in (16) is along a

ray 2t=t in P, the integrals (16) are observed to be absolutely convergent

in a half plane H [ t] (cf. (9; §7)) ; this fact is a consequence of (la).

It is also noted that when x is in H condition (1 ; §11) is necessarily satis-

fied. On the other hand, for x in 22 [ /] (ray t in P), this condition will also be

satisfied, by virtue of (9; §7).

When m = 0 the condition (5; §11) is satisfied along any ray 2t=l, in

P, provided x is in H[t] and a' of (9; §7) is sufficiently great. It remains to

consider the case when m is not necessarily zero. The function fit, x), within

the brackets of (5; §11), vanishes for t = 0. We have to show that
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lim/(f, x) = 0 (x in 77);
<—«

here t—►<» along any line Rt = tx, in 5. On writing

f(t,x) =fx(t,x)+f2(t,x),

'i(<, x) = e    I    «    hVv,  (t)dt    ,
J o

t, x) = e * |    ,/í(í, a;) = e    I    e    h-nw  (t)dt    ,

we note that, in view of (17), lim/i(í, x) =0. As to the function f2(t, x), it is

found without difficulty that, by virtue of (1) and (17),* its limit along the

line Rt = tx is also zero. Thus, (5; §11) holds in S.

Accordingly, aU those developments which originaUy were of a formal

character are now seen to be justified.

Application of fundamental theorems of Nörlund, referred to in §7, is

possible. In fact, with the integration extended in S, an integral (16) may

be expressed as

(18) hvl  (x) = he'w  (x) + hf'w  (x)e* '

where

(18a) hew  (x) =    I    e * hvl  (t)dt
Jo

[0<e^iiga;ea constant used in the definition of S] and

(18b) a/T1(*)=   fh   W/M'" n£\t)dt.

The function (18a) is entire. On the other hand, in view of Nörlund's results

and in view of the properties established, in S, for the aÍioí_1(0» the hfw'~1(x)

are seen to be expressible by series

(19) a/»  (*) = E
,_o x(x + iy)(x + 2iy) .-.(*+ siy)

(y > 0, sufficiently great),

convergent in a plane H (cf. (17)) ; that is, convergent for

(20) Ix > H > 0 (77 sufficiently great).

And also because along the line Rt=h, in S, Zt—nr/2.
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When m of (4a; §8) is zero (that is, when the solutions under considera-

tions are associated with the p,-group (cf. §8) whose p's are greatest) con-

sideration of integrals (16) (with integrations along a ray in P) leads to con-

vergent factorial series developments analogous to those obtained in §7.

Thus, we have found a set of analytic solutions hVv'~1(x)(h = 0, • • • ,j — l;

w = l, • ■ ■ , p) of the "mixed" difference system (B2) (§10). Such results are

established forj = 1, • • •, 0. Now the <p formal solutions, under consideration,

of (Bi) (§8) are given by (1; §10). In view of the established "summability"

of the hvJ~Kx), the relations (1 ; §10) yield analytic expressions of a set of <p

linearly independent solutions of (Bi). Consequently, we may formulate as

follows the Main Theorem for difference equations.

Theorem II. Let a difference equation (B) (§1) be given. Suppose that cor-

responding to a root pi, of multiplicity <j>, of one of the associated characteristic

equations (there is one such equation for each p-group; cf. §8) there exists a

linearly independent set of 4> formal series solutions, all of normal type (§8)

and all forming one logarithmic group. Bring (B) to the corresponding form

(Bi) (§8) and let 2?i(p) =0 (5; §8) be the characteristic equation, just referred to,

of (Bi). For every h, such that e¿h¿a (0<e<a;a sufficiently small), the follow-

ing is true.

(Bi) possesses a set of <p linearly independent analytic solutions

(21)   y¡ix) = e   * x   E log * I «M     + E * *   ' "(»«»  (x) + h/v,  ix)e * )
A=0 L tc-1 J

(j = 1, • • • , 4>; Qix) a polynomial in x1,p),

where the kew'~l are entire functions of the type (18a), while the hfj_1ix) are

factorial series of the form (19), convergent for Ix>H>0 iH sufficiently

great). The functions

a««  ix) + a/w  ix)e

are expressible by convergent Laplace integrals of the form (16). There exist cor-

responding developments for a half plane Ix<—Hi<0.

When the solutions, under consideration, correspond to the p-group whose

p's are the greatest, the following will hold for every ti—ir/2<t<ir/2), not co-

incident with a value of an angle of a non-zero root of 2¿i(p) =0.*

(Bi) possesses a set of <p linearly independent analytic solutions of the form

(11; §7), where Qix) contains no powers of x higher than the first. Similar de-

velopments exist for ir/2<t<3w/2.

* It is supposed that pi=0; this entails no loss of generality.
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In so far as the corresponding solutions of (B) are concerned, we need

only to adjoin a suitable factor exp (px log x) to the expressions given in the

above theorem.

The theorem is not capable of extension in the sense that even normal formal

solutions of (B) do not in all cases lead to convergent factorial series develop-

ments, if corresponding to the multiple root, in question, there is more than

one logarithmic group. This point will be demonstrated by means of the

following example.

Let L(y) = 0 be an equation (Bi) (§8) of third order, vnthp = l and with

all the pi (§8) zero. We shall take

(22) do,o = 1,    ¿i,o = — 3,    d*2,o = 3,    ¿3,o = — 1,

(22a) ¿o.i = ¿2,1 = 0,    ¿i,i = 1,    d¡,x = — 1

and

(22b) ¿3-a,, = 0       (k = 0, l,2,3;j = 2,3, • • • ),

except that ¿3,3 = *><0. This equation has a single characteristic equation

with a triple root p = 0. By direct substitution it can be verified that L(y) is

satisfied by a formal normal solution*

y(x) = ov (x) = 1 + oi?i(z),

(23>
o. .        v^     o     -(X+i)

O^lW   =   lu  OfX+1*
X-0

It can be shown that the number of logarithmic groups is greater than one.

Corresponding to (B2) (§10) we have

(24) Fo.i = lu oaxAx) oVxix + k) = g      ix),
A-0

where

0,1 -->      0,1       —» 0,1

(24a) oax.k(x) = 2-, oax.k-.tX   ,        oax,k:, = ¿s-a,«,

0.1,1,   . T—i       0,1,1   -«
(24b) g    ix) = -22 g.   x ;

here

0,1,1 „ . „s 0,1,1
(24c) g.      =0        is 9* 3), g3      =b.

* Use is made of a notation conforming with that employed in §§8,9,10, 11, 12.
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Let Z t = t be any ray, extending from t = 0 and not coincident with either

half of the axis of /-imaginaries. Let integrations be along such a ray. Cor-

responding to (3; §11) we write, formally,

(25) mix) =    f   ov°.it)eXdt (£(«"*) < - a' < 0),
J o

where q' is sufficiently great and

co / /_ \)y+i       n   \

(25a) oJjift) = E V't [*» " -;- oVy+i ).
■■-o V v\ I

If it were demonstrated that (25a) diverges, impossibility of representing

yix) in terms of a convergent factorial series would have been established.

This follows by a reasoning analogous to that employed for a similar purpose

at the end of §7.

Use of the difference equation appears to be impracticable in proving di-

vergence of the series (25). However, a certain integral equation will serve

this purpose. Substitution of (25) in (24) (compare with (8; §11)) leads to

the equation

(26) («< - l)3 „iji° ft) = j  (e>* - 1 + — (r - t)*\ «¡t (r)a> + y fi

which yields the following relations for the coefficients of the series (25a) :

1 tí b
(27) — Vt-2 = E fair)*« if ^3), vo = - — »

r B-o 2

where

5       2 b
(27a) fr-zir) =--

6        r       rir - l)(r - 2)

1 1
Mr) =-So"-"-2^fl"1  (0 ¿ H ¿ r - 4).
J (r- H)l (r - H - l)!r!

Since ô<0,/r_^(r)>0 (r^3). We have 50'-fl = 3-ír-3(2'-s)+3. Thus, for

0¿H¿r-i,

(27b) fHir) = -/—¿- (/*' (r) - /*" (r))
(r - 22)!

where
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r /2\-*-' 1     1       11
s/W-»[i-i(7)      +.-r~\>j-

r - H / 2\*-B-1        8
«'(f)--(-) =-«■

r     \3J 27

Accordingly, from (27b) it follows that, for 0^77^r—4,

With the coefficients fa(r) in the second members of (27) all positive, it is

seen that the rj, of (25a) are uniquely determined, positive numbers. Hence

relations (27) would imply that

(28) — > fr-z(r)vr-z (r-4).
r

Now, by (27a), rfT-$(r)—»°o as r—>°o. Consequently, inequalities (28) lead

to the conclusion that the series (25a) diverges for all t(9*0). Thus, the normal

formal solution of the example under consideration cannot be represented

in terms of a convergent factorial series.
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