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#### Abstract

Let $G$ be a group generated by $x$ and $y, G_{2}$ be the commutator subgroup of $G$, and $G_{1}$ be the group generated by $y$ and $G_{2}$. This paper contains explicit expansions of $y^{x^{\prime \prime}}$ modulo $\left[G_{2}, G_{2}, G_{2}\right]$ and $(x y)^{m}$ modulo $\left[G_{1}, G_{1}, G_{1}\right]$. The motivation for these results stem from the $p$-groups of maximal class, for a large number of these groups have $\left[G_{1}, G_{1}, G_{1}\right]=1$.


Let $G$ be a group generated by $x$ and $y$. There are various theorems on the expansion of $(x y)^{m}$ modulo the commutator of $\boldsymbol{G}([1$, p. 50], [2], [3, p. 315]). These results are of a general nature and are not too useful when dealing with the construction of groups whose structure is nontrivial but not too complicated.
The purpose of this paper is to point out that there is a sequence arising from the conjugation process having properties which enable one to prove some results on the expansion $y^{x^{m}}$ and $(x y)^{m}$. To be specific let $[a, b]$ be the commutator of $a$ and $b,[a, b]=a^{-1} b^{-1} a b, \sigma(0)=y$ and $\sigma(i+1)=[\sigma(i), x]$ for $i \geq 0$. We have

$$
\begin{aligned}
& y^{x^{0}}=y=\sigma(0), \quad y^{x}=y[y, x]=\sigma(0) \sigma(1), \\
& y^{x^{2}}=\sigma(0)^{x} \sigma(1)^{x}=\sigma(0) \sigma(1) \sigma(1) \sigma(2) .
\end{aligned}
$$

In general, since $\sigma(i)^{x}=\sigma(i) \sigma(i+1)$,

$$
y^{x^{m}}=\sigma[i(m, 1)] \sigma[i(m, 2)] \ldots \sigma\left[i\left(m, 2^{m}\right)\right]
$$

where $i(m, n)$ is defined by

$$
i(0,1)=0, \quad i(m, n)=i(m-1,[(n+1) / 2])+\left(1+(-1)^{n}\right) / 2
$$

for $m \geq 1, n=1,2, \ldots, 2^{m}$.
Some of the properties of this sequence are given by
Theorem 1. Let $i(0,1)=0$ and $i(m, n)=i(m-1,[(n+1) / 2])+\left(1+(-1)^{n}\right) / 2$ for $m \geq 1$ and $n=1, \ldots, 2^{m}$. Suppose that $n=2^{q(1)}+2^{q(2)}+\ldots+2^{q(1)}$ where $0 \leq q(1)<q(2)<\ldots<q(t)$. Then
(a) $i(m, n)=q(1)+t-1$.
(b) If $m$ and $k$ are fixed then the solutions of the equation $i(m, n)=k$ are $n=2^{k}$
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and $n=2^{k-r}+2^{q(2)}+\ldots+2^{q(r)}+2^{j-1}$ where $j=k+1, \ldots, m ; r=1, \ldots, k$; and $k-r=q(1)<q(2)<\ldots<q(r)<j-1$.
(c) If $m, k$, and $j$ are fixed then the number of integers $n$ such that $2^{j-1}<n \leq 2^{j}$, $i(m, n)=k$, is equal to $\binom{j-1}{k-1}$.

To continue let us fix $m$, write $i(m, n)=i(n)$ and return to

$$
y^{x^{m}}=y \sigma(i(2)) \cdots \sigma(i(n)) \cdots \sigma\left(i\left(2^{m}\right)\right)
$$

Let $d_{1}(n)$ be the number of $\sigma(1)$ lying to the right of $\sigma(i(n))$ in this expansion. That is

$$
d_{1}(n)=\left|\left\{\nu: n<\nu \leq 2^{m}, i(\nu)=1\right\}\right| .
$$

Then collecting the $\sigma(1)$ to the left one finds that

$$
y^{x^{m}}=y \sigma(1)^{(\boldsymbol{i})} \prod_{n \leq 2^{n} ; i(n) \geq 2} \sigma(i(n))\left[\sigma(i(n)), \sigma(1)^{d_{1}(n)}\right] .
$$

Part (c) of Theorem 1 is used here; the number of $\sigma(1)$ in the expansion is $\binom{m}{1}$. Further "collection" considerations lead to the quantities of

Theorem 2. Let $\ell, n$, and $j$ be fixed integers with $2^{j-1}<n \leq 2^{j}$ and $1 \leq \ell$ $\leq i(n)$. Set $d_{l}(n)=\left|\left\{\nu: n<\nu \leq 2^{m}, i(\nu)=\ell\right\}\right|$ and $m_{l}(n)=\mid\left\{\nu: 2^{j-1}<\nu<n\right.$, $i(\nu)=\ell\} \mid$. Then:

(b) For $n=2^{j}, m_{l}\left(2^{j}\right)=\binom{j-1}{l-1}$.

For $2^{j-1}<n<2^{j}$, that is, $n=2^{q(1)}+\ldots+2^{q(n)}+2^{j-1}$,

$$
m_{l}(n)=\sum_{t=0}^{r-1}\binom{q(r-t)}{t-1-t}
$$

(c)

$$
\sum_{2^{2-1}<n \leq 2^{\prime} ; i(n)=k} m_{l}(n)=\sum_{a=1}^{\prime} \sum_{x=k-a-1}^{j-a-1}\binom{j-2-x}{a-1}\binom{x}{k-a-1}\binom{x}{\ell-a} .
$$

Incidentally the condition $1 \leq \ell<i(n)$ of Theorem 2 arises from the commutator collecting process. If we have a product of commutators $\ldots \sigma[i(n)] \ldots \sigma(\ell) \ldots$ only those $\sigma(\ell)$ with $\ell<i(n)$ are collected to the left of $\sigma[i(n)]$. The inequality $l<i(n)$ shall be used several times in the proof of Theorem 2.

As an application of Theorems 1 and 2 we shall prove two results which are needed to construct some $p$-groups of maximal class [4]. These are

Theorem 3. Let $G$ be a group generated by $x$ and $y, G_{2}$ be the commutator subgroup of $G$, and $K_{2}=\left[G_{2}, G_{2}, G_{2}\right]$. Let $\sigma(0)=y$ and $\sigma(i+1)=[\sigma(i), x]$ for $i \geq 0$. Set

$$
\begin{aligned}
a(k, \ell, t) & =\binom{\ell}{t}\binom{k+t}{l}-\binom{k+2 t-\ell-1}{t-1}\binom{k+t}{k+2 t-\ell}, \\
A(m, k, \ell) & =\binom{m}{k}\binom{m}{\ell}-\sum_{t=0}^{\ell} a(k, \ell, t)\binom{m}{k+t}, \\
P(m) & =\prod_{k=2}^{m-1} \prod_{l=1}^{k-1}[\sigma(k), \sigma(\ell)]^{\Lambda(m, k, \ell)} .
\end{aligned}
$$

Then for any nonnegative integer $m$

$$
y^{x^{m}} \equiv y \sigma(1)^{(\eta)} \ldots \sigma(m)^{(m)} P(m) \bmod K_{2} .
$$

Theorem 4. Let $G, G_{2}, \sigma(i)$, and $a(k, 1, t)$ be defined as in Theorem 3. Let $G_{1}$ be the group generated by $y$ and $G_{2}$ and $K_{1}=\left[G_{1}, G_{1}, G_{1}\right]$. Set

$$
\begin{aligned}
b(k, \ell, t) & =\binom{\ell+1}{t}\binom{k+t}{\ell+1}+\binom{k+2 t-\ell-1}{t-1}\binom{k+t}{k+2 t-\ell}, \\
B(p, k, \ell) & =\sum_{t=0}^{+1} b(k, \ell, t)\binom{p}{k+1+t}, \\
Q(p) & =\prod_{k=1}^{p-1} \prod_{l=0}^{k-1}[\sigma(k), \sigma(\ell)]^{B(p, k, \ell)} .
\end{aligned}
$$

Then for any nonnegative integer $p$

$$
(x y)^{p} \equiv x^{p} y^{p} \sigma(1)^{\left(\frac{p}{2}\right)} \ldots \sigma(p-1)^{(p)} Q(p) \bmod K_{1} .
$$

Proof of Theorem 1. Part (a) of Theorem 1 can be proved by induction on $m$. The argument depends on the parity of $n$. If $n$ is even then $q(1) \geq 1$ and we have:

$$
[(n+1) / 2]=2^{q(1)-1}+\ldots+2^{q(())-1}, \quad\left(1+(-1)^{n}\right) / 2=1
$$

Thus, by the induction hypothesis,

$$
\begin{aligned}
i(m, n) & =i\left(m-1,\left[\frac{n+1}{2}\right]\right)+\frac{1+(-1)^{n}}{2}=(q(1)-1)+(t-1)+1 \\
& =q(1)+t-1
\end{aligned}
$$

If $n$ is odd then $q(1)=0$ and we have $[(n+1) / 2]=1+2^{q(2)-1}+\ldots+2^{q(())-1}$, $\left(1+(-1)^{n}\right) / 2=0$. If $q(2) \geq 2$ then

$$
i(m, n)=i\left(m-1,\left[\frac{n+1}{2}\right]\right)=0+t-1=q(1)+t-1
$$

If $q(2)=1$ and there is an integer $i \leq t-1$ such that $q(2)=1, q(3)=2, \cdots$, $q(i)=i-1$ and $q(i+1)>i$, then $[(n+1) / 2]=2^{i-1}+2^{q(i+1)-1}+\ldots+2^{q(i)-1}$ and

$$
\begin{aligned}
i(m, n) & =i\left(m-1,\left[\frac{n+1}{2}\right]\right)=(i-1)+(t-i+1-1)=t-1 \\
& =q(1)+t-1
\end{aligned}
$$

Finally if $q(j)=j-1$ for $j=2, \ldots, t$ then $[(n+1) / 2]=2^{t-1}$ and

$$
i(m, n)=i\left(m-1,\left[\frac{n+1}{2}\right]\right)=(t-1)+1-1=q(1)+t-1 .
$$

This completes the proof of part (a) of Theorem 1.
Part (b) of Theorem 1 follows directly from part (a).
To prove (c) fix $r$ in (b). Then the number of integers $n$ such that $n$ $=2^{k-r}+2^{q(2)}+\ldots+2^{q(r)}+2^{j-1}$ and $k-r+1 \leq q(2)<\cdots<q(r) \leq j-2$ is equal to

$$
\binom{j-2-k+r}{r-1}
$$

Summing on $r$ we get

$$
\sum_{r=1}^{k}\binom{j-2-k+r}{r-1}=\binom{j-1}{k-1}
$$

which proves (c).
Proof of Theorem 2(a). Part (a) of Theorem 2 is a consequence of (c) of Theorem 1. The number of $\nu$ such that $2^{j}<\nu \leq 2^{m}, i(\nu)=1$, is equal to

$$
\sum_{u=j+1}^{m}\binom{u-1}{l-1}=\binom{m}{l}-\binom{j}{l} .
$$

The number of $\nu$ such that $n<\nu \leq 2^{j}$ is equal to $\binom{(-1-1}{1-1}-m_{l}(n)$. Thus

$$
d_{l}(n)=\binom{m}{l}-\binom{j}{l}+\binom{j-1}{l-1}-m_{l}(n) .
$$

Proof of Theorem 2(b). The first part of (b) is obvious; the second is not. Suppose that $2^{j-1}<n<2^{j}$ so that $n=2^{q(1)}+\ldots+2^{q(r)}+2^{j-1}$. We need to count the number of $\nu$ such that $2^{j-1}<\nu<n$ and $i(\nu)=f$. To this end we shall first describe the $\nu$ that are less than $n$. After this has been done the count will follow.

To begin, since $2^{j-1}<\nu<2^{j}$ we have

$$
\begin{equation*}
\nu=2^{h(1)}+\ldots+2^{h(t)}+2^{j-1} \tag{1}
\end{equation*}
$$

where $t \geq 1$. Next, in view of the inequality

$$
\begin{equation*}
\nu=2^{h(1)}+\ldots+2^{h(t)}+2^{j-1}<2^{q(1)}+\ldots+2^{q(r)}+2^{j-1}=n . \tag{2}
\end{equation*}
$$

let

$$
D(0)=\{(h(1), \ldots, h(t)): t \geq 1,0 \leq h(1)<\cdots<h(t)<q(r)\}
$$

and for $u=1,2, \ldots, r-1$

$$
\begin{aligned}
& D(u)=\{(h(1), \ldots, h(t)) \mid t \geq u, 0 \leq h(1)<\cdots<h(t-u)<q(r-u) \\
&h(t-u+1)=q(r-u+1), \ldots, h(t)=q(r)\} .
\end{aligned}
$$

Then the $\nu$ of the form (1) which satisfy (2) are those $\nu$ where $(h(1), \ldots, h(t))$ is in $D(0), D(1), \ldots$ or $D(r-1)$. This is easy to see for if (2) holds then, since $2^{q(1)}+\ldots+2^{q(r)} \leq 2^{q(r)}-1$, we must have $h(t) \leq q(r)$. The $\nu$ where $h(t)<q(r)$ are those whose exponents come from $D(0)$; the $\nu$ where $h(t)=q(r)$ and $h(t-1)<q(r-1)$ are those whose exponents come from $D(1)$, etc.

Consider next the quantity $t$ appearing in the definition of the $D(u)$. In $D(0)$ we have $0 \leq h(1)<\ldots<h(t)<q(r)$. Thus $t-1 \leq h(t)<q(r)$ or $t \leq q(r)$. Similarly in $D(u), u \geq 1$, we have $t \leq q(r-u)+u$. So for $u=0,1, \ldots, r-1$ let

$$
\begin{aligned}
& D_{1}(u)=\{(h(1), \ldots, h(t)) \mid 0 \leq h(1)<\ldots<h(t-u)<q(r-u) \\
&, \\
&h(t-u+1)=q(r-u+1), \ldots, h(t)=g(r)\}
\end{aligned}
$$

with the conventions that if $u=0$ the second set of conditions, the equalities, is to be dropped while if $u \geq 1$ and $t=u$ the first set of conditions is to be ignored. We then have

$$
D(0)=\bigcup_{t=1}^{q(r)} D_{l}(0), \quad D(u)={ }_{l=u}^{q(r-u)+u} D_{l}(u) .
$$

Finally recall that we are assuming that $l<i(n)$. Since $n=2^{q(1)}+\ldots+2^{q(r)}$ $+2^{j-1}$ we have $\ell<i(n)=q(1)+k$ which implies that $q(i)>\ell-r+i-1$, i.e.

$$
\begin{equation*}
q(r-u)>\ell-u-1 . \tag{3}
\end{equation*}
$$

We shall now count the $\nu$ with $i(\nu)=\ell$ stemming from a fixed $D_{l}(u)$. Suppose first that $u=0$. Then:

$$
\begin{aligned}
\nu & =2^{h(1)}+\ldots+2^{h(t)}+2^{j-1}, \quad 0 \leq h(1)<h(2)<\ldots<h(t)<q(r), \\
i(\nu) & =h(1)+t=\ell .
\end{aligned}
$$

The last relation yields $h(1)=1-t \geq 0$. Since the number of integral $\left(x_{1}, \ldots\right.$, $\left.x_{n}\right)$ with $a \leq x_{1}<\ldots<x_{n}<b$ is equal to $\left({ }_{n}^{b-a}\right)$ the number of $(h(2), \ldots, h(t))$ such that $h(1)+1=\ell-t+1 \leq h(a)<\ldots<h(t)<q(r)$ is equal to $\binom{q(r)-1-1+1}{i-1}$. We want next to sum on $t$. We have $t \leq q(r)$ from the definition of
$D(0)$. We also have $h(1)=t-t \geq 0$ so $t \leq t$ and $t \leq q(r)$. By (3), $t-1$ $<q(r)$ or $l \leq q(r)$. Thus the summation is from $t=1$ to $t=\ell$. Summing we have

$$
\sum_{t=1}^{\prime}\binom{q(r)-l-1+t}{q(r)^{\circ}-l}=\binom{q(r)}{l-1}
$$

and this is the number of $\nu<n$ with $i(\nu)=I$ coming from $D(0)$.
Suppose next that $u \geq 1$. The case $t=u$ is slightly different from the rest so we shall treat it separately. If $t=u$ the set of inequalities appearing in the definition of $D_{u}(u)$ is vacuous so there is but one $\nu$ from $D_{u}(u)$,

$$
\nu=2^{h(1)}+\ldots+2^{h(u)}+2^{j-1}
$$

where $h(1)=q(r-u+1) \ldots, h(u)=q(r)$. We would also have

$$
i(\nu)=h(1)+u=q(r-u+1)+u=l .
$$

But, by (3), $q(r-u+1)>\ell-u$. Thus there are no $\nu$ with $i(\nu)=\ell$ stemming from $D_{u}(u)$.

The argument on the sets $D_{l}(u), u \geq 1, t \geq u+1$, is similar to the $D_{l}(0)$ case. One finds that the number of $\nu$ with $i(\nu)=/$ coming from $D(u)$ is equal to $\binom{q(r-\mu)}{1-1-u}$. We then have

$$
m_{l}(n)=\sum_{t=0}^{r-1}\binom{q(r-t)}{\ell-1-t}
$$

which completes the proof of Theorem 2(b).
Proof of Theorem 2(c). We have upon replacing $t+1$ by $a$ in the sum for $m_{l}(n)$,

$$
\begin{equation*}
\sum_{2^{\prime-1}<n \leq 2^{\prime} ; i(n)=k} m_{l}(n)=\sum_{2^{\prime-1}<n \leq 2^{\prime} ; i(n)=k} \sum_{a-1}^{r}\binom{q(r-a+1)}{l-a} \tag{4}
\end{equation*}
$$

where for $j \geq k+1$ the $n$ in the index of summation are those of the form $n=2^{k-r}+2^{q(2)}+\ldots+2^{q(r)}+2^{j-1}$ with $r=1,2, \ldots, k$ and $k-r=q(1)$ $<q(2)<\ldots<q(r) \leq j-2$. (We shall suppose $j \geq k+1$ in what follows for the case $j=k$ of Theorem 2(c) is fairly trivial.)

Let $S_{1}$ be that part of the right-hand side of (4) where $a=r$. Then $q(r-a+1)=q(1)=k-r$ and

$$
S_{1}=\sum_{2^{\mu-1}<n \leq 2^{\prime} ;(n)-k}\binom{k-r}{l-r}=\sum_{r=1}^{k}\binom{k-r}{l-r} \psi(r)
$$

where $\psi(r)$, being the number of $(q(1), \ldots, q(r))$ with $k-r=q(1)<q(2)$ $<\ldots<q(r) \leq j-2$, is equal to $\binom{j-k-2+r}{r-1}$. Thus

$$
S_{1}=\sum_{r=1}^{k}\binom{k-r}{l-r}\binom{j-k-2+r}{r-1}=\binom{j-1}{l-1} .
$$

The last equation follows from the identity

$$
\sum_{j=0}^{n}\binom{N+j}{N}\binom{M+n-j}{M}=\binom{M+N+1+n}{M+N+1}
$$

which can be proved by equating coefficients in the two expansions of $(1+y)^{-M}(1+y)^{-N}$.

To continue let $S_{2}$ denote the remaining terms of the right-hand side of (4). That is,

$$
S_{2}=\sum_{2^{\prime-1<n \leq 2^{\prime} ; i(n)=k}} \sum_{a=1}^{r-1}\binom{q(r-a+1)}{1-a} .
$$

Now fix $a$, fix $r$, fix $q(r-a+1)$ and set $x=q(r-a+1)$. Then the number of $n$ with $n=2^{k-r}+2^{q(1)}+\ldots+2^{q(r)}+2^{j-1}$ and

$$
\begin{aligned}
k-r & =q(1)<q(2)<\ldots<q(r-a)<q(r-a+1) \\
& =x<q(r-a+2)<\ldots<q(r) \leq j-2
\end{aligned}
$$

contributing a $\binom{q(r-a+1)}{1-a}$ to $S_{2}$ is equal to

$$
\binom{x-1-k+r}{r-a-1}\binom{j-2-x}{a-1} .
$$

Keeping $a$ and $x$ fixed and summing on $r$ we get the quantity

$$
\sum_{r=a+1}^{k}\binom{x-1-k+r}{r-a-1}\binom{j-2-x}{a-1}=\binom{x}{k-a-1}\binom{j-2-x}{a-1}
$$

Thus

$$
S_{2}=\sum_{a=1}^{\prime} \sum_{x}\binom{x}{k-a-1}\binom{j-2-x}{a-1}\binom{x}{\ell-a}
$$

where the range of $x$ is to be determined.
To determine this range note that since $q(1)<q(2)<\ldots<q(r)$ we have $q(\nu) \geq q(1)+\nu-1$ and $q(r) \geq q(r-\nu)+\nu$. That is

$$
q(r-a+1) \geq q(1)+r-a=k-r+r-a=k-a
$$

and

$$
q(r-a+1) \leq q(r)-a+1 \leq j-2-a+1=j-a-1 .
$$

Consequently $k-a \leq q(r-a+1)=x \leq j-a-1$ and

$$
S_{2}=\sum_{a=1}^{1} \sum_{x=k=a}^{j-a-1}\binom{x}{k-a-1}\binom{j-2-x}{a-1}\binom{x}{\ell-a} .
$$

Note finally that if we extend the range of summation above by letting $x=k-a-1$ the terms thus added are equal to

$$
\sum_{a=1}^{\prime}\binom{j-1-k+a}{a-1}\binom{k-a-1}{1-a}=\binom{j-1}{1-1}=S_{1}
$$

Bringing these results together we have

$$
\begin{aligned}
\sum_{2^{\prime-1}<n \leq 2^{j} ; i(n)=k} m_{l}(n) & =S_{1}+S_{2} \\
& =\sum_{a=1}^{\prime} \sum_{x=k-a-1}^{j-a=1}\binom{j-2-x}{a-1}\binom{x}{k-a-1}\binom{x}{\ell-a} .
\end{aligned}
$$

This completes the proof of part (c) of Theorem 2.
Lemma 1. Let $A(m, k, l)=\sum_{2 \leq n \leq 2^{m} ; i(n)=k} d_{l}(n)$. Then

$$
A(m, k, l)=\binom{m}{k}\binom{m}{l}-D_{1}-D_{2}
$$

where

$$
\begin{aligned}
& D_{1}=\sum_{j=k}^{m}\binom{j-1}{k-1}\binom{j-1}{\ell}, \\
& D_{2}=\sum_{a=1}^{\prime} \sum_{x=k-a-1}^{m-1-a}\binom{x}{k-a-1}\binom{x}{\ell-a}\binom{m-1-x}{a} .
\end{aligned}
$$

Proof. First of all,

$$
A(m, k, l)=\sum_{j=k}^{m} \sum_{2^{-1}<n \leq 2^{\prime} ; i(n)=k} d_{l}(n) .
$$

Secondly, $d_{l}(n)=\binom{m}{1}-\binom{-1}{l}-m_{l}(n)$. Finally, the number of $n$ such that $i(n)=k, 2^{j-1}<n \leq 2^{j}$ is equal to $\binom{j-1}{k-1}$. If we put these results together we get Lemma 1.

Lemma 2. If $x \geq b \geq a$ then

$$
\binom{j}{a}\binom{j}{b}=\sum_{u=0}^{a}\binom{a}{u}\binom{a+b-u}{a}\binom{j}{a+b-u}
$$

and

$$
\sum_{j=k}^{m}\binom{j}{a}\binom{j}{b}=\sum_{u=0}^{a}\binom{a}{u}\binom{a+b-u}{a}\binom{m+1}{a+b+1-u}
$$

To prove the first equation multiply $\binom{j}{b}=\sum_{u=0}^{a}\left(\begin{array}{c}(\underset{a}{*})\binom{(-a)}{b-u} \text { by }\binom{j}{a} \text { and rearrange }\end{array}\right.$ in the obvious way. The second equation is a consequence of the first.
We are now in a position to prove Theorem 3. The first step in the proof is
Lemma 3. Let $A(m, k, l)$ be defined as in Lemma 1. Then

$$
A(m, k, l)=\binom{m}{k}\binom{m}{l}-\sum_{t=0}^{l} a(k, l, t)\binom{m}{k+t}
$$


Proof. By Lemma 2,

$$
D_{1}=\sum_{j=k-1}^{m-1}\binom{j}{k-1}\binom{j}{\ell}=\sum_{u=0}^{l}\binom{\ell}{u}\binom{\ell+k-1-u}{\ell}\binom{m}{\ell+k-u}
$$

Similarly

$$
\begin{aligned}
& D_{2}= \sum_{a=1}^{\ell} \sum_{x=k-a-1}^{m-1-a} \sum_{k=0}^{1-a}\binom{\ell-a}{u}\binom{k-a-1+\ell-a-u}{l-a} \\
& \cdot\binom{x}{k-a-1+\ell-a-\nu}\binom{m-1-x}{a} \\
&= \sum_{a=1}^{\ell} \sum_{u=0}^{l-a}\binom{\ell-a}{u}\binom{k-a-1+\ell-a-u}{\ell-a}\binom{m}{k+\ell-a-u} .
\end{aligned}
$$

Next, note that if we extend the range of summation in $D_{2}$ to $a=0$ and call the resulting sum $D_{2}^{\prime}$ then $D_{2}^{\prime}=D_{2}+D_{1}$. Furthermore if we rearrange $D_{2}^{\prime}$ by bringing together those terms where $\ell-a-u=t$ then

$$
\begin{aligned}
D_{2}^{\prime} & =\sum_{t=0}^{1}\left[\sum_{a, u ; l-a-u=t}\binom{\ell-a}{t}\binom{k+t-1-a}{\ell-a}\right]\binom{m}{k+t} \\
& =\sum_{t=0}^{l} a(k, \ell, t)\binom{m}{k+t}
\end{aligned}
$$

Since $A(m, k, \ell)=\binom{m}{k}\binom{m}{l}-D_{2}^{\prime}$ this completes the proof of Lemma 3.
Lemma 4. Let $a(k, \ell, t)$ be defined as in Lemma 3. Then

$$
a(k, \ell, t)=\binom{\ell}{t}\binom{k+t}{\ell}-\binom{k+2 t-\ell-1}{t-1}\binom{k+t}{k+2 t-\ell} .
$$

Proof. Consider the quantity

$$
\begin{aligned}
S & =\binom{\ell}{\ell-t}\binom{k+t}{\ell}-a(k, \ell, t) \\
& =\binom{\ell}{\ell-t}\binom{k+t}{\ell}-\sum_{\nu=0}^{\ell-1}\binom{\ell-\nu}{\ell-\nu-t}\binom{k-1+t-\nu}{\ell-\nu} .
\end{aligned}
$$

Note that

$$
\begin{aligned}
S & =\binom{\ell}{\ell-t}\left[\binom{k+t}{l}-\binom{k+t-1}{l}\right]-\sum_{\nu=1}^{\ell-t}\binom{\ell-\nu}{\ell-\nu-t}\binom{k-1+t-\nu}{\ell-\nu} \\
= & \binom{\ell-1}{\ell-t}\binom{k+t-1}{\ell-1}+\binom{\ell-1}{\ell-t-1}\binom{k+t-1}{\ell-1} \\
& -\sum_{\nu=1}^{\ell-1}\binom{\ell-\nu}{\ell-\nu-t}\binom{k-1+t-\nu}{\ell-\nu} .
\end{aligned}
$$

Thus, by induction,

$$
\begin{aligned}
S= & \sum_{\omega=1}^{j}\binom{\ell-\omega}{\ell-t-\omega+1}\binom{k+t-\omega}{\ell-\omega}+\binom{\ell-j}{\ell-t-j}\binom{k+t-j}{\ell-j} \\
& -\sum_{\nu=j}^{\ell-t}\binom{\ell-\nu}{\ell-t-\nu}\binom{k-1+t-\nu}{\ell-\nu} .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
S & =\sum_{\omega=1}^{t-t+1}\binom{t-\omega}{t-t+1-\omega}\binom{k+t-\omega}{\ell-\omega} \\
& =\binom{k+2 t-\ell-1}{t-1} \sum_{\omega=1}^{t-t+1}\binom{k+t-\omega}{k+2 t-\ell-1} \\
& =\binom{k+2 t-\ell-1}{t-1}\binom{k+t}{k+2 t-\ell}
\end{aligned}
$$

Lemma 4 follows from this equation.
To prove Theorem 3, let us return to the discussion following Theorem 1 where we had

$$
y^{x^{\prime \prime}}=y \sigma(1)^{(\eta)} \prod_{n \leq 2^{n} ; i(n) \geq 2} \sigma(1(n))\left[\sigma(i(n)), \sigma(1)^{d_{1}(n)}\right] .
$$

Since $\sigma(1), \sigma(2), \ldots$ are in $G_{2}$ we have

$$
\left[\sigma(i(n)), \sigma(1)^{d_{1}(n)}\right] \equiv[\sigma(i(n)), \sigma(1)]^{d_{1}(n)} \bmod K_{2}
$$

where $K_{2}=\left[G_{2}, G_{2}, G_{2}\right]$. In addition, for $a, b \geq 1, \sigma(a)$ and $[\sigma(b), \sigma(1)]$ commute modulo $K_{2}$. Thus we have

$$
y^{x^{m}} \equiv y \sigma(1)^{\left(w_{1}^{\prime}\right)} P_{1} P_{1}^{\prime} \bmod K_{2}
$$

where $\quad P_{1}=I_{n \leq 2^{m} ; i(n) \geq 2} \sigma(i(n)), \quad P_{1}^{\prime}=\Pi_{k=2}^{m-1}[\sigma(k), \sigma(1)]^{A(m, k, 1)}, \quad A(m, k, 1)$ $=\sum_{n \leq 2^{m} ; i(n)=k} d_{1}(n)$. Inductively one gets

$$
y^{x^{m}} \equiv y \sigma(1)^{\left({ }^{(1)}\right)} \ldots \sigma(m)^{(m)} P(m) \bmod K_{2}
$$

where

$$
\begin{aligned}
& P(m)=\prod_{l=1}^{m-2} \prod_{k=l+1}^{m-1}[\sigma(k), \sigma(\ell)]^{A(m, k, l)}, \quad A(m, k, \ell)=\sum_{n \leq 2^{\prime \prime} ; i(n)=k} d_{l}(n), \\
& d_{l}(n)=\left|\left\{\nu: n<\nu \leq 2^{m}, i(\nu)=\ell\right\}\right| .
\end{aligned}
$$

Theorem 3 now follows from Lemmas 1, 3, and 4.
Theorem 4 is a consequence of Theorem 3. To start the proof of Theorem 4 we have

Lemma 5. Let $R(m)=\sigma(1)^{\left({ }_{j}^{\prime}\right)} \ldots \sigma(m)^{(m)}, S(p)=\prod_{l=1}^{p-3} P(p-f)$,

$$
T(j)=\prod_{i=1}^{p-1} \prod_{\nu=j+1}^{p-1}[\sigma(\nu), \sigma(j)]^{\left(\sigma_{i}^{(-1}\left(j_{j+1}^{p-1}\right)\right.}
$$

Then

$$
(x y)^{p} \equiv x^{p} y^{p} \sigma(1)^{\left(\frac{1}{2}\right)} \ldots \sigma(p-1)^{(p)} S(p) T(0) \ldots T(p-2) \bmod K_{1} .
$$

Proof. By Theorem 3 and the fact that, for any $i, j, k \geq 0, \sigma(i)$ and $[\sigma(j), \sigma(k)]$ commute modulo $K_{1}$ we have

$$
\begin{aligned}
(x y)^{p} & =x^{p} \prod_{l=1}^{p} y^{x-1} \equiv x^{p} \prod_{l=1}^{p} y R(p-\ell) P(p-\ell) \bmod K_{2} \\
& \equiv x^{p} y^{p}\left[\prod_{l=1}^{p-1} R(p-\ell)^{y^{n-1}}\right] S(p) \bmod K_{1} .
\end{aligned}
$$

Now

$$
\begin{aligned}
\prod_{i=1}^{p-1} R(p-\ell)^{y^{p-1}} & =\prod_{l=1}^{p-1} \prod_{\nu=1}^{p-1} \sigma(\nu)^{\left(\sigma^{\prime}\right)}\left[\sigma(\nu)^{\left(\sigma_{0}\right)}, y^{p-1}\right] \\
& \equiv\left[\prod_{l=1}^{p-1} \prod_{\nu=1}^{p-1} \sigma(\nu)^{\left(r^{\prime}\right)}\right] T(0) \bmod K_{1} .
\end{aligned}
$$

Finally, collecting $\sigma(1), \sigma(2), \ldots, \sigma(j)$ in the last double product one gets

$$
\begin{aligned}
& \prod_{l=1}^{p-1} \sigma(1)^{\left(r_{1}^{-1}\right)} \cdots \sigma(p-\ell)^{\left(r_{1}^{-1}\right)} \\
& =\sigma(1)^{\left(\frac{1}{2}\right)} \cdots \sigma(j)^{\left(p_{1+1}\right)} \\
& \cdot\left[\prod_{i=1}^{p-j-1} \sigma(j+1)^{\left(l_{1}-1\right)} \cdots \sigma(p-l)^{(n-1)}\right] T(j) \cdots T(1) \bmod K_{1} \\
& \equiv \sigma(1)^{\left(\frac{1}{2}\right)} \cdots \sigma(p-1)^{\left({ }_{p}^{\prime}\right)} T(p-2) \cdots T(1) \bmod K_{1} \text {. }
\end{aligned}
$$

If these results are brought together we have Lemma 5.

Lemma 6. Let $T(j)$ be defined as in Lemma 5. Then

$$
\prod_{\lambda=0}^{p-2} T(\lambda)=\prod_{k=1}^{p-1} \prod_{\lambda=0}^{k-1}[\sigma(k), \sigma(\lambda)]^{\psi(, \lambda)}
$$

where $\psi(k, \lambda)=\sum_{i=0}^{\lambda+1}\binom{\lambda+1}{t}\binom{k+1}{\lambda+1}\binom{p}{k+1+1}$.
Proof. We have

$$
\begin{aligned}
\prod_{\lambda=0}^{p-2} T(\lambda) & =\prod_{\lambda=0}^{p-2} \prod_{k=1}^{p-1} \prod_{k=\lambda+1}^{p-1}[\sigma(k), \sigma(\lambda)]^{\left(\sigma_{k}^{\prime-}\right)\left(\lambda_{\lambda+1}^{-1}\right)} \\
& =\prod_{k=1}^{p-1} \prod_{\lambda=0}^{k-1}[\sigma(k), \sigma(\lambda)]^{\mu(k, \lambda)}
\end{aligned}
$$

where $\psi(k, \lambda)=\Sigma \sum_{=1}^{p-k}\binom{p-1}{k}\binom{p-1}{\lambda+1}$. Applying the second part of Lemma 2 to $\psi(k, \lambda)$ one gets the stated result.

Lemma 7. Let $S(p)$ be defined as in Lemma 5. Then

$$
S(p)=\prod_{k=1}^{p-1} \prod_{\lambda=0}^{k-1}[\sigma(k), \sigma(\lambda)]^{\sigma(k, \lambda)}
$$

where

$$
\vartheta(k, \lambda)=\sum_{t=0}^{\lambda}\left[\binom{\lambda}{t}\binom{k+t}{\lambda}-a(k, \lambda, t)\right]\binom{p}{k+1+t} .
$$

Proof. We have

$$
\begin{aligned}
S(p) & =\prod_{l=1}^{p-3} P(p-\ell)=\prod_{l=1}^{p-3} \prod_{k=2}^{p-1} \prod_{\lambda=1}^{k-1}[\sigma(k), \sigma(\lambda)]^{A(p-1, k, \lambda)} \\
& =\prod_{k=2}^{p-2} \prod_{\lambda=1}^{k-1}[\sigma(k), \sigma(\lambda)]^{\sigma(k, \lambda)}
\end{aligned}
$$

where

$$
\begin{aligned}
\vartheta(k, \lambda) & =\sum_{l=1}^{p-k-1} A(p-\ell, k, \lambda) \\
& =\sum_{l=1}^{p-k}\left[\binom{p-\ell}{k}\binom{p-\ell}{\lambda}-\sum_{i=0}^{\lambda} a(k, \lambda, t)\binom{p-\ell}{k+t}\right] .
\end{aligned}
$$

The range of summation can be extended to $\ell=p-k$ since $A(k, k, \lambda)=0$. Applying Lemma 2 we get

$$
\vartheta(k, \lambda)=\sum_{t=0}^{\lambda}\left[\binom{\lambda}{t}\binom{k+t}{\lambda}-a(k, \lambda, t)\right]\binom{p}{k+1+t} .
$$

Since $\vartheta(k, 0)=0$ for $k=1, \ldots, p-1$ and $\vartheta(p-1, \lambda)=0$ for $\lambda=0, \ldots$, $p-2$, this proves Lemma 8.

By the last four lemmas

$$
(x y)^{p} \equiv x^{p} y^{p} \sigma(1)^{\left(\frac{1}{2}\right)} \ldots \sigma(p-1)^{(f)} \prod_{k=1}^{p-1} \prod_{\lambda=0}^{k-1}[\sigma(k), \sigma(\lambda)]^{B(p, k, \lambda)} \bmod K_{1}
$$

where

$$
\begin{aligned}
B(p, k, \lambda)=\sum_{t=0}^{\lambda+1} & {\left[\binom{\lambda+1}{t}\binom{k+t}{\lambda+1}+\binom{k+2 t-\lambda-1}{t-1}\binom{k+t}{k+2 t-\lambda}\right] } \\
\cdot & \cdot\binom{p}{k+1+t}
\end{aligned}
$$

This proves Theorem 4.
I would like to thank the referee for several valuable suggestions on this paper.
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