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ABSTRACT. The existence and stability properties of a class of partial
functional differential equations are investigated. The problem is formulated
as an abstract ordinary functional differential equation of the form du(?)/dt =
Au(t) + F(u,), where A is the infinitesimal generator of a strongly continu-
ous semigroup of linear operators T'(¢), ¢ > 0, on a Banach space X and F
is a Lipschitz operator from C = C([-r, 0]; X) to X. The solutions are
studied as a semigroup of linear or nonlinear operators on C. In the case that
F has Lipschitz constant L and |T(f)| < e“?, then the asymptotic stability
of the solutions is demonstrated when w + L < 0. Exact regions of stability
are determined for some equations where F is linear.

1. Introduction and preliminaries. The purpose of this paper is to investi-
gate existence and stability properties for a class of partial functional differential
equations. As a model for this class one may take the equation

w,(x, ) =w,(x 8)+fEt wx, t-r), O0<x<m t=0,

(1.1) w(,t)=w(m,1t)=0, t=0,
w(x, 1) = o(x, 1), os<x<m, —-r<:t<0,

where f is a linear or nonlinear scalar-valued function, r is a positive number,
and ¢ is a given initial function. In our development the second derivative term
in (1.1) will correspond to a strongly continuous semigroup of linear operators on
a Banach space of functions determined by the boundary conditions in (1.1).
Accordingly, our approach will rely primarily on semigroup methods and the treat-
ment of (1.1) as an abstract ordinary functional differential equation in a Banach
space.

Our first objective will be to develop an existence theory for the nonlinear
nonautonomous case and this will be done in §2. In the case that f is auton-
omous the solutions give rise to a strongly continuous semigroup of nonlinear
operators on a Banach space of initial function values. This semigroup has been
extensively studied for ordinary linear functional differential equations by J.
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Hale in [6] and recently for ordinary nonlinear functional differential equations
by G. Webb in [13]. We will investigate the properties of this semigroup and its
infinitesimal generator in §3. In the case of ordinary linear functional differential
equations the spectral analysis of the infinitesimal generator of this semigroup gives
considerable information about the behavior of solutions. We will give an ana-
logue to such a development in the linear partial functional differential equations
case in §4, where our approach will follow closely that of J. Hale in [6]. Lastly,
we will apply our theory to some specific examples in §5, where we will give
particular attention to the stability of solutions.

Before proceeding we shall set forth some notation and terminology that
will be used throughout the paper. X will denote a Banach space over a real or
complex field. C = C([—r,0]; X) will denote the Banach space of continuous
X-valued functions on [— 7, 0], with supremum norm, where r>0. If u isa
continuous function from [z —7, b] to X and ¢ € [a, b], then u, denotes
the element of C given by u,(0) =u(t +6), —r<6<0. If A is alinear
or nonlinear operator from X to X, then D(A4), R(4), N(A) denote its domain,
range, and null space, respectively. If A is linear then p(4), 0(4), Po(A) denote
the resolvent, spectrum, and point spectrum of A, respectively. B(X, X) will
denote the space of bounded linear everywhere defined operators from X to X
and if 4 € B(X, X), then |A| is the norm of 4. If A islinear and A € p(4),
then R(A;4) is (4 — M)™! €B(X, X), and if X € 0(4), then M, (A4) is the
generalized eigenspace of A (that is, the smallest subspace of X containing
NA-N)Y, k=1,2,°).

By a strongly continuous semigroup on X we shall mean a family T(¢),
t 2 0, of everywhere defined (possibly nonlinear) operators from X to X satis-
fying T(t +5s)=T()T(s) for s, t=0,and T(¢f)x is continuous as a function
from [0,%) to X for each fixed x € X. The infinitesimal generator A, of
T(s), t=0, is the function from X to X defined by Apx =
lim,, o+ t~1(T()x — x) with D(47) all x for which this limit exists. Finally,
in the case that the semigroup is linear we shall require the following facts.

A necessary and sufficient condition that a closed densely defined linear
operator Ay be the infinitesimal generator of a strongly continuous

(1.2) semigroup T(f), t >0, of operatorsin B(X, X) $uch that IT()I<
e for some real number w is that IR(Q\; Ap)| <A —w)~! for all
A> w (see [4, Corollary 14, p. 626]).

If X is complex and T(¢), ¢t =0, is asin (1.2), then for all A such
(1.3) that Re A>w, A€ p(4d7) and IRQ; Ap) < (Re A— w)™ 1 (see [14,
Corollary 1, p. 241]).
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2. Existence of solutions in the nonlinear case. We prove our main exis-
tence theorem in an integrated form using a method derived from the fundamental
results of I. Segal in [11].

PrOPOSITION 2.1. Let F: [a, b] x C—> X such that F is continuous
and satisfies

@1) 1F@ ¥) - F(t, §)ly <LWY - §l, for a<t<b, ¥,V EC,

where L is a positive constant. Let T(t), t =20, Ay, w beasin (1.2). If
@ € C there is a unique continuous function u(t): [a —r, b] — X which
solves

22) u@®) =T(t — a)p(0) + f : T(t — S)F(s, ug)ds, a<t<b,

u, = ¢.

ProoF. First observe that if w(s) is any continuous function from
[a—r b] to X,then T(¢— s)F(s, wy) is continuousin s € [q, £] by virtue
of the continuity of F, the continuity of w, as a function in s from [a, t]
to C, and the strong continuity of T(f), ¢ = 0. Define u°(f) = ¢(t — a) for

a—-r<t<a and u°¢) =T(t - a)p(0) for a <t <b. In general, for each
positive integer n, define

u"(® =t -a) for a-r<t<a,
u"(t) = T(t - a)p(0) + [ . T(t - )F(s, ul~1)ds for a<t<b.

Since F is continuous there exists M such that IF(s, ud)l, <M for
a<s<b. Thenfor a<t<b,

T () — 0@l < - a)ew ®=a)y,
and, in general,
lu™(r) — w1 (0)ly < ML"=1e"<®=9)(t — aY'/n.

Thus, lim,,_,,, u"(f) def u(t) exists uniformly on [a — 7, b] and u(f) is con-
tinuous on [a — 7, B].
To establish that u(7) satisfies (2.2) use

lu(e) — T - )0(0) — [, Tt - HFG, u)dsly

< hu@) - Oy +||[ T - 9 (FGs, u) — Fl uD)ds

.

SA+L(E-a)ewC-y F [F-1Fw®-a); _ gk,
k=n+1
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To establish the uniqueness assertion suppose u(t) satisfies (2.2) and let K
be a constant such that lv(f) — u(?)ly < (¢ — a)K. Then

lo(e) — u(@)ly S KL FDO@=a)(s _ gy /i + 1)1,

whereupon v(?) = lim,,,, #"(¢) and the proof is complete.

COROLLARY 2.2. Suppose the hypothesis of Proposition 2.1 and let u(t),
i(t) solve (2.2) for ¢, ¢ € C, respectively. Then for a <t <b

lu, — e < lo- Pl e(wLI=a) if w=0,and

2.3) _
e, — u';"c < lp- 3l e~ wrelw+Le” “My(t-a) if w<0.

Proor. From (2.1) and (2.2) we have that for a —r <t <b
lut) — £ Oy < e Dlp(0) — $O)ly + L[ e uy — & Iods
If w=>0,thenfor a<t<b
lu, = B lp < e C=Dlp— i + L[ ey — 1 lds,
and if w <0, thenfor a<t<b
lu, — il <e=WTe@=Dp— gl + Le“‘"”'n ey, - ul,ds.

By Gronwall’s lemma (2.3) follows.

PRoPOSITION 2.3. Suppose the hypothesis of Proposition 2.1 and in
addition suppose that F is continuously differentiable from [a, b] x C to X
and F,, F, satisfy for a <t <b, ¥, ¥ € C, and positive constants B, v,

2.4) IF,(t, ¥) - Fy(t, Dl <Bly— ¥,

@5) IFy(t, ¥) = Fy6, D)I<yIy - Yl

Then, for ¢ € C such that ¢(0) € D(Ay), ¢ €C, and ¢~ (0) = A;p(0) +
F(a, o), u(t) is continuously differentiable and satisfies

(2.6) djdt u(t) = Agu(t) + F(t, u,), a<t<b,

U= 9.
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ProOF. By virtue of Proposition 2.1 we can solve
v(®) =Tt - a)(A7v(0) + F(a, ¢))

2.7 +f: T(t - s)(F (s, ug) + Fy(s, ug)vg)ds, a<t<bh,
b = 7.

Define w(t) = ¢(t —a) for a —r <t <a, w(t) = ¢(0) + ffv(s)ds for a <
t <b. We will show that w(t) = u(r), which will establish that u(f) is con-
tinuously differentiable. First, by taking the limit of the difference quotient, one
obtains that for a <t <b,

;I%J‘: T(t - s)F(s, wy)ds =f: T(t — s)(Fy (s, wg) + Fy(s, wy)vg)ds
(2.8)
+ T(t — a)F(a, v).

Then (2.8) yields

[l 16 - 9F@ was = 1¢ - )F6 wpds

29) ..
-f. o T6 = DE @, w,) + Fyr, w,)v,)dr ds.

Using the fact that for z €D(Ay), f; T(t — )Apzds =T(t — a)z — z,
(2.7) and (2.9) imply

W) = T(¢ - a)p(©) + [ . T(t - F(s, w,)ds

(2.10) [ [ 16 - NE@ ) - Fi6ow,)
+ (Fy(r, u,) — Fy(r, w,))v,)dr ds.

Then (2.10), (2.4), and (2.5) yield Iw () — u(®)ly < const [} lw, — u, l.d7,
which implies

t
Iw, — u e < const [ 1w, - u_lodr.

By Gronwall’s lemma w(t) = u(r). Therefore, [} T'(t — s)F(s, u;)ds is of the
form fg T(s)g(s)ds where g(s): [0,d] — X is continuously differentiable.
By Theorem 1.9, p. 486 of [8], u(¢) is a solution of (2.6) and the proof is
finished.

We remark that the equation (2.2) is more general than (2.6). In fact, in
the case of Proposition 2.1 u(), ¢ > 0, may not belong to D(A,) and may not
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be differentiable (even if ¢(0) € D(4)). The following proposition will be of
fundamental importance in §4.

PROPOSITION 24. Suppose the hypothesis of Proposition 2.1 and in tgddzl
tion suppose that T(f) is compact for each t > 0. Then, (t, 9) — u, de u (),
the mapping defined by solutions, is compact in ¢ for each fixed t>r.

Before proving Proposition 2.4 we require two lemmas.

LEMMA 25. Let T(t), t 2 0,and w be as in (1.2) and in addition let
T(t) be compact for each t> 0. Let B be a bounded subset of X and let
{ f,y: YET'} be a set of continuous functions from the finite interval |[c, d] C
(0,) to B. Then K={{f g T(s) f7(s) ds: y ET'} is a precompact subset of X.

PrOOF. Let H={T(t)x: t € [c, d],x € B}. We will use the fact that
T(?) is uniformly continuous from [c, d] to B(X, X) (see [7, Theorem 10.22,
p.304]) to show that H is totally bounded (see [14, p. 13]). Let € >0 and
let M be abound for B. There exists ¢ =t <t, <-++<t, =d such that

(2.11) IT@) - T@)<el2M for t,_, <t<t,.

Since for each #;, T'(#;)B is totally bounded, there exists {x},x5, =+ ,x{;} C
B such that if x € B, then
(2.12) 1T()x] - T(t)xNy <e/2 for some x}.

One uses (2.11) and (2.12) to demonstrate the total boundedness of H. Then H
is precompact and therefore so is the convex hull of H (see [12, Exercise 4,
p.134]). The conclusion follows since K is contained in the closed convex hull
of (d - ¢)H.

LEMMA 2.6. Let {f,y: YyET} CC be an equicontinuous family such that
foreach 6 € [—-r, 0], { f.,(e): v €T} is precompact in X. Then { f,,: YET}
is precompact in C.

PrOOF. A proof may be found in [10, Theorem 33, p. 179].

PROOF OF PROPOSITION 24. Let {cp,,: ¥ €T} be a bounded subset of
C andlet t>r. Foreach yET define f, €C by f7 = u,(cp,y). Then, for
6€([-r0],t+6>0,and so

150) = u(p,)(0) = u(p,)(¢t + 6) = T(t + 6)y,(0)
t+6
+ f o T@+0—5F( ugp,))ds.
We shall apply Lemma 2.6 to the family { f,v€TL
First, we show this family is equicontinuous. Recall (2.1) and (2.3) to
argue that { F (s, ug(p,)): s€[0,¢], yET} is bounded by a constant, say M.
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Let YET,let 0<c<t—rlet —r<8<6<0,and observe that
1£,0) = £,®)lx < IT( +6)0,(0) — Tt + 8)¢, (O)lly

t+6 t+6
H [ 1+ 0 - 9FG uleas - [ T +6 - 9FG, us(cp,y))ds”X

A

i

+ J‘t+0 Tt+6-5)—T + g — S)F(s, us(«p,y))ds"
X

A
t+0—-c
IX

< IT( +6) — T(t + 6)ll g, ()l + 18 — B1e“™M + c2e“'M

+| J2070 (0 + 0 - ) = T + 6 - )FG, u e )ds

+t sup, IT(t+0—s)-T(t+3-—s)lM.
s€[0,t4+6-¢]
One now uses the uniform continuity of T'(s),s € [¢, #],in B(X, X) to demon-
strate the claimed equicontinuity.
Next, we show that for fixed 6 € [-r, 0], {f,y (0): Yy €T} is precompact
in X. Obviously, {T'(t + 6)¢,(0): v € I'} is precompact, since ¢t +6 >0
and Ilcp,y(O)IIX is bounded independent of . We will show that

+0
K= {f; T(t + 0 — s)F(s, uyp,))ds: 7€ 1"}
is totally bounded. Observe that if 0 <c¢ <t + 0, then

(2.13) <ce“'™

t+6
[rroe T+ 0 = Fs, uge,))ds

forall yE€TI. By Lemma 2.5,if 0<c <t +0, then

K, = {f:+o_c T(t+06 —s)F(, ug(e,))ds: Y€ p}

is precompact in X. This fact together with (2.13) yield the precompactness of
K. Thus the hypothesis of Lemma 2.6 is verified and the proof is complete.

3. The semigroup and infinitesimal generator in the autonomous case.
Throughout this section we will suppose the hypothesis of Proposition 2.1 except
that we require F to be autonomous, that is, F: C — X. By virtue of Propo-
sition 2.1 there exists for each ¢ € C a unique continuous function u(y)(?):
[-7,0)— X satisfying

t
apy YOO =TOWO+ [ TC-IF @@ 120,
U@ = ¢.
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For each ¢ =20 define U(#): C— C by U(t)y = u,(p).

PROPOSITION 3.1. U(?), t 2 0, is a strongly continuous semigroup of
(possibly nonlinear) operators on C satisfying for ¢, 9€C, t >0,

()¢ - UOle < lp — Glelw+L)? if w>0,
I@)e - U@)ole <e“rlp — fbllc_e(“""“—wr)‘ if w<O0.

ProoF. The strong continuity follows from the fact that solutions of (3.1)
are continuous. The semigroup property follows from the fact that for ¢, ¢ =0,
v€C,

u@(t + 9 = TG + D) + [ T +7 - )F(o)ds
+ 77 16 + 7 - 9F@@as
=70 (T(t)¢(0) + f ; T(t — $)F(u(y)) ds) + f ; T(f - )F(u,,(9)ds

= TQu@@ + [ TE - Py @) ds.

By the uniqueness of solutions to (3.1) this implies that u,, () = u3(u,(¥)).
Lastly, (3.2) follows from Corollary 2.2.

We next investigate the infinitesimal generator of U(r), ¢ 2 0. Define Ay:
C—C as follows:

Ay9)©@) =¢(0), -r<6<0,
G3)  py) ={peC: pEC,W0) ED(Ay), 7 (0) = Az¢(0) + F(@)}.

PROPOSITION 3.2. Ay, is the infinitesimal generator of U(t), t 2 0.

Proor. First, let ¢ belong to the domain of the infinitesimal generator
of U(t),t=0. We will show that ¢ €ED(Ay) and Ay = ¥, where

YO = lim (U@ @) —¥0), 0€[-r0].
ot
Obviously, ¥(0) = ¢*(6) for —r<6< 0. Since YEClm 0¥ (0) exists
and must be ¥(0). But this means that ¢ existson (- 7, 0), ~ exists at 0,

and ¢~ (0) = Y(0) (see [14, p. 239]). It remains to show that ¢(0) € D(A44)
and Y(0) = A;¢(0) + F(y). Observe that

34) lim 7 [y €~ OF ) ds = Fo),
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since

< :_ Jo1T6 - 9F @) - F@)lyds

L[* T - 9F @ @)ds - Fo)
o s\ ¥
< max (e¥TUF(uy @) — Fp)ly + IT(t — 5)F(p) — F(@)ly).
s€[0,t]
By virtue of (3.4) the limit as £—> 0% on the left side of

(5) $UOO - uDO) - [ T - HF@@)ds = - TO0(0O) - ¢(0)

exists and is ¥(0) — F(¢). But this implies that the limit as z — 0% on the
right side of (3.5) exists, and is A,9(0) by definition of A,.
Now let ¢ € D(4y). We must show that

(3.6) 1im+ /) U®¢ — ¢) existsin C and = Ay 0.
-0

Recall that It~ (U(2)p(6) - ¢()) — ¢(@)lyx =

3.7 It (p( + 0) — p(8) — vy if —r<t+6<0,

and

(38) ”:— (T(t + 0)p(0) + f(f:-o T(t + 6 — s)F(uy(p)ds — ¢(g)> -9(0)

i
if 0<¢+0.
Suppose ¢+ 6 > 0. Then (3.8) <

|tl- (T(t +0)0@ — 0@ + [ Tt +0 - s)F(us(cp))ds)

(3.9) —(t+0)! Jo-(O)“x
(3.10) + 1671 ((0) — 9(8))— 9(0) + (¢t +0)~ 1o~ (0)l.

Then (3.9) <

(3.11)

LI AT 470(00) - App@ly + 1T + 6 — ) Flue)) - Fl)ds
and (3.10) <
G12) i 166 ~ & Olgds + 150) - 5 Ol

If €>0 choose & sufficiently small such that if 0<¢<§,-r<6 <0, and
t+60>0,then (3.11) and (3.12) < ¢/3, and if ¢+ 6 <O, then (3.7) < ¢/3.
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This establishes (3.6) and thus the proof of the proposition.

ProPoSITION 33. If —L<w and Re A\>L + w, then (Ay - \)~!
exists and has domain all of C.

PRrOOF. Given ¢ € C we must solve
(3.13) Ay —N)o=9 - o=, ¢(0) = Ap(0) + ¥(0) = A7¢(0) + F(»).

This means that

0 @) = p(0) + [ X6=y 5) ds,
(3.19)

¢(0) = Ay — \I)"' (@ (0) — F(¥)).
The mapping

[}
x — (Ap - 7\1)"‘(11/(0) - F(e’wx +f e"(o")w(s)ds»
is a strict contraction from X to X, since by (1.3)
(A — AI)"Y(F(eMx) — F(e™ ¥y < L/(Re A= w))lx - Xly.

Then (3.14) and hence (3.13) has a unique solution. But this means that
(Ay — M) is onto and injective and the proof is complete.

PROPOSITION 34. If —L<w and ReA>L + w, then (Ay — )~ !
is Lipschitz continuous with Lipschitz constant < 1/(Re X\ — (L + w)).

PROOF. Let ¢ =(4dy — N)" 1Y, 0= (4y - M)“@ for ¢, JI\ EC.
Let €>0 andlet § € [—r,0] have the property that lp(8) — ¢(@)ly >
lg— I, — €. Using (3.14) and (1.3) we have that

lp(®) - @)l < 1e* (47— M)~ 1(W(0) — F(g) - ¥(0) + F@)ly

] A
U, rC-2we) - w(s»ds“X
RN YU U €t i) W T
<— Iy - + - "y -
\Re)\_w(w wc Liy ‘Pc) Re ) v ‘l’c
LeRere ar 41— (w/Re (1 — eReM9) -
== -0l + Iy —-yl,.
Re)\—w¢ vle ReA - w v=vle
But this implies
Re X — w — LeReMd 1 — (w/Re V(1 — eReP9)
lp =@l <e+ Iy —3l..
ReA—w $-¥lcs¢ ReA—w ¢
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Since
1 — (w/Re N)(1 — eReA8) < 1
Re A — w — eReAdf ReA-w-1L

the assertion follows.

PROPOSITION 3.5. For each { €C, lim L2y YW=y and,
consequently, D(A,;) is dense in C.

PROOF. By virtue of Propositions 3.3 and 3.4 and the fact that
T-My) 1= (Ay — (/D1 (= 1/N), we have (choosing w =~ L if
necessary) that

(I-My)~! exists with domain C and is Lipschitz continuous
(3.15)  with Lipschitz constant < 1/(1 — A(L + w)) for all real A such
that 0< A< 1/(L + w).

For A>0, define B,: C— C by

YNy, yec, 6el—r 0.

B\W©) =

We will use the fact that limh_’o_*B,tw =y provided that $(0) =0 (see
[13, §2]) and alsc that limx 1T =24p)"x - xly =0 forall xex

(see [14, p. 241]). Let |pEC and let 7\ be real such that 0 <A< 1/(L + w).
Then

Iy =T - rdy)~yl,

=1y — %27 = N )1 W(0) + AF (I - A y)~ 1)) + Byl

SNVA=-A)ELIUT - Ady)~ Myl + 1F©0)ly)

+ 19 = 9(0) — By(¥ — WOl + 1e?/ M1 - Ad,)~19(0) — &/ MOl
Also, I(T — M)~ " ylle < I(7 - Ndy)~1y — Yl + Iyl,. Thus,
(1 = AL/1 =2y — (I - Ady)~? vlo
S QLI - )Yl + /(1 - A)IF (),
+ 1= 9©0) - By - y)l, + I - A4~ 1y(0) — Y(O)ly

and the assertion follows.

PROPOSITION 36. Foreach Y €C, t> 0, lim oo (I = (/) Ay) "y =
Uu@v.
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ProOF. To establish this exponential formula for U(¢), ¢ = 0, we will use
results of M. Crandall and T. Liggett in [3] and H. Brezis and A. Pazy in [1].
From Theorem 1 of [3] we have by virtue of Proposition 3.5 and (3.15) that

ef

lim @~ (/) Ag)™y = VO

exists forall Y €C,¢t=0,and V (1), t = 0, is a strongly continuous semigroup
of nonlinear operators on C. From Corollary 4.3 of [1] we have by virtue of
Propositions 3.2 and 3.5 and also (3.2) that

Aim Uy = U@ = V)
forall Y €C, t 20, and the proof is complete.
COROLLARY 3.7. If — L = w, then for ¢,0E€C, t=0,
(3.16) 1) - U@le < lp - ol
That is, if — L = w, then U(t) is nonexpansive for all t= 0.
Proor. (3.16) follows directly from (3.15) and Proposition 3.6.

COROLLARY 38. If — L > w, then for o, {5 €C, t 2 0, and each posi-
tive integer n,
(.17

1U(@)e - U@®ole

< [(— Lj) + (n—l Lk(l —(- L/w)n—k)ew(t—(k+l)r)tk/k!>:| lp — ‘?’"C
k=0

Furthermore, there exists a unique ¢y € C such that U()p, = ¢, for t>r
and lim,,,, U()p =y, forall p€C.

Proor. Since — L > w, (3.16) holds by virtue of Corollary 3.7 (w can
always be chosen larger than any given w). Then, for ¢ =0

lu(@)(®) = u(@) @)y
3.18) <e'19(0) — ey + L e -y - u (@)l ds
< [(- L/w) + A = (- Liw))e“ ¢ — e
Then, for t=>r,

(319) U@ - Ul < [(— L/w) + (1 = (= Lfw)e =] lp = jll,.
But since e“®=") >1 for 0<¢<r, (3.19) holds for all ¢#>>0. In a similar
manner one substitutes inequality (3.19) into (3.18) and integrates to obtain

1@ - U@Rdle < [(- Ljw)? + (1 = (= Ljw)?) e =D

+L(1 — (= Ljw))e® =2 g - ol
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for ¢ > 0. An induction argument yields (3.17). By virtue of (3.19), U(¢),

t >r, is a commutative family of strict contractions on C and therefore has a
unique common fixed point. That is, for s, ¢ >r, U(t)y, = ¢, implies U(s)y,
=UE) U@, = U@OUE)y, implies ¢, = U(s)p, implies ¢, = ¢,. The last
statement now follows from (3.17).

4. The spectral properties of A, in the linear case. Throughout this
section F will be as in §3 except that we require F to be linear with norm
IFl=L. T(t),t=>0,and A, will be as before except that we require T'()
to be compact for each ¢>0. U(¢t), t =0, and Ay, which are now linear, will
be as in §3. For each scalar A define the linear operator A(A): D(Ay) — X
by

4.1 AQ)x =Apx =Ax + F(eMx), x€DAp).

We will say that A satisfies the “characteristic equation” of (3.1) provided
A)x =0 for some x # 0.

PROPOSITION 4.1. Suppose [ is real such that if \ satisfies the character-
istic equation of (3.1), then Re A <. For each <y > 0 there exists a con-
stant K(y) =1 such that for all t =0,

“42) U@l <K@ePFH M lpl,.

We shall require three lemmas for the proof.

LEMMA 4.2. For t>r, o(U(t)) is a countable set and is compact with
only possible accumulation point 0, and if u# 0 € a(U(t)), then p €
Po(U@)).

ProoOF. The lemma follows immediately from Proposition 2.4 and Theo-
rem 6.26, p. 185, of [8].

LEMMA 43. For t>r, Po(U(t)) = 774V L possibly {0}, More
specifically, if = u(t) € Pd(U(t)) for some t>r and p+ 0, then there
exists A€ Po(Ay) such that eM=y. F;urthermore, if {\,} consists of all
distinct points in Po(Ay) such that e ™ =y, then for arbitrary K,

N(U(t) — pI)* is the linear extension of the linear independent manifolds
NAy =\ 1 )¢, where n ranges over et = u.

PROOF. See Lemma 22.1 and the exercise which follows it in [6, p. 112].

LEMMA 44. If S(t), t = O, is a strongly continuous semigroup of linear
operators on X and for some s> 0 the spectral radius p of S(s) is 0

and 7= (1/s)log p, then for all y> 0 there exists a constant K(y) =1 such
that
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IS@OxI < KM M Uxll forall t>0, x€X.

PROOF. See Lemma 22.2, p. 112 of [6].

PROOF OF PROPOSITION 4.1. Suppose u # 0 € g(U(¢)) where t is some
fixed number > 7. By Lemma 4.2, u € Po(U(¢)). By Lemma 4.3, u = e
where A € Po(Ay). Then there exists

4.3) ¢#0EDAY), ¢ —Ap=0.
But this is equivalent to
(@44 90)=eM0), 9O #0, ¢ (0)=A70(0)+F(p).

Then AQ)¢(0) = 0, and by hypothesis Re A <. Thus the spectral radius of
U@t) <e® and (4.2) follows immediately by application of Lemma 4.4.

PROPOSITION 4.5. If NEPa(Ay) then My(Ay) is finite dimensional.

ProoF. The proof follows immediately from Lemma 4.3 and the following
lemma.

LEMMA 4.6. For t>r, if u€Po(U(t)), u# 0, then N(U(t) — uy* is of
finite dimension for all k, and there exists a positive integer n such that
M, (U(®)) = N(U(t) — pI)". Moreover, UM, (U()) C M, (U(®)).

PROOF. A proof is given in [7, Theorem 5.7.3, p. 182]. The last state-
ment is a consequence of the fact that U(f) and (U(f) — pI)* commute.

PROPOSITION 4.7. There exists a real number (8 such that Re A< for
all X€o(Ay) and if v is any real number there exists only a finite number
of N€Po(Ay) such that y<Re .

Proor. The existence of the constant § follows .immediately from Prop-
ositions 3.3 and 3.4 (in fact, one can choose f = max{0, L + w}). Assume that
{N1} is an infinite sequence of distinct points in Po(Ay) such Athft Re N, >
v for all k,where 7y is a given real number. By Lemma 4.3 e * € Po(U(2))
for a fixed t>r. If {eh" t} is infinite, then Po(U(¢)) has an accumulation

point different from 0, which contradicts Lemma 4.2. If {e k t} is finite, then

A

t
n
e k

= u = constant for some infinite subsequence {)\,,k}.

Then N(U(t) — pI) is infinite dimensional, since it contains the linearly inde-
pendent manifolds N (AU -\, D) by Lemma 4.3. But this contradicts Lemma
ng

4.6. Thus the assumption is false and the proof is finished.

COROLLARY 4.8. Let B be the smallest real number such that if \
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satisfies the characteristic equation of (3.1), then Re A<@. If §<O0, then for
al p€C, U)ol — 0 as t —> o If B=0, then there exists ¢ #0€EC
such that WU @)elo = lols forall t=>0. If B> 0, then there exists ¢ €C
such that U (D¢l —> o as t =,

ProoF. The claim for §<0 isimmediate from (4.2). If $=0 let x #0€
D(A7) such that AQ\)x =0 where ReA=0 (sucha A exists by Proposition 4.7).
Asin (4.3) and (4.4),9(0) =M (0), p(0) =x solves (Ay —N)p=0,9#0.

Thus U(f)¢ = €My and [U@llc = 1™ Mgl = llgllg. If B> 0, letx 0 €
D(Ay) such that A(\)x =0 and Re A>0. Again ¢(8) = e*®(0), p(0) = x solves
(Ay—N)yp=0,9#0. Thus, U(t)p=eyp and 1U)¢l, =eRe Myl

Our next objective is to decompose the space C using the eigenvalues of
Ay . This will be done by means of Propositions 4.10, 4.11, and 4.12, which
are proved just as in [6, Chapters 20 and 22]. We first require the following
proposition.

PROPOSITION 4.9. Suppose X is complex and N, € Pa(Ay) ‘such that
Ao isa pole of order ny of (Ay — NI)~'. Then

(@45) C=Ndy - 20" ® Ridy — A D™ = My (4) @ Ry (Ay).

Moreover, MAO(A ) =Ny — NI)* forall n>ny and ny is the smallest
such positive integer. Also

(46) Ay, (Ay)) € My (Ay), AyRy Ap) S Ry (Ay),
%)) U(t)(MAo(AU))QMao(Au), UORAp) S Ry (Ay) forall t>0.

PRrROOF. (4.5) and (4.6) follow directly from Theorem 5.8-A, p. 306 of [12].
(4.7) follows from the fact that U(f) and Ay commute on D(Ay) (see
[14, Theorem 2, p. 239].

PROPOSITION 4.10. Suppose X is complex, A € Po(Ay) is a pole of
(Ay — I )“‘, tp’l*, soe (p"; is a basis for the finite dimensional subspace
My(Ap),and @, = (o}, * =, 9}). Since Ay(My\(Ay)) CMy(Ay), there
exists a d x d constant matrix B,\ such that Ay ®, = ®,B,. The only eigen-
value of B, is A\, ®,(0) = (P)E(O)e " -r<i<0,U(®, = <I>,\eB’*' for
20, (U@ ®,)0) = &,(0)e A+ for —r<0<0,t>0. Then U() can
be defined for all t € (— %, =) on M,(Ay).

PROPOSITION 4.11. Suppose X is complex, A={\;,***, 7\p} is a finite
set in Po(Ay) such that each N, isapoleof (A—-AI)"', &, =
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(COVPRRR fI),\p), B, = diag(Bhl, cee ,B,\p) where @, ~and B, are asin
Proposition 4.10. Then for any vector a of the same dimension as ®, , the
solution U(t)®,a with initial value ®,a at t =0 may be defined on
(_ ©, °°) by

Ut)®pa = Bpe°M g,

8,00 =2,(0 A, _r<o<o.

Furthermore, there exists a subspace Q, of C such that U(t)Q, C Q, for
all t20 and C=P, ® Q,, where Py ={p €C: 9 = ®,a for some vector
a of the same dimension as ®,}.

PROPOSITION 4.12. Suppose X is complex, A = AB) ={ A € Pa(4y):
Re A > B}, where B is a given real number, and let C=P, © Q, be decomposed
as in Proposition 4.11. There exist positive constants K, vy such that for all
pEC

W(@)e Mg < Ke®-DtI, AN,  t<o,

WW(@)e°A e < Ke®-111p%A0,,  t>0,

P
where ¢ =y A+¢QA

is the decomposition of ¢ in Py @ Q,.

In the case of Proposition 4.12 we will say that C=P, & Q, is de-
composed by A. Propositions 4.11 and 4.12 permit us to distinguish the be-
havior of the solutions on the two subspaces P, and @,, since these subspaces
are invariant under Ay and U(#). In the remaining propositions of this sec-
tion we shall investigate the “dual operator” of A, relative to a certain bilinear
form. In particular, we shall obtain an “alternative” theorem for the nonhomo-
geneous equation (Ay — Ay = .

In the propositions which follow we will suppose that F has the form

“8) Fi)=[° dan@w@), vec,

where n: [—r, 0] — B(X, X) is of bounded variation. In addition we let
C'=C([0,7]; X") where X' is the dual space of X. Alsolet Ap: X' — X'
be the dual operator of A, which exists since A, is densely defined (see
[14, p. 193]. Let 7'(0) €B(X', X'), — r <0 <0, be the dual of n(6) and
note that n": [—r, 0] — B(X', X') is of bounded variation since 7 is (see
[14, Theorem 2, p. 195]). Define Ay: C'— C' by
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(Ayo)s)=-a(s), O0<s<r,

49) DAw= { «€C": & €C', a(0) € D(A}), and

~&(0) = Apa(@) + [ dn'@)a(- e)}.
Lastly, define the bilinear form (,) from C x C' to the scalar field by
@10) (6,0 =0, a0) — [ [ 7 @), ol - ),
where (x, x") means x'(x) for x€X, x'€X’.

PROPOSITION 4.13. (A, @) =y, Ay} for ¢ ED(Ay) and a €
D(Ay). Also, if AEPo(Ay), LEPI(AY), \# 1, ENAy — N]),and o €
Ny — ul), then (g, &)= 0.

ProOF. The first statement follows from

Ay, 0= (4760 + [°, an0190), a ~ [, f @050, at - o)
0
= (70, o) + ([, 410200, «0)

0 £E=0 0 (6 .
— [ _, dn(©)¢©), a(¢ - ) | iz0 T I o @n®)e), & - 03

= (¢ 700+, i @e- 0) =, [ @nerote)~ e -0k

=(p, Ay .
The second statement follows from the first.

PROPOSITION 4.14. Suppose N(AQN) #{0} iff N(A(A)) # {0}, where
AQ) =Ap =N+ 2, dn@)e™® asin (4.1)and AQ) =Ap — N[+
J2, dn'()eM. Then NEPo(Ay) iff A€ Po(Ay).

PrROOF. As in the proof of Proposition 4.1, ¢ # 0 E N(4y — N) iff
¢(0) = eM p(0) where ¢(0)# 0 satisfies Ap(0) = Ap9(0) + F(p) iff ¢(0)#
0EN(AQ)). Similarly, @ # 0 EN(Ay — NI) iff a(s) = e~ a(0) where
a(0) # 0 satisfies Aa(0) = A7a(0) + 2, dn'(@)a(-0) iff a(0)#0€E
NA®N).

PROPOSITION 4.15. Suppose A(\) has closed range and let y € C. Then
(Ay = N)¢ =V has a solution ¢ €C iff (Y, a)=0 forall a€ENAY —N).

Proor. We first observe that A(A) is closed and densely defined since
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Arp is, a fact which we will need in order to apply the closed range theorem

(see [14, p. 205]). Suppose (Y, @)= 0 for every a € N(4Ay — AI). To show
there exists ¢ € C satisfying (Ay — AI)p = ¢ it suffices to show that there
exists ¢(0) € X satisfying

@1 A0 =@ - [°, [ e -Dan@ma = .
That is, there exists ¢ € D(Ay) such that ¢—Ap = ¢ iff

@.12) ¢(8) =M () + [ f,e*“’-”w(z)dz, 9(0) = A7(0) + F(¢)

iff (4.11). Since A(A\) has closed range, by the closed range theorem, y €
RAQ)) iff YENQAQ)) ={xEX: (x, x")=0 forall ' ENAQ))}. So
let x' EN(AQ)') and define a(s) = e~*a(0) where a(0) =x'. Asin the
proof of Proposition 4.14, & € N(4y, — AI). By hypothesis

0=, @)= (WO, a@) - [, [ 2 @n@)¥(®, *O-Da(0) dg

= (O -2, f; M-Vanovwat, o) = o).

Hence, ¥ €R(AQ\) and so there exists ¢ € C satisfying (Ay — Al)p = V.
The converse follows immediately from Proposition 4.13.
In the case that X is reflexive one can consider the “dual equation”

4.13) V@O = T'(- D) + [, T'6 - NF'’@)ds, t<0,

v(0) = a.
Here v(@)(t): (-0, 1] = X', a €C', T'(¢) is the dual of T(z), T'(t), t =0,
is a strongly continuous semigroup on X' with infinitesimal generator 4’ (see
[2, Corollary 1.4.8, p. 52]), F'(e) = f°, dn'(6)a(— 0) where n is as in (4.8),
and for ¢ <0, 0" (@) EC’ is given by v¥(@)(s) = v(@)(t +5), 0 <s<r. One
solves (4.12) just as in Proposition 2.1. Define U'(f)a =v~*(a) for >0,
U'(t): C' — C'. One can verify that U'(f), t = 0, is a strongly continuous
semigroup on C' (as in Proposition 3.1) and Ay defined by (4.9) is its
infinitesimal generator.

5. Stability of solutions and examples. Throughout this section we shall
consider the equation (3.1), that is, U(¢), ¢t = 0, will be as in §3. We shall call
the zero solution #(0)(z) of (3.1) stable iff for each € > 0 there exists
8 >0 such that if lypll, <&, then IU@)¢l, <e forall #=>0. We shall
call the zero solution u(0)(#) of (3.1) asymptotically stable iff it is stable and
limp, ., 1U@)ylo =0 forall p€C. If F(0)=0 (which implies U()0 =0
for all £ >0 by the uniqueness of solutions), then Corollaries 3.7 and 3.8 say
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that the zero solution of (3.1) is stable if — L = w and asymptotically stable
if — L > w, For the linear version of (3.1) Corollary 4.8 says that the zero
solution of (3.1) is stable if — L = «w and asymptotically stable if — L > w.
For the linear version of (3.1) Corollary 4.8 says that the zero solution is asymp-
totically stable iff 8§ <O and not stable if > 0.

ExaMPLE 5.1. Let X = C,[0, 7], the space of continuous scalar-valued
functions on [0, #], which are 0 at 0 and =, and having supremum norm. Let
Ap: X — X be defined by

Ary=y+wy, DUAp)={yEX:JEX}
where « is a given real number. Then Ay is the infinitesimal generator of a
semigroup T(¢), t = 0, as in (1.2). Let f be a Lipschitz continuous scalar-
valued function on the scalar field with Lipschitz constant L and such that
f(0)=0. Define F: C— X by

F(‘p)(x) =f(‘p(_ r)(x)), 14 € C: x € [09 7!’] .
Then the hypothesis of Proposition 2.1 is satisfied and if f is continuously
differentiable, then the hypothesis of Proposition 2.3 is satisfied. In the latter
case one can show that u(yp)(®)(x) def w(x, 1), t 2 0,x € [0, n], satisfies the
equation

wyx, ) = wy, (x, 1) +ww(x, £) + fwlx, £ -7)), O0<x < t=0,
(5.1) w0, )=w(m )=0, =0,
wkx, D=p®E), 0<x<m -r<t<0,
in the “classical sense”. If — L = w then the remarks above apply and the zero
solution of (5.1) is stable if — L = w and asymptotically stable if — L > w.
EXAMPLE 5.2. We wish to determine the exact region of stability of the
linear equation
we(x, 1) = w (x, ) —aw(x, ) —bw(x, t ~-7), O0<x<m t=>0,
$.2) w©0,)=w(m)=0, =0,
wi )=9@)(x), O0sx<m -r<t<O0,
as a function of a, b, and r, where the solutions are in the sense of (3.1) for
X =1L%[0,n]. Let Ap: X — X be defined by
Ary =},
(53) D(Ap)={y €X:y and p are absolutely continuous,
V€ X, y(0) = y(m) = 0}.

Then Ay is the infinitesimal generator of a semigroup T'(¢), ¢ = 0, as in (1.2)
with w=—-1. Let F: C— X by F(¢) =—ap(0) — bp(— r). The character-
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istic equation from (4.1) is
54 AQNf=Up-QA+a+be ™Df=0, f#0€DAL)

By Corollary 4.8 the zero solution of (5.2) is asymptotically stable iff $<0. In
order to apply Corollary 4.8 we need to establish the fact that T'(¢) is compact
for t > 0. To this purpose we will use the following lemma due to A. Pazy
(Theorem 3.4 of [9]).

LEMMA 53. Let T(t), t = 0, be a strongly continuous semigroup of linear
operators on X with infinitesimal generator A. Suppose that R(u +i7; A)
exists for > pg, and for some p > p,

(5.5) hm InlrlIRu +it; A)l = ¢ < oo,

|7 >0
Also suppose that for some A and ty, = 0, R(A\; 4)T(¢,) is compact. Then
T(¢) is compact for ¢ > max(t,, ¢).
When A, is defined by (5.3), it is well known that R(u + it; A), which
exists for u > 0, is compact. Therefore R(A; A)T(0) is compact where
Re A > 0. In the next example we will show that
RN\ Ap)f = Z fn‘p: ® ., where g,(x) = (V/2/m)sin nx

n=1-—n° —
(5.6)

d f, ——f f(x)sin nx dx.

Thus, [IR(\; APl = (25, 1/In2 + AP)# and it follows that (5.5) holds with
C = 0. Hence, by Lemma 5.3, T'(¢) is compact for each ¢> 0.

Ab /b =g+l \

stability region

1

t

/
Ve
4
7/
7/
/

bta=-1

FIGURE 1
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Since the eigenvalues of A, are — n%,n=1,2,+++, we have from
(5.4) that the system is asymptotically stable iff all the roots of the equations

Ata+beM==-n2 n=1,2,-,

have negative real parts. The exact region of stability of (5.1) as a function of
a, b, and r is indicated in Figure 1.
ExaMmrLE 54. Consider the linear equation

w,(x, ) =w,, (x, 1) +wlx, ) - (@/Dwx, t —1), O0<x<m t=0,
¢.7 w0,)=w(m)=0, =0,
wix, ) =p®x), 0<x<m —1<t<0.
Let X be as in Example 5.2,let Ay =B + I where B isthe “A,” defined
in (5.3), and observe that A, is self-dual. Let F: C— X be defined by
F(p) = — (n/2)p(— 1) (here we take r = 1). Note that (4.8) holds where 7(8)

=0if —1<0<0 and @) =-(x/2)] if 6 =— 1. The dual equation
4.13) of (5.7) is

v (x, £) = v, (x, D) +ulx, ) + (n/2)v(x, ¢t + 1), 0<x<m t<0,
(5.8) w0, =umt)=0, <0,
u(x ,B) = a() ), 0<x<mwm 0<t<l
The bilinear form (4.10) is
(9, @) = (0@, aO) - [ (0@, at + D) at

where (x, ¥) = [ x(s)y(s)ds, x €EX, y € X'. The operators A, Ay are
given by ‘
(A0 =¢0) if —1<6<0,
(Ay9)©) = Are() — (@2)e(=1) if § =0,

and

(Aya)@) =-a@) if 0<s<1,

(Ay @) = Apa(0) — (@/2)a(l) if s=0.
Observe that ¢ € N(Ay, — NI) iff ¢(8) = ¢(0)eM?, — 1 <6 <0, where A
satisfies A(N)¢(0) = (A — NI - (@/2)e~>)(0) = 0. Thus, ¢(0) =
sinnx, \+ (@/2)e > =1—n? for n=1,2,++. Also,a EN(Ay — AI)
iff a(s) = a(0)e™5,0<s5<1,where A satisfies

AQ)'«(0) = (A7 — A — (1/2)e~M)a(0) = 0.
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Since Ag is self-dual, we conclude that a(0) = sin nx, A + (1/2)e™* = 1 — n?
for n=1,2,¢°°.

It can be shown that A + (7/2)e™* =0 has two simple roots
*im/2 and the remaining roots have negative real parts. It can also be shown
that all the solutions of A+ (m/2)e"* =1 —n?,n=2,3, «++ , have negative
real parts. Let A ={in/2, —in/2}. Then ® ={y,, ¢,}, where

9,00, x)=sin(m9/2)sinx, —1<0<0, 0<x<m,
¢,(6, x)=cos(nf/2)sinx, —1<0<0, 0<x<m,

is a basis for the “generalized eigenspace” P =P, of (5.7) where C=P, ®
Q, is decomposed by A. Also, ¥ ={y, ¥,}, where

¥,(s, x) =sin(ms/2)sinx, O0<s<1, 0<x<m,
V,( x) = cos(ms/2)sinx, O0<s<1, 0<x<m,

is a basis for the “generalized eigenspace” P, of (5.8) where C' =P, ® Q)
is decomposed by A.

Before we can decompose C by A we must verify the compactness of
T(t) for t> 0 and the hypothesis of Proposition 4.11. Since T'(f) is just
e’ multiplied times the “T'(f)” of Example 5.2, it is compact for ¢ > 0. It
remains to show that each Ay € Po(4) is a pole of (4y — NI )~ and this
will be done in a series of lemmas.

LEMMA 55. (Ay — N)™! has a pole of order n at N\, iff A(N)™!
has a pole of order n at A,.

PROOF. ¢ — Ap = ¢ €C iff (4.11) and (4.12). Thus, for ¥ = 1A, ¥)
f
Tvo+ (@/2) 0, e~ 21 +)y(s)ds asin (4.11),

Ay -\ N =eMa®™ 1y, ¥) +fz eMO=9)y(5) ds.

Since 1, [, g e"(o“)tp(s) ds, and eM® are entire functions of A, the lemma
follows.

LEMMA 5.6. Suppose h(z) is an entire complex-valued function of the
complex variable z such that h(z) — w, has a zero of order n at z,. Sup-
pose wq is a pole of order m of the Banach space-valued function g(w) of
the complex variable w. Then the function f(z) = g(h(z)) has a pole of order
mnat z,.

PROQF. Since }i(z) —wg has a zero of order n at zy,h(z) —wy =
(29— 2o)"h(z) where h(zy) #0 and h(z) is analytic. Since g(w) has a pole of
order m at wg, g(w) =g(w)/(w - wo)™ where f(wo)aéo and g(w) is analytic.
Thus
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(O N ()
(@) - WY (@ - zo YR )"

which implies that f(z) has a pole of order mn at z,.

@) =gh@) =

LEMMA 5.7. (Ay = NI)™! has simple polesat X\=1—-n%,n=1,2,¢+-.
Proor. Consider
(5.9 Uu+u-Au=f, ul)=um=0, fEX
The related‘eigenvalue problem is
(5.10) e+o=2, ¢(0)=9(m=0.

Nontrivial solutions of (5.10) can be obtained iff A is one of the eigenvalues
A, =1- n%, n=1,2,+++. The corresponding normalized eigenfunctions are
9,(x) = \/2/x sin nx. These eigenfunctions form a complete orthonormal set.
Thus we can write

1602 T fun®) fo =6 ) =V [ f@sin e a,

W)= B taal) = 6 )= VI [ ute)sin e,

where convergence is in the mean. From (5.9) we obtain
@, 0,) + W, 9,) - N, 0,) = (f, 9,),

which, after integrating by parts, becomes (1 — n? - N, o) = (f, ¢,). If
A# 1 —n?, then

fn ad fn‘pn(x)
u, =—— and u(x)= —_—
" 1-n?-2a nz=:ll—n2—7t

It is easily shown that the convergence is uniform on [0, #]. Thus,
= fuon(x)
(Ap -~ Y=Yy ——,
T n=11-—n% -2
and the lemma now follows.

LEMMA 58. (Ay —AI)™! is analytic except at roots to \ + (/2)e™> =
1-n%,n=1,2, ¢+, where it has simple poles.

PrROOF. Set g(w) = (Ap — wI)™! and h(z) =z + (n/2)e>. The
function h(z) — (1 — n?) =z + (n/2)e~™ — (1 — n?) has simple zeroes for
n=1,2,+++. Thatis, suppose z, is a zero which is not simple. Then
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h(zg) — (1 —n?) =z + (1/2)e”"® — (1 —n?) =0 and A'zy)=1—
(1/2)e” %0 =0 must hold, which is easily seen to be a contradiction. The proof
of Lemma 5.8 now follows from Lemmas 5.5-5.7.

It now follows from Proposition 4.11 that we can decompose C by A.
Furthermore, by Proposition 4.15 any ¢ € C can be written as ¢ = ¢f + ¢2,
where P is the “generalized eigenspace” associated with & and Q is the
orthogonal complement of the “generalized eigenspace™ associated with ¥. By
Proposition 4.12 there exist positive constants K, y such that 1U(#)¢2 o <
Ke="t1p%llc t = 0, and, consequently, the subspace Q of C is asymptotically
stable.
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