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#### Abstract

Fix an integer $n>1$. Let $G$ be the semisimple Lie group $\mathrm{SU}(n+1,1)$ and $K$ be the subgroup $\mathrm{S}(\mathrm{U}(n+1) \times \mathrm{U}(1))$. For each finite dimensional representation $\left(\tau, \mathscr{H}_{\tau}\right)$ of $K$ there is the space of smooth $\tau$-covariant functions on $G$, denoted by $C^{\infty}(G, \tau)$ and equipped with the action of $G$ by right translation. Now take $\left(\tau, \mathscr{H}_{\tau}\right)$ to be $\left(\tau_{p, p}, \mathscr{H}_{p, p}\right)$, the representation of $K$ on the space of harmonic polynomials on $\mathbf{C}^{n+1}$ which are bihomogeneous of degree $(p, p)$. For a real number $\nu$ there is the corresponding spherical principal series representation of $G$, denoted by ( $\pi_{\nu}, \mathrm{I}_{1, \nu}$ ). In this paper we show that, as a ( $\mathfrak{g}, K$ )-module, the irreducible quotient of $\mathbf{I}_{1,1-n-2 p}$ can be realized as the space of the $K$-finite elements of the kernel of a certain invariant first order differential operator acting on $C^{\infty}\left(G, \tau_{p, p}\right)$. Johnson and Wallach had shown that these representations are not square-integrable. Thus, some exceptional representations of $G$ are realized in a manner similar to Schmid's realization of the discrete series. The kernels of the differential operators which we use here are the intersection of kernels of some Schmid operators and quotient maps, which we call Cauchy-Szegö maps, a generalization the Szegö maps used by Knapp and Wallach. We also identify this representation of $G$ with an end of complementary series representation.


## Introduction

This paper is a contribution to the general program of producing concrete realizations of representations of Lie groups in the kernels of invariant first order differential operators. The methods we employ are those proposed by R. A . Kunze, J . E. Gilbert, R . J. Stanton, and P. A. Tomas in [G2, GKST:Cort, GKST:Zyg and GKT:Clev]. In the case of noncompact semisimple Lie groups, this approach can be thought of as a generalization of the work on the discrete series by W. Schmid, R. Hotta, R. Parthasarathy, A. W. Knapp and N. R . Wallach, (see [SC, HP and KW]). That is, the class of differential operators we consider generalize the operators of Schmid (see $\S 2$ below) and a definition of Cauchy-Szegö maps is given which is more general than that of Knapp and Wallach.

Suppose $G$ is a noncompact connected semisimple Lie group with finite center and a maximal compact subgroup $K$. Let $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{s}$ be the Cartan decomposition associated to $(G, K)$. To each irreducible unitary representation

[^0]\[

$$
\begin{aligned}
& \left(\tau, V_{\tau}\right), \text { let } \\
& \qquad C^{\infty}(G, \tau)=\left\{f: G \rightarrow V_{\tau}: f \text { is smooth }, f(k g)=\tau(k) f(g) \forall k \in K, g \in G\right\} .
\end{aligned}
$$
\]

The group $G$ acts on $C^{\infty}(G, \tau)$ by right translation. The invariant first order differential operators acting on $C^{\infty}(G, \tau)$ are determined by $K$-equivariant projections of $V_{\tau} \otimes \mathfrak{s}_{\mathrm{C}}$ onto $K$-invariant subspaces, where $K$ acts by $\tau \otimes \mathrm{Ad}$. Given such $\left(\tau, V_{\tau}\right)$ and a description of $\hat{K}$ in terms of dominant integral weights, one requires a prescription which uses the location of $\tau$ in $\hat{K}$ to specify one invariant differential operator, say $\delta_{\tau}$. One would like to arrange this so that the $K$-type $\left(\tau, V_{\tau}\right)$ occurs in $\operatorname{ker}\left(\partial_{\tau}\right)$ and also to have a means of controlling all the $K$-types which occur there. To show that $\operatorname{ker}\left(\partial_{\tau}\right)$ is nontrivial, we use Cauchy-Szegö maps, which put quotients of nonunitary principal series into $\operatorname{ker}\left(\delta_{\tau}\right)$. In the cases which we treat, knowledge of these quotients tells us about the irreducibility and unitarizability of the ( $\mathfrak{g}, K$ )-module of $K$-finite elements of $\operatorname{ker}\left(\delta_{\tau}\right)$. In the first three sections we explain these general ideas in more detail. The rest of the paper is taken up with the special case where $G=\mathrm{SU}(n+1,1), K=\mathrm{S}(\mathrm{U}(n+1) \times \mathrm{U}(1))$ and $\left(\tau, V_{\tau}\right)$ is a representation of $K$ on a space of spherical harmonics on $\mathbb{C}^{n+1}$ which are bihomogeneous of degree $(p, q)$. The main results in this paper are Theorems 6.3.1, 6.5.2, and 6.6.1.
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## 1. Notational preliminaries

1.1. Suppose $G$ is a connected, noncompact, semisimple Lie group with finite center and real-rank one. Fix a maximal compact subgroup $K$ in $G$ with a fixed maximal torus $T$ and assume that $G$ is such that $T$ is a Cartan subgroup of $G$. We will use lower case German letters to denote the corresponding Lie algebras, attaching the symbol $\mathbb{C}$ to designate complexifications. There is a Cartan involution $\theta$ acting on $\mathfrak{g}$ such that the decomposition into +1 and -1 eigenspaces is $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{s}$. Let $B$ denote the Killing form on $\mathfrak{g}_{\mathbb{C}}$ and equip $\mathfrak{g}_{\mathbb{C}}$ with the hermitian inner product

$$
(X \mid Y)=-B(X, \theta(\bar{Y}))
$$

for all $X, Y \in \mathfrak{g}_{\mathbb{C}}$. In this way $\left(\left.\operatorname{Ad}\right|_{K}, \mathfrak{s}_{\mathbb{C}}\right)$ is a unitary representation of $K$. Let $\langle$,$\rangle denote the inner product on \mathfrak{t}_{\mathbb{C}}^{*}$ coming from the inner product on $t_{C}$.
1.2. Let $\Phi$ denote the set of roots for $\left(g_{C}, t_{C}\right), \Phi_{\mathfrak{t}}$ the set of roots for $\left(\mathfrak{k}_{\mathrm{C}}, \mathfrak{t}_{\mathrm{C}}\right)$, and $\Phi_{s}$ the set of noncompact roots (that is, the weights of $\operatorname{Ad}(T)$ acting on ${ }^{\mathbf{s}} \mathrm{c}$ ). Hence $\boldsymbol{\Phi}=\boldsymbol{\Phi}_{\mathrm{p}} \cup \boldsymbol{\Phi}_{\mathbf{s}}$. We will fix an ordering on $\boldsymbol{\Phi}_{\mathrm{p}}$ once and for all and denote by $\Phi_{\mathrm{e}}^{+}$the subset of positive compact roots. As usual, set $\rho_{\mathrm{e}}=$ $\frac{1}{2} \sum_{\alpha \in \Phi_{\mathrm{t}}^{+}} \alpha$. The Weyl group for ( $\mathfrak{k}_{\mathrm{C}}, \mathfrak{t}_{\mathrm{C}}$ ) will be denoted by $W_{\mathfrak{k}}$. Identify $\hat{T}$ with the lattice

$$
\left\{\lambda \in i t^{*}: e^{\lambda(X)}=1, \forall X \in \mathfrak{t} \text { with } \exp (X)=1\right\}
$$

Then $\hat{K}$ will denote the set of dominant integral weights in $T$, with respect to $\Phi_{\mathrm{e}}^{+}$.
1.3. As in [KW, §2], we assign to each $\alpha \in \Phi$ a normalized root vector $E_{\alpha}$ so that $B\left(E_{\alpha}, E_{-\alpha}\right)=2 /\langle\alpha, \alpha\rangle$ and $\theta\left(\bar{E}_{\alpha}\right)=-E_{-\alpha}$. Then $\left[E_{\alpha}, E_{-\alpha}\right]=H_{\alpha}$ in $\mathfrak{t}_{C}$ and $\alpha\left(H_{\alpha}\right)=2$. In particular,

$$
\left\{\left(\frac{1}{2}|\beta|^{2}\right)^{1 / 2} E_{\beta}: \beta \in \Phi_{s}\right\}
$$

is an orthonormal basis of ${ }_{s_{C}}$. Our hypothesis that $G$ has real-rank one implies that all the noncompact root vectors $E_{\beta}\left(\beta \in \Phi_{\mathrm{s}}\right)$ have the same length (see [KW, Lemma 12.1]).
1.4. We will be dealing with a situation where it is possible to order $\Phi$ in several different ways while being compatible with the fixed $\Phi_{\mathrm{e}}^{+}$. Suppose we have indexed all these possibilities by some set $\underline{J}$, so that for each $l \in \underline{J}$,

$$
\boldsymbol{\Phi}=\boldsymbol{\Phi}^{+}(l) \cup\left(-\boldsymbol{\Phi}^{+}(l)\right), \quad \boldsymbol{\Phi}_{\mathbf{\ell}}^{+}=\boldsymbol{\Phi}_{\mathbf{k}} \cap \boldsymbol{\Phi}^{+}(l),
$$

and $\Phi_{s}^{+}(l)=\Phi_{s} \cap \Phi^{+}(l)$ is a system of positive noncompact roots. In this case, set

$$
\rho_{\mathrm{s}}(l)=\frac{1}{2} \sum_{\beta \in \Phi^{+}(l)} \beta \quad \text { and } \quad \rho(l)=\rho_{\mathrm{k}}+\rho_{\mathrm{s}}(l) .
$$

1.5. Given a dominant integral weight $\mu \in \hat{K}$, we fix $\left(\tau_{\mu}, V_{\mu}\right)$, an irreducible unitary representation of $K$ with highest weight $\mu$. The Harish-Chandra parameter attached to the pair $\left(\mu, \Phi^{+}(l)\right)$ is

$$
\begin{equation*}
\mu+\rho_{\mathrm{e}}-\rho_{\mathrm{s}}(l) \tag{1.5.1}
\end{equation*}
$$

In Theorem 1.1 in [KW] we see that if there is an $l \in \underline{J}$ such that (1.5.1) is $\Phi^{+}(l)$-dominant and regular, then it parametrizes a discrete series representation of $G$ with lowest $K$-type $\mu$. We will be concentrating on examples of $\mu$ such that this is not the case. Despite this, it is still possible to use some of the results in [HP and KW].
1.6. Another consequence of our assumption that $G$ has real-rank one is that for each $l \in \underline{J}$ each simple root in $\Phi_{s}^{+}(l)$ is a fundamental sequence of positive
noncompact roots. This is shown in p. 197 of [KW]. The material in $\S \S 4$ and 5 of [KW] then describes how to produce special Iwasawa decompositions of $G$. Fix $l \in \underline{J}$ and $\alpha_{l}$ a simple root in $\Phi_{\mathfrak{s}}^{+}(l)$. Set $\mathfrak{a}_{l}=\mathbf{R}\left(E_{\alpha_{l}}+E_{-\alpha_{l}}\right)$. so that $\mathfrak{a}_{l}$ is a maximal abelian subspace of $\mathfrak{s}$. The space $\mathfrak{a}_{l}$ acts on $\mathfrak{g}$ by ad and we let $\Sigma_{l}$ denote the set of restricted roots. We use $E_{\alpha_{l}}+E_{-\alpha_{l}}$ to order $\Sigma_{l}$, letting $\Sigma_{l}^{+}$denote the set of positive restricted roots. Furthermore, let $\mathfrak{n}_{l}$ denote the sum of the $\Sigma_{l}^{+}$-root spaces in $\mathfrak{g}$ and

$$
\rho_{\mathfrak{a}_{l}}(H)=\frac{1}{2} \operatorname{tr}\left(\left.\operatorname{ad}(H)\right|_{\mathfrak{n}_{l}}\right) \quad \forall H \in \mathfrak{a}_{l} .
$$

Next, set $A_{l}=\exp \left(\mathfrak{a}_{l}\right), N_{l}=\exp \left(\mathfrak{n}_{l}\right)$, and write the Iwasawa decomposition

$$
\begin{equation*}
G=A_{l} N_{l} K \tag{1.6.1}
\end{equation*}
$$

At the Lie algebra level, the complexified version of this is

$$
\mathfrak{g}_{\mathbb{C}}=\left(\mathfrak{a}_{l}\right)_{\mathbb{C}} \oplus\left(\mathfrak{n}_{l}\right)_{\mathbb{C}} \oplus \mathfrak{k}_{\mathbb{C}}
$$

and we will denote by $P_{\mathfrak{a}}^{l}, P_{\mathrm{n}}^{l}$, and $P_{\mathrm{e}}^{l}$ the projections onto $\left(\mathfrak{a}_{l}\right)_{\mathrm{C}},\left(\mathfrak{n}_{l}\right)_{\mathrm{C}}$, and $\mathfrak{k}_{\mathrm{C}}$, respectively. These are described in Proposition (5.2) of [KW].
1.6.2. Lemma. Maintain the notation and hypotheses as above. If $\beta= \pm \alpha_{l}$ then

$$
P_{\mathfrak{a}}^{l}\left(E_{\beta}\right)=P_{\mathfrak{a}}^{l}\left(E_{-\beta}\right)=\frac{1}{2}\left(E_{\beta}+E_{-\beta}\right)
$$

and

$$
P_{\mathrm{e}}^{l}\left(E_{\beta}\right)=\frac{1}{2} H_{\beta} .
$$

If $\beta \in \Phi_{s}$ and $\beta \neq \pm \alpha_{l}$, let the $\alpha_{l}$-string containing $\beta$ be $\beta+n \alpha_{l}$, $-p_{\beta} \leq n \leq q_{\beta}$. Then

$$
P_{\mathrm{a}}^{l}\left(E_{\beta}\right)=P_{\mathrm{a}}^{l}\left(E_{-\beta}\right)=0
$$

and

$$
P_{\mathrm{e}}^{\prime}\left(E_{\beta}\right)=\frac{-1}{p_{\beta}+q_{\beta}}\left(\left[E_{-\alpha_{l}}, E\right]+\left[E_{\alpha_{l}}, E\right]\right) .
$$

We emphasize that all this is completely determined by the choice of $\Phi^{+}(l)$ and a simple root $\alpha_{l} \in \Phi^{+}(l)$.
1.7. The decomposition $G=A_{l} N_{l} K$ leads to smooth maps $\mathbf{H}_{l}: G \rightarrow \mathfrak{a}_{l}$, $\mathbf{N}_{l}: G \rightarrow N_{l}$, and $\mathbf{K}_{l}: G \rightarrow K$, so that every $g \in G$ has a unique description

$$
\begin{equation*}
g=\exp \left(\mathbf{H}_{l}(g)\right) \mathbf{N}_{l}(g) \mathbf{K}_{l}(g) . \tag{1.7.1}
\end{equation*}
$$

Let $M_{l}=\left\{x \in K: x g x^{-1}=g, \forall g \in A_{l}\right\}$, so that $M_{l}$ is a closed subgroup of $K . M_{l}$ normalizes $N_{l}$, so that for all $m \in M_{l}$ and $g \in G$,

$$
m g=\exp \left(\mathbf{H}_{l}(g)\right)\left(\mathbf{N}_{l}(g)\right)^{m} \cdot m \mathbf{K}_{l}(g)
$$

Hence

$$
\begin{equation*}
\mathbf{H}_{l}(m g)=\mathbf{H}_{l}(g) \quad \text { and } \quad \mathbf{K}_{l}(m g)=m \mathbf{K}_{l}(g) . \tag{1.7.2}
\end{equation*}
$$

The Haar measure on $K$ is normalized so that $K$ has mass 1. The following change of variables formula shows how $\mathbf{K}_{l}$ interacts with this measure. If $f$ is a continuous function on $K$ and $g \in G$, then

$$
\begin{equation*}
\int_{K} f(k) d k=\int_{K} f\left(\mathbf{K}_{l}(k g)\right) e^{2 \rho_{a_{l}}\left(\mathbf{H}_{l}(k g)\right)} d k \tag{1.7.3}
\end{equation*}
$$

1.8. Each element $X \in \mathfrak{g}$ acts on smooth functions on $G$ by

$$
X f(g)=\left.\frac{d}{d t}\right|_{t=0} f(\exp (-t X) g)
$$

This action is extended by linearity to permit elements of $\mathfrak{g}_{\mathbb{C}}$ to act on functions, yielding right translation invariant complex vector fields.

## 2. SCHMID OPERATORS

2.1. Fix a $\Phi_{\ell}^{+}$-dominant integral weight $\mu \in \hat{K}$. This gives rise to a homogeneous bundle

with fibers isomorphic to $V_{\mu}$. The space $\Gamma^{\infty}\left(\mathbf{E}_{\mu}\right)$ of smooth sections can be identified, in a $G$-equivariant manner, with

$$
C^{\infty}\left(G, \tau_{\mu}\right)=\left\{f: G \rightarrow V_{\mu}: f \text { is } C^{\infty} \text { and } f(k g)=\tau_{\mu}(k) f(g) \forall k \in K, g \in G\right\}
$$

Here $G$ acts by right translation. For any $G$-invariant subspace $\mathscr{E} \subset C^{\infty}\left(G, \tau_{\mu}\right)$, we let $\mathscr{E}_{K}$ denote the subspace of $K$-finite vectors in $\mathscr{E}$.
2.2. Next take an orthonormal basis $E_{1}, \ldots, E_{2 s}$ of $s_{\mathbb{C}}$ and define the following $G$-invariant first-order differential operator. For $f \in C^{\infty}\left(G, \tau_{\mu}\right)$, set

$$
\begin{equation*}
\nabla f(g)=\sum_{j=1}^{2 s}\left(E_{j} f(g)\right) \otimes \bar{E}_{j} \tag{2.2.1}
\end{equation*}
$$

so that $\nabla f$ takes its values in $V_{\mu} \otimes \boldsymbol{s}_{\mathrm{C}}$. The definition of $\nabla$ is independent of the choice of orthonormal basis. For each $f \in C^{\infty}\left(G, \tau_{\mu}\right)$ and $k \in K$,

$$
\begin{equation*}
(\nabla f)(k g)=\left(\tau_{\mu}(k) \otimes \operatorname{Ad}(k)\right) \nabla f(g) \tag{2.2.2}
\end{equation*}
$$

and so

$$
\nabla: C^{\infty}\left(G, \tau_{\mu}\right) \rightarrow C^{\infty}\left(G,\left.\tau_{\mu} \otimes \mathrm{Ad}\right|_{k}\right)
$$

The operator $\nabla$ intertwines the action of $G$ by right translation on these two spaces.
2.3. It is known that $\left(\left.\tau_{\mu} \otimes \mathrm{Ad}\right|_{K}, V_{\mu} \otimes \mathfrak{s}_{\mathbb{C}}\right)$ is a direct sum of irreducible invariant subspaces

$$
\begin{equation*}
V_{\mu} \otimes \mathfrak{s}_{\mathrm{C}}=\sum_{\beta \in \Phi_{s}} m(\mu, \beta) V_{\mu+\beta} \tag{2.3.1}
\end{equation*}
$$

where $m(\mu, \beta)=0$ or 1 for $\beta \in \Phi_{s}$. Hence, any $K$-equivariant projection $p$ onto an invariant subspace (i.e. a sum of some of these $V_{\mu+\beta}$ ) will give rise to an invariant differential operator, namely $p \circ \nabla$ (see [HO and SW]).
2.4. In [SC], W. Schmid describes the following special case of this construction. For each $l \in \underline{J}$, set

$$
\begin{equation*}
V(\mu, l)=\sum_{\beta \in \Phi_{0}^{+}(l)} m(\mu,-\beta) V_{\mu-\beta} \tag{2.4.1}
\end{equation*}
$$

so that $V(\mu, l)$ is a $K$-invariant subspace of $V_{\mu} \otimes \mathfrak{s}_{\mathbf{C}}$. Now let $P_{l}: V_{\mu} \otimes \mathfrak{s}_{\mathbf{C}} \rightarrow$ $V(\mu, l)$ be the $K$-equivariant orthogonal projection.
2.4.2. Definition. The Schmid operator with data $\mu \in \hat{K}$ and $l \in \underline{J}$ is defined to be

$$
\mathfrak{D}_{l}=P_{l} \circ \nabla: C^{\infty}\left(G, \tau_{\mu}\right) \rightarrow C^{\infty}(G, \tau(\mu, l)),
$$

where $\tau(\mu, l)$ denotes $\left.\tau_{\mu} \otimes \mathrm{Ad}\right|_{K}$ limited to acting on $V(\mu, l)$.
2.4.3. Lemma [SC]. If $\left\langle\mu-2 \rho_{\mathfrak{s}}(l), \alpha\right\rangle \geq 0$ for all $\alpha \in \Phi_{\mathfrak{p}}^{+}$, then $\mathfrak{D}_{l}$ is elliptic.

Let $\Omega$ denote the Casimir operator for $G$.
2.4.4. Lemma [KW]. If $\left\langle\mu-\rho_{\mathrm{s}}(l), \alpha\right\rangle \geq 0$ for all $\alpha \in \Phi_{\mathrm{e}}^{+}$and if $f \in \operatorname{ker}\left(\mathfrak{D}_{l}\right)$, then

$$
\Omega f=\left(\left|\mu+\rho_{\mathrm{t}}-\rho_{\mathfrak{s}}(l)\right|^{2}-\left|\rho_{\mathrm{t}}+\rho_{\mathfrak{s}}(l)\right|^{2}\right) f
$$

Hence, each pair $(\mu, l)$ satisfying the hypotheses of these lemmas gives rise to an elliptic operator whose kernel is a $G$-invariant subspace of $C^{\infty}\left(G, \tau_{\mu}\right)$ and is contained in an eigenspace of $\Omega$. For $f \in \operatorname{ker}\left(\mathfrak{D}_{l}\right)$, set

$$
\begin{equation*}
\left(Q_{\mu}(g) f\right)(x)=f(x g) \quad \forall x, g \in G \tag{2.4.5}
\end{equation*}
$$

2.5. Hotta and Parthasarathy have shown how to dominate the multiplicities of $K$-types in $\operatorname{ker}\left(\mathfrak{D}_{l}\right)_{K}$, subject to the following technical conditions on $\mu$ and $\Phi_{\mathrm{s}}^{+}(l)$. We will say that $(\mu, l)$ satisfy condition (\#) provided:
(i) for each $E \subseteq \Phi_{\mathrm{s}}^{+}(l)$ and $\alpha \in \Phi_{\mathrm{f}}^{+}$,

$$
\left\langle\mu+\rho_{\mathrm{e}}-\sum_{\beta \in E} \beta, \alpha\right\rangle \geq 0,
$$

and
(ii) $\mu-2 \rho_{\mathrm{g}}(l)$ is $\Phi_{\mathrm{p}}^{+}$-dominant.
(See pp. 154-156 of [HP].)
2.6. For each $l \in \underline{J}$ and $\lambda \in \hat{T}$, let $Q(\lambda, l)$ be the number of distinct ways that $\lambda$ can be written as a sum of nonnegative integer multiples of elements of $\Phi_{s}^{+}(l)$. For $\mu$ and $l$ as above and $\lambda \in \hat{K}$, let $\operatorname{mult}(\mu, l: \lambda)$ denote the multiplicity of $\left(\tau_{\lambda}, V_{\lambda}\right)$ in $\left(\left.Q_{\mu}\right|_{K}, \operatorname{ker}\left(\mathfrak{D}_{l}\right)_{K}\right)$. Theorem 1 on p. 156 of [HP] gives the following estimate on $\operatorname{mult}(\mu, l: \lambda)$.
2.6.1. Lemma. If $(\mu, l)$ satisfy condition (\#), then for each $\lambda \in \hat{K}$,

$$
\operatorname{mult}(\mu, l: \lambda) \leq \sum_{s \in W_{\mathfrak{k}}} \operatorname{det}(s) Q\left(s\left(\lambda+\rho_{\mathfrak{k}}\right)-\left(\mu+\rho_{\mathfrak{k}}\right), l\right)
$$

In particular, $\operatorname{mult}(\mu, l: \mu) \leq 1$.
Notice that if $\operatorname{mult}(\mu, l: \lambda) \neq 0$ then there must be at least one $s \in W$ and an arrangement of nonnegative integers $n_{\beta}\left(\beta \in \Phi_{\mathrm{s}}^{+}(l)\right)$ such that

$$
\begin{equation*}
\lambda+\rho_{\mathrm{k}}=s\left(\mu+\rho_{\mathrm{k}}+\sum_{\beta} n_{\beta} \cdot \beta\right) \tag{2.6.2}
\end{equation*}
$$

and $\lambda+\rho_{\mathrm{p}}$ is $\Phi_{\mathrm{e}}^{+}$-dominant.
2.7. In what follows we will see examples of $\mu$ such that more than one possible $l \in \underline{J}$ leads to the pair ( $\mu, l$ ) having property (\#). This means that $\mu$ will give rise to several Schmid operators. Now consider $\underline{J}(\mu)$, the subset consisting of all those $l \in \underline{J}$ such that ( $\mu, l$ ) has property (\#) and

$$
\begin{equation*}
\boldsymbol{\Phi}_{\mathbf{s}}^{+}(l) \subseteq\{\alpha \in \boldsymbol{\Phi}:\langle\mu, \alpha\rangle \geq 0\} \tag{2.7.1}
\end{equation*}
$$

This latter condition is suggested by the sharp and star systems used in [TOMAS]. In this case, set

$$
\begin{equation*}
\Psi_{\mu}=\bigcup_{l \in \underline{J}(\mu)} \Phi_{\mathbf{s}}^{+}(l) \tag{2.7.2}
\end{equation*}
$$

Furthermore, set $P_{\mu}$ to be the orthogonal projection

$$
\begin{equation*}
P_{\mu}: V_{\mu} \otimes \mathbf{s}_{\mathbb{C}} \rightarrow \sum_{\beta \in \Psi_{\mu}} m(\mu,-\beta) V_{\mu-\beta} \tag{2.7.3}
\end{equation*}
$$

When $J(\mu)$ consists of just one element then we are back at the case of (2.4.1). In general, define the differential operator (eth)

$$
\begin{equation*}
\delta_{\mu}=P_{\mu} \circ \nabla \tag{2.7.4}
\end{equation*}
$$

acting on $C^{\infty}\left(G, \tau_{\mu}\right)$. Our preceding discussion shows that

$$
\operatorname{ker}\left(\delta_{\mu}\right) \subseteq \bigcap_{l \in \underline{J}(\mu)} \operatorname{ker}\left(\mathfrak{D}_{l}\right)
$$

and the multiplicity of a $K$-type $\left(\tau_{\lambda}, V_{\lambda}\right)$ in the space $\operatorname{ker}\left(\partial_{\mu}\right)_{K}$ is less than or equal to

$$
\begin{equation*}
\min _{l \in \underline{J}(\mu)}(\operatorname{mult}(\mu, l: \lambda)) . \tag{2.7.5}
\end{equation*}
$$

2.8. Hence, we have started with a dominant integral weight $\mu$ and produced a $(\mathfrak{g}, K)$-module $\operatorname{ker}\left(\partial_{\mu}\right)_{K}$ which might possibly contain the $K$-type $\left(\tau_{\mu}, V_{\mu}\right)$ with multiplicity 1 . To show the nontriviality of this space, we use Knapp and Wallach's work on the Cauchy-Szegö map. First we need to set up to nonunity principal series.

## 3. Principal series and Cauchy-Szegö maps

3.1. Fix one $l \in \underline{J}$ and a simple root $\alpha_{l} \in \Phi_{s}^{+}(l)$. This permits us to build an Iwasawa decomposition $G=A_{l} N_{l} K$, as described in $\S 1.6$. Suppose ( $\sigma, H_{\sigma}$ ) is an irreducible unitary representation of $M_{l}$ and $\nu \in\left(\mathfrak{a}_{l}\right)_{\mathbb{C}}^{*}$ is a linear functional. The (nonunitary) principal series representation coming from these parameters is the action of $G$ by right translation on

$$
\begin{array}{r}
I_{\sigma, \nu}=\left\{f: G \rightarrow H: f \text { is smooth and } f(m a n g)=e^{\left(\rho_{a_{l}}+\nu\right)\left(\mathbf{H}_{/}(a)\right)} \sigma(m) f(g)\right.  \tag{3.1.1}\\
\text { for all man } \left.\in M_{l} A_{l} N_{l}, g \in G\right\} .
\end{array}
$$

The normalization $\rho_{\mathrm{a}_{1}}+\nu$ follows [BW] and gives rise to a unitary representation of $G$ when $\nu \in i \mathfrak{a}_{l}^{*}$.
3.2. Gilbert, Kunze, Stanton and Tomas have introduced the following generalization of the Szegö map, used to produce quotient representations of principal series representations. Suppose that $\left(\sigma, H_{\sigma}\right)$ occurs as a subrepresentation of $\left(\left.\tau_{\mu}\right|_{M_{l}}, V_{\mu}\right)$, where $\mu \in \hat{K}$. In this case there will be an $M_{l}$-equivariant isometry $R: H_{\sigma} \rightarrow V_{\mu}$. The Cauchy-Szegö map with data ( $\sigma, \nu, \mu, l, R, \alpha_{l}$ ) is the $G$-equivariant linear operator

$$
\begin{equation*}
S: I_{\sigma, \nu} \rightarrow C^{\infty}\left(G, \tau_{\mu}\right) \tag{3.2.1}
\end{equation*}
$$

defined by

$$
\begin{equation*}
S f(g)=\int_{K} \tau_{\mu}(k)^{-1} R f(k g) d k \tag{3.2.2}
\end{equation*}
$$

for all $f \in I_{\sigma, \nu}$ and $g \in G$. From (1.7.3) we can rearrange this integral to become

$$
S f(g)=\int_{K} \tau_{\mu}\left(\mathbf{K}_{l}\left(k g^{-1}\right)\right)^{-1} R f\left(\mathbf{K}_{l}\left(k g^{-1}\right) g\right) e^{2 \rho_{a_{l}}\left(\mathbf{H}_{l}\left(k g^{-1}\right)\right)} d k
$$

Next, observe that

$$
k=k g^{-1} g=\exp \left(\mathbf{H}_{l}\left(k g^{-1}\right)\right) \mathbf{N}_{l}\left(k g^{-1}\right) \mathbf{K}_{l}\left(k g^{-1}\right) g .
$$

Compare this with p. 179 in [KW].
3.2.3. Lemma. For $\left(\sigma, \nu, \mu, l, R, \alpha_{l}\right)$ as above and $f \in I_{\sigma, 1,}$,

$$
S f(g)=\int_{K} e^{\left(\rho_{a_{l}}-\mu\right)\left(\mathbf{H}_{l}\left(k g^{-1}\right)\right)} \tau_{\mu}\left(\mathbf{K}_{l}\left(k g^{-1}\right)\right)^{-1} R f(k) d k
$$

for all $g \in G$.

We will call the Cauchy-Szegö kernel the smooth function

$$
\mathbf{S}: K \times G \rightarrow \operatorname{Hom}\left(H_{\sigma}, V_{\mu}\right)
$$

given by

$$
\begin{equation*}
\mathbf{S}(k, g)=e^{\left(\rho_{\mathrm{a}_{l}}-\nu\right)\left(\mathbf{H}_{l}\left(k g^{-1}\right)\right)} \tau_{\mu}\left(\mathbf{K}_{l}\left(k g^{-1}\right)\right)^{-1} \circ R . \tag{3.2.4}
\end{equation*}
$$

3.3. We would like to arrange matters in such a way that $S: I_{\sigma, \nu} \rightarrow \operatorname{ker}\left(\mathfrak{D}_{l}\right)$ or $\operatorname{ker}\left(\partial_{\mu}\right)$. Arguing as in $\S 7$ of $[\mathrm{KW}]$ we see that the Cauchy-Szegö map with data ( $\sigma, \nu, \mu, l, R, \alpha_{l}$ ) will map $I_{\sigma, \nu}$ into $\operatorname{ker}\left(\partial_{\nu}\right)$ provided

$$
\begin{equation*}
P_{\mu} \circ \nabla(\mathbf{S}(1, g) \varphi)_{g=1}=0 \tag{3.3.1}
\end{equation*}
$$

for one nonzero vector $\varphi \in H_{\sigma}$. The details of this argument appear in $\S 9$ of [BLANK]. The calculation of $\nabla(\mathbf{S}(1, g) \varphi)_{g=1}$ is described on p. 180 of [KW].
3.3.2 Lemma. For $\left(\sigma, \nu, \mu, l, R, \alpha_{l}\right)$ as above and $\varphi \in H_{\sigma}$,

$$
\nabla(\mathbf{S}(1, g) \varphi)_{g=1}=\sum_{j=1}^{2 s}\left\{\left(\rho_{\mathbf{a}_{l}}-\nu\right)\left(P_{\mathfrak{a}}^{l} E_{j}\right)(R \varphi) \otimes \bar{E}_{j}-\tau_{\mu}\left(P_{\mathfrak{k}}^{l} E_{j}\right)(R \varphi) \otimes \bar{E}_{j}\right\}
$$

When we use the basis of root vectors in ${ }^{5} \mathrm{C}$ and apply Lemma 1.6.2, this can be rewritten. Note that if $\beta \in \Phi_{\mathrm{s}}$ then $\bar{E}_{\beta}=-\theta E_{-\beta}=E_{-\beta}$.
3.3.3 Lemma. For $\left(\sigma, \nu, \mu, l, R, \alpha_{l}\right)$ as above and $\varphi \in H_{\sigma}$,

$$
\begin{aligned}
\frac{2}{\left|\alpha_{l}\right|^{2}} \nabla(\mathbf{S}(1, g) \varphi)_{g=1}= & \frac{1}{2}\left(\rho_{a_{l}}-\nu\right)\left(E_{\alpha_{l}}+E_{-\alpha_{l}}\right)(R \varphi) \otimes\left(E_{\alpha_{l}}+E_{-\alpha_{l}}\right) \\
& +\sum_{\beta \neq \pm \alpha_{l}} \frac{1}{p_{\beta}+q_{\beta}} \tau_{\mu}\left(\left[E_{-\alpha_{l}}, E_{\beta}\right]\right)(R \varphi) \otimes E_{-\beta} \\
& +\sum_{\beta \neq \pm \alpha_{l}} \frac{1}{p_{\beta}+q_{\beta}} \tau_{\mu}\left(\left[E_{\alpha_{l}}, E_{\beta}\right]\right)(R \varphi) \otimes E_{-\beta} \\
& -\frac{1}{2} \tau_{\mu}\left(H_{\alpha_{l}}\right)(R \varphi) \otimes E_{-\alpha_{l}}+\frac{1}{2} \tau_{\mu}\left(H_{\alpha_{l}}\right)(R \varphi) \otimes E_{\alpha_{l}} .
\end{aligned}
$$

3.4. Knapp and Wallach use the special case where $\left(\sigma, H_{\sigma}\right)$ is the action of $\left.\tau_{\mu}\right|_{M_{1}}$ on the $M$-invariant subspace of $V_{\mu}$ generated by highest weight vector $\psi_{\mu}$. Here $R$ is the identification of $H_{\sigma}$ as a subspace of $V_{\mu}$. They show that the Cauchy-Szegö map with data $\left(\sigma, \nu, \mu, l, R, \alpha_{l}\right)$ maps $I_{\sigma, \nu}$ into $\operatorname{ker}\left(\mathfrak{D}_{l}\right)$ provided

$$
\begin{equation*}
\nu\left(E_{\alpha_{l}}+E_{-\alpha_{l}}\right)=\frac{-2\left(\mu+\rho_{\mathrm{p}}-\rho_{\mathrm{s}}(l), \alpha_{l}\right\rangle}{\left\langle\alpha_{l}, \alpha_{l}\right\rangle} . \tag{3.4.1}
\end{equation*}
$$

To see this, combine Theorem 6.1 and Lemma 8.5 in [KW]. Corollary 4.6 in [BW] states that if $\nu\left(E_{\alpha_{l}}+E_{-\alpha_{l}}\right)>0$, then $I_{\sigma . \nu}$ has a unique nonzero irreducible quotient. This means that if $\left\langle\mu+\rho_{\mathrm{p}}-\rho_{\mathrm{s}}(l), \alpha_{l}\right\rangle<0$, then $\operatorname{ker}\left(\mathfrak{D}_{l}\right)$
contains this irreducible quotient of a principal series. Compare this with the procedure for producing $\bar{\lambda}(\mu)$, as described on p .30 of [BBS]. When we take $R \varphi=\psi_{\mu}$ in Lemma 3.3.3, we can make the following reductions:
(i) if $\alpha_{l}+\beta \in \Phi_{\mathrm{t}}^{+}$, then $\tau_{\mu}\left(\left[E_{\alpha_{l}}, E_{\beta}\right]\right) \psi_{\mu}=0$;
(ii) if $\beta-\alpha_{l} \in \Phi_{\mathrm{f}}^{+}$, then $\tau_{\mu}\left(\left[E_{-\alpha_{l}}, E_{\beta}\right]\right) \psi_{\mu}=0$;
(iii) if $\alpha_{l}+\beta \in-\Phi_{\mathrm{e}}^{+}$, then $\tau_{\mu}\left(\left[E_{\alpha_{l}}, E_{\beta}\right]\right) \psi_{\mu}$ is a weight vector of weight $\mu+\alpha_{l}+\beta$ in $V_{\mu}$, which will be 0 if $\left\langle\mu, \alpha_{l}+\beta\right\rangle=0$;
(iv) if $\beta-\alpha_{l} \in-\Phi_{\mathrm{e}}^{+}$, then $\tau_{\mu}\left(\left[E_{-\alpha_{l}}, E_{\beta}\right]\right) \psi_{\mu}$ is a weight vector of weight $\mu-\alpha_{l}+\beta$ in $V_{\mu}$, which will be 0 if $\left\langle\mu, \beta-\alpha_{l}\right\rangle=0$.
This last remark follows from equation (10) in [HU, p. 122].
Then the first sum in Lemma 3.3.3 is over

$$
\begin{equation*}
\left(-\Phi_{\mathrm{p}}^{+}-\alpha_{l}\right) \cap\left\{\beta \in \Phi_{s}:\left\langle\mu, \alpha_{l}+\beta\right\rangle \neq 0\right\} \tag{3.4.2}
\end{equation*}
$$

and the second sum is over

$$
\begin{equation*}
\left(\alpha_{l}-\boldsymbol{\Phi}_{\mathrm{p}}^{+}\right) \cap\left\{\beta \in \boldsymbol{\Phi}_{\mathrm{s}}:\left\langle\mu, \beta-\alpha_{l}\right\rangle \neq 0\right\} . \tag{3.4.3}
\end{equation*}
$$

In the event that $\mu$ is "very singular", these sets will be small and this suggests that the image of the Cauchy-Szegö map may be is a subspace of $\operatorname{ker}\left(\mathfrak{D}_{l}\right)$, perhaps even $\operatorname{ker}\left(\partial_{l}\right)$.
3.5. In the general case we will need to know that the image of a Cauchy-Szegö map is not trivial. An argument analogous to that in $\S 6$ of [KW] does this. Take a unit vector $\varphi \in H_{\sigma}$ and consider the smooth $H_{\sigma}$-valued function on $K$ given by

$$
\tilde{f}(k)=R^{*}\left(\tau_{\mu}(k) R \varphi\right)
$$

so that $\tilde{f}(m k)=\sigma(m) \tilde{f}(k)$ for all $m \in M_{l}, k \in K$. Extend $\tilde{f}$ to all of $G$ by requiring that $f \in I_{\sigma, \nu}$. Then, using the innerproduct in $V_{\mu}$,

$$
\begin{aligned}
(S f(1) \mid R \varphi) & =\int_{K}\left(\tau_{\mu}(k)^{-1} R R^{*}\left(\tau_{\mu}(k) R \varphi\right) \mid R \varphi\right) d k \\
& =\int_{K}\left\|R^{*}\left(\tau_{\mu}(k) R \varphi\right)\right\|^{2} d k
\end{aligned}
$$

and this is strictly positive since the integrand is nonzero at $k=1$.
Suppose we fix an o.n. basis $\psi_{1}, \ldots, \psi_{d}$ of $V_{\mu}$ such that $R \varphi=\psi_{1}$ and $R H_{\sigma}$ has $\psi_{1}, \ldots, \psi_{b}$ as its o.n. basis. Then

$$
\begin{aligned}
\tilde{f}(k) & =R^{*}\left(\sum_{j=1}^{d}\left(\tau_{\mu}(k) \psi_{1} \mid \psi_{j}\right) \psi_{j}\right) \\
& =\sum_{j=1}^{b}\left(\tau_{\mu}(k) \psi_{1} \mid \psi_{j}\right) R^{*} \psi_{j} .
\end{aligned}
$$

This shows that $f$ is of $K$-type $\left(\tau_{\mu}, V_{\mu}\right)$ in $I_{\sigma, \nu}$.
3.5.1. Lemma. For all $\left(\sigma, \nu, \mu, l, R, \alpha_{l}\right)$ as above, the image $S\left(I_{\sigma, \nu}\right)$ in $C^{\infty}\left(G, \tau_{\mu}\right)$ contains the $K$-type $\left(\tau_{\mu}, V_{\mu}\right)$ with multiplicity $\geq 1$.
3.6. The following observation was shown to me by John Gilbert [GI]. Fix $l \in \underline{J}$ and a simple root $\alpha_{l} \in \Phi_{s}^{+}(l)$. Now suppose $V_{\mu}$ has a nontrivial $\tau_{\mu}\left(M_{l}\right)$-fixed vector, say $\varphi$, Take $H_{\sigma}=\mathbb{C} \varphi, \sigma=1$, and $R \varphi=\varphi$. The line $\mathfrak{a}_{l}$ is $\operatorname{Ad}\left(M_{l}\right)$ fixed in ${ }^{s} c$. The orthogonal complement to $\mathfrak{a}_{l}$ in ${ }^{s} c$ has as its orthonormal basis

$$
\left\{\frac{\left|\alpha_{l}\right|}{2}\left(E_{\alpha_{l}}-E_{-\alpha_{l}}\right)\right\} \cup\left\{\frac{\left|\alpha_{l}\right|}{\sqrt{2}} E_{\beta}: \beta \neq \pm \alpha_{l}, \beta \in \Phi_{s}\right\}
$$

and $\mathfrak{a}_{l}^{\perp}$ is $\operatorname{Ad}\left(M_{l}\right)$-invariant.
Lemma 1.6.2 shows that

$$
\begin{equation*}
P_{\ell}^{l}(X)=-\left[E_{\alpha_{l}}+E_{-\alpha_{l}}, X\right] \tag{3.6.1}
\end{equation*}
$$

for all $X \in \mathfrak{a}_{l}^{\perp}$, provided $p_{\beta}+q_{\beta}=1$ for all $\beta \in \Phi_{s} \backslash\left\{ \pm \alpha_{l}\right\}$. Taking $m \in M_{l}$ and letting it act on $V_{\mu} \otimes{ }^{s} \mathrm{C}$, we see that

$$
\begin{align*}
\frac{2}{\left|\alpha_{l}\right|^{2}} & \left(\tau_{\mu}(m) \otimes \operatorname{Ad}(m)\right)\left(\nabla(\mathbf{S}(1, g) \varphi)_{g=1}\right)  \tag{3.6.2}\\
= & \frac{1}{2}\left(\rho_{a_{l}}-\nu\right)\left(E_{\alpha_{l}}+E_{-\alpha_{l}}\right) \varphi \otimes\left(E_{\alpha_{l}}+E_{-\alpha_{l}}\right) \\
& +\tau_{\mu}\left(\left[E_{\alpha_{l}}+E_{-\alpha_{l}}, \operatorname{Ad}(m) \frac{\left(E_{\alpha_{l}}-E_{\alpha_{l}}\right)}{\sqrt{2}}\right]\right) \varphi \otimes \operatorname{Ad}(m) \frac{\left(\overline{E_{\alpha_{l}}-E_{-\alpha_{l}}}\right)}{\sqrt{2}} \\
& +\sum_{\beta \neq \pm \alpha_{l}} \tau_{\mu}\left(\left[E_{\alpha_{l}}+E_{-\alpha_{l}}, \operatorname{Ad}(m) E_{\beta}\right]\right) \varphi \otimes \operatorname{Ad}(m) \bar{E}_{\beta},
\end{align*}
$$

and this last expression is independent of the orthonormal basis of $\mathfrak{a}_{l}^{\perp}$.
3.6.3. Lemma. If $\alpha_{l} \in \Phi_{s}^{+}(l)$ is simple and if $p_{\beta}+q_{\beta}=1$ for all $\beta \in$ $\Phi_{s} \backslash\left\{ \pm \alpha_{l}\right\}$, then $\nabla(\mathbf{S}(1, g) \varphi)_{g=1}$ is an $M$-fixed vector in $V_{\mu} \otimes \mathfrak{s}_{\mathrm{c}}$. Here the Cauchy-Szegö kernel has data ( $1, \nu, \mu, l, R, \alpha_{l}$ ) with $R \varphi=\varphi$ and $\varphi$ is an $M_{l}$-fixed vector in $V_{\mu}$.

## 4. The case of $G=\operatorname{SU}(n+1,1)$

4.1. Fix $n>1$ and let $\Gamma$ be the $(n+2) \times(n+2)$ matrix

$$
\Gamma=\left(\begin{array}{cc}
I_{n+1} & 0 \\
0 & -1
\end{array}\right)
$$

so that $\operatorname{SU}(n+1,1)=\left\{g \in \operatorname{SL}(n+2, \mathbb{C}): g \Gamma g^{*}=\Gamma\right\}$. On $\operatorname{SL}(n+2, \mathbb{C})$ let $\theta(g)=\Gamma g \Gamma$. When this is restricted to $G=\mathrm{SU}(n+1,1)$ it becomes

$$
\theta(g)=\left(g^{*}\right)^{-1}
$$

The corresponding maximal compact subgroup $K$ of $G$ is

$$
k=\left\{\left(\begin{array}{cc}
u & 0 \\
0 & \frac{\operatorname{det}(u)}{}
\end{array}\right): u \in \mathrm{U}(n+1)\right\}
$$

and we will let $T$ be the subgroup of diagonal elements in $K$. The Lie algebra of $G$ is

$$
\mathfrak{g}=\left\{\left(\begin{array}{ll}
x_{11} & x_{12} \\
x_{21} & x_{22}
\end{array}\right): \begin{array}{l}
x_{11} \text { is skew-hermitian },(n+1) \times(n+1) \\
x_{12}^{*}=x_{21} \in \mathbb{C}^{n+1}, x_{22} \in i \mathbb{R} \\
x_{22}=-\operatorname{tr}\left(x_{11}\right)
\end{array}\right\}
$$

Hence

$$
\mathfrak{s}=\left\{\left(\begin{array}{cc}
0 & x_{21}^{*} \\
x_{21} & 0
\end{array}\right): x_{21} \in \mathbb{C}^{n+1}\right\}
$$

4.2. The complexification $\mathfrak{g}_{\mathbb{C}}=\mathfrak{s l}(n+2, \mathbb{C})$, and $\mathfrak{t}_{\mathbb{C}}$ is the Cartan subalgebra of diagonal elements in $\mathfrak{g}_{\mathrm{C}}$. It is known that

$$
\Phi=\left\{\alpha_{j k}: 1 \leq j, k \leq n+2, j \neq k\right\}
$$

where $\alpha_{j k}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n+2}\right)\right)=x_{j}-x_{k}$. As in [KR], identify $\mathfrak{t}_{\mathbb{C}}^{*}$ with

$$
\mathbb{C}_{0}^{n+2}=\left\{s \in \mathbb{C}^{n+2}: \sum_{j=1}^{n+2} s_{j}=0\right\}
$$

so that $s\left(\operatorname{diag}\left(t_{1}, \ldots, t_{n+2}\right)\right)=\sum_{j=1}^{n+1} t_{j}\left(s_{j}-s_{n+2}\right)$. The unit lattice in $\mathfrak{t}$ is

$$
\left\{\operatorname{diag}\left(t_{1}, \ldots, t_{n+2}\right) \in \mathfrak{t}: t_{j} \in 2 \pi i \mathbb{Z}, \forall_{j}\right\}
$$

and so

$$
\hat{T}=\left\{s \in \frac{1}{n+2} \mathbb{Z}^{n+2}: s_{j}-s_{j+1} \in \mathbb{Z}, \forall_{j}, \sum_{j=1}^{n+2} s_{j}=0\right\}
$$

4.3. The compact roots are

$$
\Phi_{\mathrm{e}}=\left\{\alpha_{j k}: 1 \leq j, k \leq n+1, j \neq k\right\}
$$

and the noncompact roots are

$$
\Phi_{\mathrm{s}}=\left\{\alpha_{j, n+2}, \alpha_{n+2, j}: 1 \leq j \leq n+1\right\} .
$$

Fix once and for all

$$
\boldsymbol{\Phi}_{\mathrm{\ell}}^{+}=\left\{\alpha_{j k}: 1 \leq j<k \leq n+1\right\} .
$$

This means that $\mu \in \hat{T}$ is $\Phi_{p}^{+}$-dominant if and only if $\mu_{j} \geq \mu_{j+1}$ for $1 \leq j \leq n$.
It places no restriction on $\mu_{n+2}$, except that $\sum_{j=1}^{n+2} \mu_{j}=0$.
The possibilities for compatible systems of positive noncompact roots are indexed by $\underline{J}=\{0,1, \ldots, n, n+1\}$. For $0 \leq l \leq n+1$,

$$
\Phi_{s}^{+}(l)=\left\{\alpha_{j, n+2}: 1 \leq j \leq l\right\} \cup\left\{\alpha_{n+2, j}: l+1 \leq j \leq n+1\right\} .
$$

An element $\mu \in \hat{T}$ will be $\boldsymbol{\Phi}^{+}(l)$-dominant if and only if it is $\Phi_{\hat{\imath}}^{+}$-dominant and $\mu_{l} \geq \mu_{n+2} \geq \mu_{l+1}$.
4.4. For our choice of $\Phi_{\mathrm{e}}^{+}$and each $\Phi_{\mathrm{s}}^{+}(l)$,

$$
\rho_{\mathrm{t}}=\frac{1}{2} \sum_{j=1}^{n+1}(n+2-2 j) \varepsilon_{j}
$$

and

$$
\rho_{s}(l)=\frac{1}{2} \sum_{j=1}^{l} \varepsilon_{j}-\frac{1}{2} \sum_{j=l+1}^{n+1} \varepsilon_{j}+\frac{1}{2}(n-2 l+1) \varepsilon_{n+2} .
$$

Here $\varepsilon_{j}$ is the row with 1 at the $j$ position and 0 everywhere else.
4.5. The only simple root in $\Phi_{s}^{+}(0)$ is $\alpha_{n+2,1}$. The only simple root in $\Phi_{s}^{+}(n+1)$ is $\alpha_{n+1, n+2}$. For $1 \leq l \leq n$ there are two simple roots in $\Phi_{s}^{+}(l): \alpha_{l, n+2}$ and $\alpha_{n+2, l+1}$. For $1 \leq j, k \leq n+2, j \neq k$, the root space for $\alpha_{j k}$ is spanned by $e_{j k}$, the $(n+2) \times(n+2)$ matrix with 1 as its $(j, k)$ entry and 0 at all other entries.
4.6. The Killing form for $\mathfrak{s l}(n+2, \mathbb{C})$ is $B(X, Y)=(2 n+4) \operatorname{tr}(X Y)$ and so the hermitian inner product is

$$
(X \mid Y)=-(2 n+4) \operatorname{tr}(X \Gamma \bar{Y} \Gamma)
$$

When restricted to $X, Y \in \mathfrak{s}$ this is

$$
(X \mid Y)=(2 n+4) \operatorname{tr}\left(X Y^{*}\right)
$$

For $\lambda \in \mathfrak{t}_{\mathbf{C}}^{*}$ let $H_{\lambda} \in \mathfrak{t}_{\mathbf{C}}$ be such that

$$
\lambda(H)=B\left(H, H_{\lambda}\right), \quad \forall H \in \mathfrak{t}_{\mathbf{c}} .
$$

Then $\left\langle\lambda, \lambda^{\prime}\right\rangle=B\left(H_{\lambda}, H_{\lambda^{\prime}}\right)$ for all $\lambda, \lambda^{\prime} \in \mathfrak{t}_{\mathbf{C}}^{*}$. This shows that if $\lambda, \lambda^{\prime} \in \mathbb{C}_{0}^{n+2}=$ $\mathfrak{t}_{\mathbf{C}}^{*}$, then

$$
\left\langle\lambda, \lambda^{\prime}\right\rangle=\frac{1}{(2 n+4)} \sum_{j=1}^{n+2} \lambda_{j} \lambda_{j}^{\prime}
$$

and

$$
\langle\alpha, \alpha\rangle=\frac{2}{(2 n+4)} \quad \text { for all } \alpha \in \Phi
$$

The normalization of root vectors in $\S 1.3$ shows that if $\alpha=\alpha_{j k}$ then

$$
\begin{equation*}
E_{\alpha}=e_{j k} \quad \text { and } \quad H_{\alpha}=e_{j j}-e_{k k} \tag{4.6.1}
\end{equation*}
$$

4.7. Next we examine the action of $K$ on ${ }^{s} \mathrm{c}$. For $X \in \mathfrak{s}$ of the form

$$
\left(\begin{array}{cc}
0 & x_{21}^{*} \\
x_{21} & 0
\end{array}\right), \quad \text { with } x_{21} \in \mathbb{C}^{n+1}
$$

and

$$
k=\left(\begin{array}{cc}
k_{11} & 0 \\
0 & k_{22}
\end{array}\right) \in K
$$

we have

$$
\operatorname{Ad}(k) X=\left(\begin{array}{cc}
0 & k_{11} x_{21}^{*} \bar{k}_{22} \\
k_{22} x_{21} k_{11}^{*} & 0
\end{array}\right)
$$

Passing to the complexification, we see that ${ }^{s} \mathrm{c}$ has two $\operatorname{Ad}(K)$-invariant subspaces,

$$
\mathfrak{s}_{0}=\left\{\left(\begin{array}{ll}
0 & 0 \\
\xi & 0
\end{array}\right): \xi \in \mathbb{C}^{n+1}\right\}, \quad \mathfrak{s}_{\oplus}=\left\{\left(\begin{array}{cc}
0 & \eta^{t} \\
0 & 0
\end{array}\right): \eta \in \mathbb{C}^{n+1}\right\}
$$

both of which are irreducible. The weights for $\mathfrak{s}_{0}$ are $\left\{\alpha_{n+2, j}: 1 \leq j \leq n+1\right\}$ and the weights for $\mathfrak{s}_{\oplus}$ are $\left\{\alpha_{j, n+2}: 1 \leq j \leq n+1\right\}$.
4.8. Suppose we fix $\Phi_{\mathrm{s}}^{+}(l)$ for some $1 \leq l \leq n+1$, take $\mathfrak{a}_{l}=\mathbb{R}\left(e_{l, n+2}+e_{n+2, l}\right)$ as the start of an Iwasawa decomposition $G=A_{l} N_{l} K$ and let $M_{l}=\{k \in$ $\left.K: k g k^{-1}=g \forall g \in A_{l}\right\}$. Lemma 1.6.2 tells us how to calculate the Iwasawa projections of the noncompact root vectors.

Let $P_{\mathrm{a}}^{l}, P_{\mathrm{n}}^{l}$, and $P_{\mathfrak{k}}^{l}$ be the projections associated to $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{n}_{l} \oplus \mathfrak{k}$.
4.8.1. Lemma. If $\beta=\alpha_{l, n+2}$ or $\alpha_{n+2, l}$, then $P_{\mathfrak{a}}^{l}\left(E_{\beta}\right)=\frac{1}{2}\left(e_{l, n+2}+e_{n+2, l}\right)$ and $P_{\mathrm{p}}^{l}\left(E_{\beta}\right)=\frac{1}{2} H_{\beta}$.

If $\beta=\alpha_{j, n+2}$ and $j \neq l$, then $p_{\beta}+q_{\beta}=1, P_{\mathrm{a}}^{l}\left(E_{\beta}\right)=0$, and $P_{\mathrm{p}}^{l}\left(E_{\beta}\right)=e_{j l}$.
If $\beta=\alpha_{n+2, j}$ and $j \neq l$, then $p_{\beta}+q_{\beta}=1, P_{\mathrm{a}}^{l}\left(E_{\beta}\right)=0$, and $P_{\mathrm{p}}^{l}\left(E_{\beta}\right)=-e_{l j}$.
Notice that $M_{l}$ is the subgroup of $K$ consisting of matrices whose $l$ th row and $l$ th column have only one nonzero entry, that being on the diagonal, and this is the same as the $(n+2, n+2)$ entry. This fits in with $\S 1.6$ since $\alpha_{l, n+2}$ is a fundamental sequence of in $\Phi_{s}^{+}(l)$.

## 5. Spherical harmonics

5.1. Maintain the notation of $\S 4$. The complexification of $K$ is

$$
K_{\mathbb{C}}=\left\{\left(\begin{array}{cc}
g & 0 \\
0 & \operatorname{det}(g)^{-1}
\end{array}\right): g \in \mathrm{GL}(n+1, \mathbb{C})\right\}
$$

and this acts on ${ }^{5} \mathrm{C}$ by

$$
\operatorname{Ad}\left(\begin{array}{cc}
g & 0  \tag{5.1.1}\\
0 & \operatorname{det}(g)^{-1}
\end{array}\right)\left(\begin{array}{cc}
0 & \eta^{\prime} \\
\xi & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & g \eta^{t} \operatorname{det}(g) \\
\operatorname{det}(g)^{-1} \xi g^{-1} & 0
\end{array}\right)
$$

From now on we will identify $\mathfrak{s}^{\oplus}$ with $\left(\mathbb{C}^{n+1}\right)^{t}$, the space of columns with $n+1$ entries, and $\mathfrak{s}_{0}$ with $\mathbb{C}^{n+1}$. In addition, $K_{\mathbb{C}}$ will act on these subspaces of ${ }^{s} \mathrm{c}$ as in (5.1.1). Fix $p$ and $q$ nonnegative integers and consider the tensor product

$$
\mathfrak{T}_{p, q}=\bigotimes^{p}\left(\mathbb{C}^{n+1}\right)^{t} \otimes \bigotimes^{q}\left(\mathbb{C}^{n+1}\right)
$$

on which $K_{\mathbf{C}}$ also acts, via a tensor product of the previous action. There is a $K_{\mathrm{C}}$-equivariant linear map of $\mathfrak{T}_{p, q}$ to $\mathfrak{P}_{p, q}$, the space of polynomials in $\xi$ and $\xi^{*}\left(\xi \in \mathbb{C}^{n+1}\right)$ which are homogeneous of degree $p$ in $\xi$ and degree $q$ in $\xi^{*}$. Let us denote this map by $\#: \mathfrak{T}_{p, q} \rightarrow \mathfrak{P}_{p, q}$, so that

$$
\begin{equation*}
\left(C_{1} \otimes \cdots \otimes C_{p} \otimes r_{1} \otimes \cdots \otimes r_{q}\right)^{\#}\left(\xi, \xi^{*}\right)=\prod_{j=1}^{p}\left(\xi C_{j}\right) \times \prod_{j=1}^{q}\left(r_{j} \xi^{*}\right) \tag{5.1.2}
\end{equation*}
$$

for all $C_{j} \in\left(\mathbb{C}^{n+1}\right)^{t}, r_{j} \in \mathbb{C}^{n+1}$, and $\xi \in \mathbb{C}^{n+1}$. $\mathfrak{T}_{p, q}$ has an irreducible $K_{\mathbb{C}^{-}}$ invariant subspace consisting of those elements which are of trace 0 and which are symmetric in the first $p$ terms and symmetric in the last $q$ terms. Call this space $\mathfrak{V}_{p, q}$. The image of this under \# is the space of spherical harmonics of bidegree $(p, q)$, which we will denote by $V_{p, q}$. Let $\tau_{p, q}$ denote the action of $K_{\mathrm{C}}$ on $V_{p, q}$. The highest weight in $V_{p, q}$ is

$$
\begin{equation*}
\mu_{p, q}=p \varepsilon_{1}-q \varepsilon_{n+1}+(q-p) \varepsilon_{n+2} \tag{5.1.3}
\end{equation*}
$$

and we take $\psi_{p, q}^{\#}\left(\xi, \xi^{*}\right)=\xi_{1}^{p} \bar{\xi}_{n+1}^{q}$ as the highest weight vector. Note that

$$
\psi_{p, q}=\underbrace{e_{1}^{t} \otimes \cdots \otimes e_{1}^{t}}_{p \text { times }} \otimes \underbrace{e_{n+1} \otimes \cdots \otimes e_{n+1}}_{q \text { times }})
$$

where $e_{1}, \ldots, e_{n=1}$ is the standard basis of $\mathbb{C}^{n+1}$.
5.2. We will need to know the derivative of $\tau_{p, q}$, that is, the action of $\tau_{p, q}\left(\mathfrak{k}_{\mathbf{C}}\right)$ on $V_{p, q}$. For $\left(\begin{array}{cc}a_{11} & 0 \\ 0 & a_{22}\end{array}\right) \in \mathfrak{k}_{\mathrm{C}}$, with $a_{11}$ an $(n+1) \times(n+1)$ matrix and $a_{22}=$ $-\operatorname{tr}\left(a_{11}\right)$, and for $f \in V_{p, q}$

$$
\begin{align*}
\tau_{p, q} & \left(\begin{array}{cc}
a_{11} & 0 \\
0 & a_{22}
\end{array}\right) f\left(\xi, \xi^{*}\right)  \tag{5.2.1}\\
& =a_{22}(q-p) f+\sum_{j=1}^{n+1}\left(\xi a_{11}\right)_{j} \partial_{j} f-\sum_{j=1}^{n+1}\left(a_{11} \xi^{*}\right)_{j} \bar{\partial}_{j} f
\end{align*}
$$

In $\mathfrak{T}_{p, q}$ this is given by

$$
\begin{align*}
& \tau_{p, q}\left(\begin{array}{cc}
a_{11} & 0 \\
0 & a_{22}
\end{array}\right)\left(c_{1} \otimes \cdots \otimes c_{p} \otimes r_{1} \otimes \cdots \otimes r_{q}\right)  \tag{5.2.2}\\
& \quad=a_{22}(q-p)\left(c_{1} \otimes \cdots \otimes r_{q}\right) \sum_{j=1}^{p} c_{1} \otimes \cdots \otimes\left(a_{11} c_{j}\right) \otimes \cdots \otimes c_{p} \\
& \quad \otimes r_{1} \otimes \cdots \otimes r_{q}-\sum_{j=1}^{q} c_{1} \otimes \cdots \otimes c_{p} \otimes r_{1} \otimes \cdots \otimes\left(r_{j} a_{11}\right) \otimes \cdots \otimes r_{q}
\end{align*}
$$

5.3. If we use ( $\tau_{p . q}, V_{p . q}$ ) to set up Cauchy-Szegö maps, as described earlier, we will need to be able to calculate $\nabla S$ and this requires calculations with $\tau_{p . q} \circ P_{\mathrm{p}}^{\prime}$ for a given Iwasawa decomposition. Fix $l \in \underline{J}$ and apply Lemma 4.8.1.
5.3.1. Lemma. Suppose $1 \leq l \leq n+1$ and $f \in V_{p, q}$. Then

$$
\begin{aligned}
& \tau_{p, q}\left(P_{\mathfrak{k}}^{l}\left(E_{\alpha_{l, n+2}}\right)\right) f=\frac{1}{2}(p-q) f+\frac{1}{2} \xi_{l} \partial_{l} f-\frac{1}{2} \bar{\xi}_{l} \bar{\partial}_{l} f, \\
& \tau_{p, q}\left(P_{\mathfrak{k}}^{l}\left(E_{\alpha_{n+2, l}}\right)\right) f=\frac{1}{2}(q-p) f-\frac{1}{2} \xi_{l} \partial_{l} f+\frac{1}{2} \bar{\xi}_{l} \bar{\partial}_{l} f,
\end{aligned}
$$

and if $j \neq l$, then

$$
\tau_{p, q}\left(P_{\mathfrak{k}}^{l}\left(E_{\alpha_{j, n+2}}\right)\right) f=\xi_{j} \partial_{l} f-\bar{\xi}_{l} \bar{\partial}_{j} f
$$

and

$$
\tau_{p, q}\left(P_{\mathfrak{k}}^{l}\left(E_{\alpha_{n+2, j}}\right)\right) f=\bar{\xi}_{j} \bar{\partial}_{l} f-\xi_{l} \partial_{j} f .
$$

5.4. Once $l \in \underline{J}$ has been fixed and an Iwasawa decomposition $G=A_{l} N_{l} K$ has been determined, we need to understand $\left.\tau_{p, q}\right|_{M_{l}}$. In $V_{p, q}$ there is a special vector fixed by $\tau_{p, q}\left(M_{l}\right)$. This is described in Theorem 3.1 of [JW] and it is

$$
\begin{equation*}
\varphi_{p, q, l}\left(\xi, \xi^{*}\right)=\xi_{l}^{p} \bar{\xi}_{l}^{q} F\left(-p,-q ; n ; \frac{\left|\xi_{l}\right|^{2}-|\xi|^{2}}{\left|\xi_{l}\right|^{2}}\right) \tag{5.4.1}
\end{equation*}
$$

Here $F$ is the usual hypergeometric function

$$
F(A, B ; C ; X)=\sum_{k=0}^{\infty} \frac{(A)_{k}(B)_{k}}{k!(C)_{k}} X^{k} .
$$

We will use this to build a Cauchy-Szegö map, with $\sigma=1, H_{\sigma}=\mathbb{C}$ and $R 1=\varphi_{p, q, l}$. Recall the discussion in §3.6.

Following equation (3.2.4) we set

$$
\begin{equation*}
\mathbf{S}_{p, q, l, \nu}(k, g)=e^{\left(\rho_{a}-\nu\right)\left(\mathbf{H}_{l}\left(k g^{-1}\right)\right)} \tau_{p, q}\left(\mathbf{K}_{l}\left(k g^{-1}\right)\right) \varphi_{p, q, l} \tag{5.4.2}
\end{equation*}
$$

for all $k \in K, g \in G$. Then the Cauchy-Szegö map $S: I_{1, \nu} \rightarrow C^{\infty}\left(G, \tau_{p, q}\right)$ is determined by $S f(g)=\int_{K} S_{p, q, l, \nu}(k, g) f(k) d k$ for all $f \in C^{\infty}(K)$. In order to find possible solutions to (3.3.1) we must first calculate

$$
\begin{equation*}
\left.\nabla \mathbf{S}_{p, q, l, \nu}(1, g)\right|_{g=1} \tag{5.4.3}
\end{equation*}
$$

using Lemma 3.3.3
5.5. The expression (5.4.3) is an element of $V_{p, q} \otimes \mathfrak{s}_{\mathrm{C}}$. We have seen that $\mathfrak{s}_{\mathrm{C}}=\mathfrak{s}_{\oplus}+\mathfrak{s}_{0}$ is a decomposition into irreducible $K$-invariant subspaces and that $\left(\left.\operatorname{Ad}\right|_{K}, \mathfrak{s}_{\oplus}\right) \cong\left(\tau_{1,0}, V_{1,0}\right)$ and $\left(\left.\operatorname{Ad}\right|_{K}, \mathfrak{s}_{0}\right) \cong\left(\tau_{0,1} V_{0,1}\right)$. Furthermore, (5.4.3) is an $M_{l}$-fixed vector in $V_{p, q} \otimes\left(V_{1,0} \oplus V_{0,1}\right)$. The decomposition of $V_{p, q} \otimes V_{1,0}$ into irreducible $K$-invariant subspaces involves three spaces, with highest weights:

$$
\begin{aligned}
& (p+1) \varepsilon_{1}-q \varepsilon_{n+1}+(q-1-p) \varepsilon_{n+2} \\
& p \varepsilon_{1}+\varepsilon_{2}-q \varepsilon_{n+1}+(q-1-p) \varepsilon_{n+2} \\
& p \varepsilon_{1}-(q-1) \varepsilon_{n+1}+(q-1-p) \varepsilon_{n+2}
\end{aligned}
$$

That is, $V_{p, q} \otimes V_{1,0} \cong V_{p+1, q} \oplus V_{p, q-1} \oplus V^{\prime}$, where $V^{\prime}$ has the second highest weight in the list. Similarly

$$
V_{p, q} \otimes V_{0,1} \cong V_{p-1, q} \oplus V_{p, q+1} \oplus V^{\prime \prime}
$$

and $V^{\prime \prime}$ has highest weight

$$
p \varepsilon_{1}-\varepsilon_{n}-q \varepsilon_{n+1}+(q+1-p) \varepsilon_{n+2}
$$

The spaces $V^{\prime}$ and $V^{\prime \prime}$ contain no nonzero $M_{l}$-fixed vectors. There is a $K$ equivariant map

$$
V_{p, q} \otimes V_{1,0} \rightarrow \mathfrak{P}_{p+1, q}
$$

given by $f\left(\xi, \xi^{*}\right) \otimes \xi_{j} \mapsto \xi_{j} f\left(\xi, \xi^{*}\right) f\left(\xi, \xi^{*}\right)$, where its kernel is $V^{\prime}$ and its image is $V_{p+1, q} \oplus|\xi|^{2} V_{p, q-1}$. Similarly, there is a $K$-equivariant map $V_{p, q} \otimes$ $V_{0,1} \rightarrow \mathfrak{P}_{p, q+1}$, given by multiplication, where its kernel is $V^{\prime \prime}$ and its image is $V_{p, q+1} \oplus|\xi|^{2} V_{p-1, q}$. Hence, in calculating (5.4.3) it suffices to calculate its image in $\mathfrak{P}_{p, q+1} \oplus \mathfrak{P}_{p+1, q}$. This means that we must calculate

$$
\begin{align*}
\sum_{j=1}^{n+1}\{ & \left(\rho_{\mathfrak{a}_{l}}-\nu\right)\left(P_{\mathfrak{a}}^{l}\left(E_{\alpha_{j, n+2}}\right)\right) \varphi_{p, q, l} \bar{\xi}_{j}  \tag{5.5.1}\\
& +\left(\rho_{\mathfrak{a}_{l}}-\nu\right)\left(P_{\mathfrak{a}}^{l}\left(E_{\alpha_{n+2 . j}}\right)\right) \varphi_{p, q, l} \xi_{j} \\
& \left.-\left(\tau_{p, q}\left(P_{\mathbf{e}}^{l}\left(E_{\alpha_{j, n+2}}\right)\right) \varphi_{p, q, l}\right) \bar{\xi}_{j}-\left(\tau_{p, q}\left(P_{\mathbf{e}}^{l}\left(E_{\alpha_{n+2, j}}\right)\right) \varphi_{p, q, l}\right) \xi_{j}\right\}
\end{align*}
$$

5.6. We will use Lemma 5.3.1 to calculate this expression. Notice that we can use the Euler identity in $\xi$ and $\xi^{*}$ to simplify, and also the fact that

$$
|\xi|^{2}-\left|\xi_{l}\right|^{2}=\sum_{j \neq l}\left|\xi_{j}\right|^{2}
$$

Then we can rewrite the expression above and collect terms to obtain the image of $\left.\nabla \mathbf{S}_{p, q, l, \nu}(1, g)\right|_{g=1}$ in $\mathfrak{P}_{p+1, q} \oplus \mathfrak{P}_{p, q+1}$ is $(2 n+4)$ times

$$
\begin{align*}
\left\{\left(\rho_{a_{l}}\right.\right. & \left.-\nu)\left(e_{n+2, l}+e_{l, n+2}\right)+(3 q-p)\right\} \varphi_{p, q, l} \bar{\xi}_{l}  \tag{5.6.1}\\
& +|\xi|^{2} \partial_{l} \varphi_{p, q, l}-\bar{\xi}_{l}^{2} \bar{\partial}_{l} \varphi_{p, q, l}-2|\xi|^{2} \partial_{l} \varphi_{p, q, l} \\
& +\left\{\left(\rho_{a_{l}}-\nu\right)\left(e_{n+2, l}+e_{l, n+2}\right)+(3 p-q)\right\} \varphi_{p, q, l} \xi_{l} \\
& +\left|\xi_{l}\right|^{2} \bar{\partial}_{l} \varphi_{p, q, l}-\xi_{l}^{2} \partial_{l} \varphi_{p, q, l}-2|\xi|^{2} \bar{\partial}_{l} \varphi_{p, q, l}
\end{align*}
$$

At this stage we need some identities based on the properties of the hypergeometric function. These state that

$$
\begin{gather*}
\partial_{l} \varphi_{p, q, l}=p \varphi_{(p-1), q, l}  \tag{5.6.2}\\
\bar{\partial}_{l} \varphi_{p, q, l}=q \varphi_{p,(q-1), l}  \tag{5.6.3}\\
\xi_{l} \varphi_{p, q, l}=\frac{n+p}{n+p+q} \varphi_{(p+1), q, l}+\frac{q}{n+p+q}|\xi|^{2} \varphi_{p,(q-1), l} \tag{5.6.4}
\end{gather*}
$$

and

$$
\begin{equation*}
\bar{\xi}_{l} \varphi_{p, q, l}=\frac{n+q}{n+p+q} \varphi_{p,(q+1), l}+\frac{p}{n+p+q}|\xi|^{2} \varphi_{(p-1), q, l} \tag{5.6.5}
\end{equation*}
$$

Furthermore,

$$
\left|\xi_{l}\right|^{2} \bar{\partial}_{l} \varphi_{p, q, l}-\xi_{l}^{2} \partial_{l} \varphi_{p, q, l}=(q-p) \xi_{l} \varphi_{p, q}
$$

and

$$
\left|\xi_{l}\right|^{2} \partial_{l} \varphi_{p, q, l}-\bar{\xi}_{l}^{2} \bar{\partial}_{l} \varphi_{p, q, l}=(p-q) \bar{\xi}_{l} \varphi_{p, q, l}
$$

5.6.6. Theorem. When we write $V_{p, q} \otimes \mathfrak{s}_{\mathrm{c}}$ as

$$
V_{p+1, q} \oplus|\xi|^{2} V_{p, q-1} \oplus V^{\prime} \oplus|\xi|^{2} V_{p-1, q} \oplus V_{p, q+1} \oplus V^{\prime \prime}
$$

then the components of $\left.\nabla \mathbf{S}_{p, q, l, \nu}(1, g)\right|_{g=1}$ are

$$
\begin{aligned}
& \frac{(2 n+4)(n+p)}{n+p+q}\left\{\left(\rho_{\mathbf{a}_{l}}-\nu\right)\left(e_{n+2, l}+e_{l, n+2}\right)+2 p\right\} \varphi_{p+1, q, l} \\
& \quad+(2 n+4)\left\{\frac{\left(\left(\rho_{a_{l}}-\nu\right)\left(e_{n+2, l}+e_{l, n+2}\right)+2 p\right) q}{n+p+q}-2 q\right\}|\xi|^{2} \varphi_{p, q-1, l}+0 \\
& \quad+(2 n+4)\left\{\frac{\left(\left(\rho_{a_{l}}-\nu\right)\left(e_{n+2, l}+e_{l, n+2}\right)+2 q\right) p}{n+p+q}-2 p\right\}|\xi|^{2} \varphi_{p-1, q, l} \\
& \quad+\frac{(2 n+4)(n+q)}{n+p+q}\left\{\left(\rho_{\mathbf{a}_{l}}-\nu\right)\left(e_{n+2, l}+e_{l, n+2}\right)+2 q\right\} \varphi_{p, q+1, l}+0
\end{aligned}
$$

5.7. We will also need to carry out similar calculations for the Cauchy-Szegö maps used by Knapp and Wallach. Fix $1 \leq l \leq n+1$ and let $\left(\sigma_{l}, H_{l}\right)$ be the representation $\left.\tau_{p, q}\right|_{M_{l}}$ acting on $H_{l}$, the $M_{l}$-invariant subspace generated by $\psi_{p, q}$ in $\mathfrak{V}_{p, q}$. Combine Lemma 5.3.1, the definition of $\psi_{p, q}$ in 5.1, and Lemma 3.3.2.

Then we see that, in $V_{p, q}$,

$$
\tau_{p, q}\left(P_{\mathrm{k}}^{\prime}\left(e_{l, n+2}\right)\right) \psi_{p, q}^{\#}= \begin{cases}\frac{(p-q)}{2} \psi_{p, q}^{\#}+\frac{p}{2} \psi_{p, q}^{\#} & \text { if } l=1  \tag{5.7.1}\\ \frac{(p-q)}{2} \psi_{p, q}^{\#} & \text { if } 1<l<n+1 \\ \frac{(p-q)}{2} \psi_{p, q}^{\#}-\frac{q}{2} \psi_{p, q}^{\#} & \text { if } l=n+1\end{cases}
$$

and

$$
\tau_{p, q}\left(P_{\mathrm{p}}^{l}\left(e_{n+2, l}\right)\right) \psi_{p, q}^{\#}= \begin{cases}\frac{(q-p)}{2} \psi_{p, q}^{\#}-\frac{p}{2} \psi_{p, q}^{\#} & \text { if } l=1,  \tag{5.7.2}\\ \frac{(q-p)}{2} \psi_{p, q}^{\#} & \text { if } 1<l<n+1, \\ \frac{(q-p)}{2} \psi_{p, q}^{\#}+\frac{q}{2} \psi_{p, q}^{\#} & \text { if } l=n+1 .\end{cases}
$$

For the other terms we will only discuss the case when $1<l<n+1$. For $j \neq l, 1 \leq j \leq n+1$,

$$
\tau_{p, q}\left(P_{\hat{\ell}}^{l}\left(e_{j, n+2}\right)\right) \psi_{p, q}^{\#}= \begin{cases}0 & \text { if } 1 \leq j<n+1  \tag{5.7.3}\\ -q \bar{\xi}_{l} \xi_{1}^{p} \bar{\xi}_{n+1}^{q-1} & \text { if } j=n+1\end{cases}
$$

and

$$
\tau_{p, q}\left(P_{\mathbf{k}}^{l}\left(e_{n+2, j}\right)\right) \psi_{p, q}^{\#}= \begin{cases}0 & \text { if } 1<j \leq n+1  \tag{5.7.4}\\ -p \xi_{l} \xi_{1}^{p-1} \bar{\xi}_{n+1}^{q} & \text { if } j=1\end{cases}
$$

Notice that
and

$$
q \bar{\xi}_{l} \xi_{1}^{p} \bar{\xi}_{n+1}^{q-1}=\left(e_{1}^{t} \otimes \cdots \otimes e_{1}^{t}\left(\sum_{h=1}^{q} e_{n+1} \otimes \cdots \otimes \underset{\substack{t \\ \text { (position } h \text { ) }}}{e_{l} \quad \otimes \cdots \otimes e_{n+1}}\right)\right)^{\#}
$$

In $\mathfrak{V}_{p, q} \otimes \mathfrak{s}_{\mathbf{c}}$ there are the two $K$-invariant subspaces $\mathfrak{V}_{p, q} \otimes \mathfrak{s}_{\oplus}$ and $\mathfrak{V}_{p, q} \otimes \mathfrak{s}_{0}$. The first of these can be identified, $K$-equivariantly, with a subspace of $\mathfrak{T}_{p+1, q}$ by assigning

$$
v \otimes e_{j, n+2} \mapsto e_{j}^{t} \otimes v \quad \text { for } 1 \leq j \leq n+1
$$

Similarly, the assignment

$$
v \otimes e_{n+2, j} \mapsto v \otimes e_{j}
$$

identifies $\mathfrak{V}_{p, q} \otimes \mathfrak{s}_{0}$ with a subspace of $\mathfrak{T}_{p, q+1}$, in a $K$-equivariant fashion.
5.7.5. Lemma. Suppose $1<l<n+1$ and $R$ is the identification of $H_{l}$ as an $M_{l}$-invariant subspace of $\mathfrak{V}_{p, q}$. Then $S$, the Cauchy-Szegö map with data $\left(\sigma_{l}, \nu, \mu_{p, q}, l, R, \alpha_{l}\right)$, has the following property. The $\mathfrak{T}_{p+1, q}$ component of $\nabla\left(\mathbf{S}(1, g) \psi_{p, q}\right)_{g=1}$ is

$$
\begin{aligned}
& \frac{1}{2}\left(\rho_{a_{l}}-\nu\right)\left(e_{l, n+2}+e_{n+2, l}\right) e_{l}^{t} \otimes \psi_{p, q}-\frac{(q-p)}{2} e_{l}^{t} \otimes \psi_{p, q} \\
& \quad+e_{1}^{t} \otimes\left(\sum_{h=1}^{p} e_{1}^{t} \otimes \cdots \otimes \quad e_{l}^{t} \quad \otimes \cdots \otimes e_{1}^{t}\right) \otimes e_{n+1} \otimes \cdots \otimes e_{n+1}
\end{aligned}
$$

The component of $\nabla\left(\mathbf{S}(1, g) \psi_{p, q}\right)$ in $\mathfrak{T}_{p, q+1}$ is

$$
\begin{aligned}
& \frac{1}{2}\left(\rho_{a_{l}}-\nu\right)\left(e_{l, n+2}+e_{n+2, l}\right) \psi_{p, q} \otimes e_{l}-\frac{(p-q)}{2} \psi_{p, q} \otimes e_{l} \\
& \quad+e_{1}^{t} \otimes \cdots \otimes e_{1}^{t} \otimes\left(\sum_{h=1}^{q} e_{n+1} \otimes \cdots \otimes \underset{\substack{\text { (position } h \text { ) }}}{e_{l}} \otimes \cdots \otimes e_{n+1}\right) \otimes e_{n+1}
\end{aligned}
$$

5.8. Next we will write down the Knapp-Wallach parameters given by (3.4.1). For $1 \leq l \leq n, \S 4.4$ shows that

$$
\begin{aligned}
\mu+\rho_{\mathrm{e}}-\rho_{\mathrm{s}}(l)= & \left(p+\frac{n}{2}-\frac{1}{2}\right) \varepsilon_{1}+\sum_{j=2}^{l}\left(\frac{n}{2}+\frac{1}{2}-j\right) \varepsilon_{j} \\
& +\sum_{j=l+1}^{n}\left(\frac{n}{2}+\frac{3}{2}-j\right) \varepsilon_{j}+\left(-q-\frac{n}{2}+\frac{1}{2}\right) \varepsilon_{n+1} \\
& +\left(q-p-\frac{n}{2}-\frac{1}{2}+l\right) \varepsilon_{n+2}
\end{aligned}
$$

and

$$
\begin{aligned}
\mu+\rho_{\mathfrak{k}}-\rho_{\mathfrak{s}}(n+1)= & \left(p+\frac{n}{2}-\frac{1}{2}\right) \varepsilon_{1}+\sum_{j=2}^{n}\left(\frac{n}{2}+\frac{1}{2}-j\right) \varepsilon_{j} \\
& +\left(-q-\frac{n}{2}-\frac{1}{2}\right) \varepsilon_{n+1}+\left(q-p+\frac{n}{2}+\frac{1}{2}\right) \varepsilon_{n+2} .
\end{aligned}
$$

Hence (3.4.1) is

$$
\nu\left(e_{l, n+2}+e_{n+2, l}\right)= \begin{cases}q-2 p-n+1 & \text { if } l=1  \tag{5.8.1}\\ q-p-n-1+2 l & \text { if } 1<l \leq n \\ 2 q-p+n+1 & \text { if } l=n+1\end{cases}
$$

5.8.2. Lemma. If $1 \leq l \leq n+1$ and $\nu$ is determined by (5.8.1) then the Cauchy-Szegö map with data $\left(\sigma_{l}, \nu, \mu_{p, q}, l, R, \alpha_{l, n+2}\right)$ maps $I_{\sigma_{l}, \nu}$ into $\operatorname{ker}\left(\mathfrak{D}_{l}\right)$.

For $1 \leq l \leq n, \alpha_{n+2, l+1}$ is also a simple root in $\Phi^{+}(l)$ and so we could apply [KW, Theorem 6.1] in this case as well. That is, the parameter is now given by $\nu \in \mathfrak{a}_{l+1}^{*}$ with

$$
\nu\left(e_{n+2, l+1}+e_{l+1, n+2}\right)= \begin{cases}n+1-2 l-q+p & \text { if } 1 \leq l<n  \tag{5.8.3}\\ p-2 q-n-1 & \text { if } l=n\end{cases}
$$

5.8.4. Lemma. If $1 \leq l \leq n$ and $\nu$ is determined by (5.8.3) then the CauchySzegö map with data $\left(\sigma_{l+1}, \nu, \mu_{p, q}, l, R, \alpha_{n+2, l+1}\right)$ maps $I_{\sigma_{l+1}, \nu}$ into $\operatorname{ker}\left(\mathfrak{D}_{l}\right)$.

## 6. The kernel of eth ( $(\boldsymbol{\partial})$

6.1. We are now in a position to exhibit nontrivial examples of operators $\partial_{\mu}$, as described by (2.7.4). Continue to let $p$ and $q$ denote nonnegative integers and maintain the notation used in $\S \S 4$ and 5 . First we ask when is the HarishChandra parameter (1.5.1) $\Phi^{+}(l)$ dominant? From $\S \S 5.8$ and 4.3 , we see that we must compare the $l,(l+1)$, and $(n+2)$ entries in $\mu_{p, q}+\rho_{\mathrm{g}}-\rho_{\mathrm{s}}(l)$. When $l=0$ we are asking for solutions to the inequality

$$
\frac{n+1}{2}+q-p \geq p+\frac{n+1}{2}
$$

which means $q \geq 2 p$. When $l=1$ we are asking for

$$
p+\frac{n}{2}-\frac{1}{2} \geq q-p+\frac{n}{2}-\frac{1}{2} \geq \frac{n}{2}-\frac{1}{2}
$$

which means $2 p \geq q \geq p$. This will only be $\Phi^{+}(1)$-regular if $2 p>q>p$. For $2 \leq l<n$ the inequality is

$$
\frac{n}{2}+\frac{1}{2}-l \geq q-p+\frac{n}{2}+\frac{1}{2}-l \geq \frac{n}{2}+\frac{1}{2}-l
$$

which requires $p=q$ and in this case the Harish-Chandra parameter is orthogonal to the $\boldsymbol{\Phi}^{+}(l)$ simple roots $\alpha_{l, l+1}, \alpha_{l, n+2}$, and $\alpha_{n+2, l+1}$. For $l=n$ the inequality is

$$
\frac{1}{2}-\frac{n}{2} \geq q-p+\frac{1}{2}-\frac{n}{2} \geq-q+\frac{1}{2}-\frac{n}{2}
$$

which means $2 q \geq p \geq q$ and this will only describe a $\Phi^{+}(n)$-regular parameter if $2 q>p>q$. If we are to find representations which are not in the discrete series, we should concentrate on the the case $p=q$.
6.2. Now take $p=q \geq 1$. We would like to find $\underline{J}\left(\mu_{p, p}\right)$, as described by (2.7.1). Since $\mu_{p, p}=p \alpha_{1, n+1}$, we are seeking those $l \in \underline{J}$ such that

$$
\left\langle\alpha_{1, n+1}, \alpha_{j, n+2}\right\rangle \geq 0 \quad \text { for } j \leq l
$$

and

$$
\left\langle\alpha_{1, n+1}, \alpha_{n+2, j}\right\rangle \geq 0 \quad \text { for } j>l
$$

This pair of inequalities is only possible provided $1 \leq l \leq n$. Next we must consider property (\#). Observe that

$$
\left\langle\mu_{p, p}+\rho_{\mathrm{k}}, \alpha\right\rangle \geq \frac{1}{2 n+4} \quad \text { for all } \alpha \in \Phi_{\mathrm{p}}^{+} .
$$

Moreover, $\left\langle\mu_{p, p}+\rho_{\mathrm{p}}, \alpha_{1, j}\right\rangle \geq(p+1) /(2 n+4)$ for all $2 \leq j \leq n+1$ and $\left\langle\mu_{p, p}+\rho_{k}, \alpha_{j, n+1}\right\rangle \geq(p+1) /(2 n+4)$ for all $1 \leq j \leq n$. If $E$ is a subset of $\boldsymbol{\Phi}_{\mathrm{s}}^{+}(l)$, with $1 \leq l \leq n$, then

$$
\sum_{\beta \in E} \beta=\sum_{j=1}^{l} m_{j} \varepsilon_{j}-\sum_{j=l+1}^{n+1} m_{j} \varepsilon_{j}+c_{E} \varepsilon_{n+2}
$$

where $m_{j}=0$ or 1 for $1 \leq j \leq n+1$. If $j \leq l<k$ then there will be subsets $E \subset \Phi_{\mathrm{s}}^{+}(l)$ such that

$$
\left\langle\sum_{\beta \in E} \beta, \alpha_{j k}\right\rangle=\frac{2}{2 n+4}
$$

Hence, condition (i) in $\S 2.5$ will only be valid if $l=1$ or $n$. Note that

$$
\mu-2 \rho_{s}(1)=(p-1) \varepsilon_{1}+\sum_{j=1}^{n} \varepsilon_{j}-(p-1) \varepsilon_{n+1}-n \varepsilon_{n+2}
$$

and

$$
\mu-2 \rho_{s}(n)=(p-1) \varepsilon_{1}-\sum_{j=1}^{n} \varepsilon_{j}-(p-1) \varepsilon_{n+1}+n \varepsilon_{n+2} .
$$

These will be $\Phi_{\mathrm{p}}^{+}$-dominant provided $p \geq 2$.
6.2.1 Lemma. If $p \geq 2$ then $\underline{J}\left(\mu_{p, p}\right)=\{1, n\}$ and

$$
\begin{aligned}
\Psi_{\mu_{p, p}} & =\left\{\alpha_{1, n+2}, \alpha_{n+2, n+1}, \alpha_{j, n+2}, \alpha_{n+2, j}: 2 \leq j \leq n\right\} \\
& =\left\{\alpha \in \Phi_{s}:\left\langle\mu_{p, p}, \alpha\right\rangle \geq 0\right\}
\end{aligned}
$$

6.3. For $p \geq 2$, the range of the projection $P_{\mu_{p, p}}$, defined by (2.7.3), consists of those $K$-invariant subspaces of $\mathfrak{V}_{p, p} \otimes \mathfrak{s}_{\mathbb{C}}$ with highest weights,

$$
\begin{aligned}
& p \alpha_{1, n+1}-\alpha_{1, n+2} ; \quad p \alpha_{1, n+1}-\alpha_{n+2,2}=p \alpha_{1, n+1}+\alpha_{2, n+2} \\
& p \alpha_{1, n+1}-\alpha_{n, n+2} \quad \text { and } \quad p \alpha_{1, n+1}-\alpha_{n+2, n+1}
\end{aligned}
$$

In addition, the kernel of $P_{\mu_{\rho, p}}$ has highest weights $p \alpha_{1, n+1}+\alpha_{1, n+2}$ and $p \alpha_{1, n+2}+\alpha_{n+2, n+1}$, so that $\operatorname{ker}\left(P_{\mu_{p, p}}\right) \cong \mathfrak{V}_{p+1, p} \otimes \mathfrak{V}_{p, p+1}$. When we compare this list with Theorem 5.6 .6 we see that we have proved the following.
6.3.1. Theorem. If $p \geq 2,1 \leq l \leq n+1$, and $\nu_{p} \in \mathfrak{a}_{l}^{*}$ satisfies

$$
\left(\rho_{a_{l}}-\nu\right)\left(e_{n+2, l}+e_{l, n+2}\right)=2 n+2 p
$$

then the Cauchy-Szegö map with data $\left(1, \nu_{p}, \mu_{p, p}, l, R, \alpha_{l}\right)$ maps $I_{1, \nu_{p}}$ into the kernel of $\mathrm{\partial}_{\mu_{\rho, n}}$.
6.4. Next we must see which $K$-types can occur in $\left(\operatorname{ker} \partial_{\mu_{p, p}}\right)_{K}$, using Lemma 2.6.1 and the fact that

$$
\begin{equation*}
\operatorname{ker}\left(Ø_{\mu_{\rho, p}}\right)=\operatorname{ker}\left(\mathfrak{D}_{1}\right) \cap \operatorname{ker}\left(\mathfrak{D}_{n}\right) . \tag{6.4.1}
\end{equation*}
$$

Recall that we are assuming $n>1$ and that the Weyl group $W_{\mathrm{e}}$ is the symmetric group acting on the first $(n+1)$ entries of an ( $n+2$ )-tuple. Suppose $\lambda \in K$ is a $K$-type occurring in $\left(\operatorname{ker} \mathfrak{D}_{1}\right)_{K}$. Then there is a permutation $s \in W_{\mathrm{p}}$ and $n+1$ nonnegative integers $m_{1}, \cdots, m_{n+1}$, such that

$$
\begin{equation*}
\lambda+\rho_{\mathrm{e}}=s\left(\mu+\rho_{\mathrm{e}}+m_{1} \alpha_{1, n+2}+\sum_{j=2}^{n+1} m_{j} \alpha_{n+2, j}\right) \tag{6.4.2}
\end{equation*}
$$

and the left-hand side is $\Phi_{\ell}^{+}$-dominant. Thus $\left(\lambda_{1}+n / 2, \lambda_{2}+n / 2-1, \ldots, \lambda_{n+1}-\right.$ $n / 2, \lambda_{n+2}$ ) is equal to a permutation of

$$
\left(p+\frac{n}{2}+m_{1}, \frac{n}{2}-1-m_{2}, \ldots,-m_{n+1}-p-\frac{n}{2}, \sum_{j=2}^{n+2} m_{j}-m_{1}\right)
$$

affecting only the first $n+1$ entries. The dominance condition also requires that the permutation does not move the first entry. Hence

$$
\begin{equation*}
\lambda_{1}=p+m_{1} \geq p \tag{6.4.3}
\end{equation*}
$$

For $2 \leq j \leq n+1$,

$$
\lambda_{j}-j \leq-s(j)-m_{s(j)}
$$

with strict inequality when $s(j)=n+1$, when a further $p$ is subtracted from the right-hand side. In particular,

$$
\begin{equation*}
\lambda_{2} \leq 2-s(2)-m_{s(2)} \leq 0 \tag{6.4.4}
\end{equation*}
$$

since $s(2) \geq 2$. A similar argument works for $\mathfrak{D}_{n}$.
6.4.5. Lemma. If $\lambda$ is a $K$-type in $\left(\operatorname{ker} \mathfrak{D}_{1}\right)_{K}$ then $\lambda_{1} \geq p$ and $\lambda_{j} \leq 0$ for $2 \leq j \leq n+1$. If $\lambda$ is a $K$-type in $\left(\operatorname{ker} \mathfrak{D}_{n}\right)_{K}$ then $\lambda_{n+1} \leq-p$ and $\lambda_{j} \geq 0$ for $1 \leq j \leq n$.
6.4.6. Proposition. If $\lambda$ is a $K$-type in $\left(\operatorname{ker}_{\mu_{p, p}}\right)_{K}$ and $p \geq 2$ then $\lambda=$ $p^{\prime} \varepsilon_{1}-q^{\prime} \varepsilon_{n+1}+\left(q^{\prime}-p^{\prime}\right) \varepsilon_{n+2}$, with $p^{\prime} \geq p$ and $q^{\prime} \geq p$ Furthermore, its multiplicity is no more than 1 .

The multiplicity part of the statement follows from Lemma 2.6.1 and the fact that for $\lambda$ as in the statement above, equation (6.4.2) reduces to $s=1$ and $m_{2}=0=m_{3}=\cdots=m_{n}$.
6.5. Johnson and Wallach have found all the parameters for reducible spherical principal series (see [JW, p. 154]). In particular, if there is $m \in \mathbf{N}$ such that $\nu \in \mathfrak{a}_{l}^{*}$ satisfies

$$
\begin{equation*}
\left(\rho_{\mathrm{a}_{l}}+\nu\right)\left(e_{n+2, l}+e_{l, n+2}\right)=-2 m \tag{6.5.1}
\end{equation*}
$$

then $\left(I_{1, \nu}\right)_{K}$ has the following invariant $(\mathfrak{g}, K)$-submodules:

$$
\begin{aligned}
& L_{2 m}=\sum_{p^{\prime}, q^{\prime}=0}^{m} V_{p^{\prime}, q^{\prime}} ; \quad H_{2 m}^{+}=\sum_{p^{\prime}=0}^{\infty} \sum_{q^{\prime}=0}^{m} V_{p^{\prime}, q^{\prime}} ; \\
& H_{2 m}^{-}=\sum_{q^{\prime}=0}^{\infty} \sum_{p^{\prime}=0}^{m} V_{p^{\prime}, q^{\prime}} \text { and } H_{2 m}^{+}+H_{2 m}^{-} .
\end{aligned}
$$

Furthermore, the quotient $\left(I_{1, \nu}\right)_{K} /\left(H_{2 m}^{+}+H_{2 m}^{-}\right)$is irreducible and the $K$ types in this quotient are $\left(\tau_{p^{\prime}, q^{\prime}}, V_{p^{\prime}, q^{\prime}}\right)$ with $p^{\prime}, q^{\prime}>m$. It is known that $\rho_{a_{l}}\left(e_{n+2, l}+e_{l, n+2}\right)=n+1$ and so equation (6.5.1) requires that

$$
2 m=-n-1-\nu\left(e_{n+2, l}+e_{l, n+2}\right)
$$

However, in Theorem 6.3.1,

$$
n+1-\nu_{p}\left(e_{n+2, l}+e_{l, n+2}\right)=2 n+2 p
$$

and so $2 m=2 p-2$, that is, $m=p-1$.
6.5.2. Theorem. $\left(\operatorname{ker}_{\mu_{p, p}}\right)_{K}$ is an irreducible $(\mathfrak{g}, K)$-module with minimal $K$ type $\left(\tau_{p, p}, V_{p, p}\right)$. Furthermore, it is unitarizable.

See [JW, Theorems 5.1 and 6.3].
6.6. Our operator $\mathrm{J}_{\mu_{\rho, p}}$ has as its kernel $\operatorname{ker}\left(\mathfrak{D}_{2}\right) \cap \operatorname{ker}\left(\mathfrak{D}_{n}\right)$. We saw in $\S 5.8$ that there were several imbeddings of principal series into either $\operatorname{ker}\left(\mathfrak{D}_{1}\right)$ or $\operatorname{ker}\left(\mathfrak{D}_{n}\right)$. Hence, there are Cauchy-Szegö maps

$$
S: I_{\sigma, \nu} \rightarrow \operatorname{ker}\left(\mathfrak{D}_{1}\right)
$$

whose image contains the $K$-type $\left(\tau_{p, p}, V_{p, p}\right)$ and hence all of $\left(\operatorname{ker}\left(\partial_{\mu_{p, p}}\right)\right)_{K}$. Let $\mathscr{E}$ be the set

$$
\left\{f \in\left(I_{\sigma, \nu}\right)_{K}: S f \in \operatorname{ker}\left(\partial_{\mu_{p, p}}\right)\right\} .
$$

Then

$$
(\operatorname{ker}(S))_{K} \subseteq \mathscr{E} \subseteq\left(I_{\sigma, \nu}\right)_{K}
$$

and

$$
\left(\operatorname{ker}{\left.\underset{\mu_{\rho, \gamma}}{ }\right)}^{\cong} \mathscr{E} /(\operatorname{ker}(S))_{K} \subseteq\left(I_{\sigma, \nu}\right)_{K} /(\operatorname{ker}(S))_{K} .\right.
$$

In this way we see that when there is an imbedding of $I_{\sigma, \nu}$ into $\operatorname{ker}\left(\mathfrak{D}_{1}\right)$ or $\operatorname{ker}\left(\mathfrak{D}_{n}\right)$, using a Cauchy-Szegö map, then $\left(\operatorname{ker}\left(\mathrm{\delta}_{\mu_{\rho, p}}\right)\right)_{K}$ is a subquotient of $\left(I_{\sigma, \nu}\right)_{K}$. In the case of $I_{\sigma_{2}, \nu}$, with $\left.\nu=(n-1) /(n+1)\right) \rho_{a_{2}}$, we can say more.
6.6.1. Theorem. For $p \geq 2,\left(\operatorname{ker}\left(\mathrm{~d}_{\mu_{\rho, p}}\right)\right)_{K}$ is the unique irreducible quotient of $\left(I_{\sigma_{2} .(n-1) /(n+1) / \rho_{a_{2}}}\right)_{K}$ and this quotient is given by the Cauchy-Szegö map with data $\left(\sigma_{2},((n-1) /(n+1)) \rho_{\mathrm{a}_{2}}, \mu_{p, p}, 1, R, \alpha_{n+2,2}\right)$.

To prove this, set $l=1$ and $p=q$ in equality (5.8.3). This gives $\nu=$ $((n-1) /(n+1)) \rho_{a_{2}}$. Next, use the statement of Lemma 5.7 .5 with $p=q$ and

$$
\frac{1}{2}\left(\rho_{\mathrm{a}_{2}}-\nu\right)\left(e_{2, n+2}+e_{n+2,2}\right)=1
$$

This forces the components described there to be in $\mathfrak{V}_{p+1, p}$ and $\mathfrak{V}_{p, p+1}$, respectively. Comparing this with the list at the beginning of $\S 6.3$ shows that the image of this Cauchy-Szegö map is in the kernel of $\delta_{\mu_{\rho, p}}$. The nontriviality of the image is guaranteed by Lemma 3.5.1. The uniqueness follows from [BW, p. 127]. According to Theorem 6 of [KR] this means that $\left(Q_{\mu_{p, p}}, \operatorname{ker} \mathrm{ठ}_{\mu_{p, p}}\right)$ is an end of complementary series representation (see also [KS]). Since this realizes ( $\operatorname{ker}_{\mu_{\rho \cdot \rho}}$ ) as a quotient "on the positive side", the methods described in [BLANK and GKST:Zyg] show how to equip this with a unitary structure. We do not pursue this matter in this paper.
6.7. It remains to take into account the other maps described by (5.8.1) and (5.8.3). First, setting $l=1$ in Lemma 5.8 .2 we see that ( $\operatorname{ker}_{\mu_{\rho, . p}}$ ) is a subquotient of $I_{\sigma_{1}, \nu}$, where

$$
\begin{equation*}
\nu=-\left(\frac{p+n-1}{n+1}\right) \rho_{\mathrm{a}_{1}} \tag{6.7.1}
\end{equation*}
$$

Similarly, taking $l=n$, we see that it is also a subquotient of $I_{\sigma_{n}, \nu}$ where

$$
\begin{equation*}
\nu=\left(\frac{n-1}{n+1}\right) \rho_{\mathrm{a}_{n}} . \tag{6.7.2}
\end{equation*}
$$

Finally, since $\alpha_{n+2, n+1}$ is a simple noncompact root in $\Phi^{+}(n)$, we see that ( $\left.\operatorname{ker}_{\mu_{p, p}}\right)_{K}$ is a subquotient of $I_{\sigma_{n+1}, \nu}$ when

$$
\nu=-\left(\frac{p+n+1}{n+1}\right) \rho_{\mathrm{a}_{n+1}}
$$

Combining these with Theorem 6.3.1 now accounts for all four possibilities, as described by Theorem 7 in [KR].
6.8. We conclude with some comments on the representations $\left(\sigma_{l}, H_{l}\right)$ of $M_{l}$. For $1 \leq l \leq n+1, M_{l}$ is isomorphic to the group

$$
M=\left\{\left(\begin{array}{ccc}
u & 0 & 0 \\
0 & e^{i \theta} & 0 \\
0 & 0 & e^{i \theta}
\end{array}\right): u \in \mathrm{U}(n), e^{2 i \theta} \operatorname{det}(u)=1, \theta \in \mathbf{R}\right\}
$$

For $m^{\prime}, p^{\prime}, q^{\prime} \in \mathbb{Z}$, with $p^{\prime} \geq 0$ and $q^{\prime} \geq 0$, there is a representation $\left(\pi_{m^{\prime}, p^{\prime}, q^{\prime}}, \mathfrak{H}_{p^{\prime}, q}\right.$ of $M$ on $\mathfrak{H}_{p^{\prime}, g^{\prime}}$, the space of spherical harmonics of bidegree $\left(p^{\prime}, q^{\prime}\right)$ on $\mathbb{C}^{n}$.
This is given by

$$
\pi_{m^{\prime}, p^{\prime}, q^{\prime}}\left(\begin{array}{ccc}
u & 0 & 0 \\
0 & e^{i \theta} & 0 \\
0 & 0 & e^{i \theta}
\end{array}\right) f\left(z, z^{*}\right)=e^{i m^{\prime} \theta} f\left(z u, u^{*} z^{*}\right)
$$

for all $z \in \mathbb{C}^{n}, f \in \mathfrak{H}_{p^{\prime}, q^{\prime}}$. In this case:
(a) $\left(\sigma_{1}, H_{1}\right)$ is equivalent to $\left(\pi_{p, 0, p}, \mathfrak{H}_{0, p}\right)$;
(b) for $1<l<n+1,\left(\sigma_{l}, H_{l}\right)$ is equivalent to ( $\pi_{0, p, p}, \mathfrak{H}_{p, p}$ ); and
(c) $\left(\sigma_{n+1}, H_{n+1}\right)$ is equivalent to $\left(\pi_{-p, p, 0}, \mathfrak{H}_{p, 0}\right)$.
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