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#### Abstract

Biadditive mappings $B: R \times R \rightarrow R$ where $R$ is a prime ring with certain additional properties, satisfying $B(x, x) x=x B(x, x)$ for all $x \in R$, are characterized. As an application we determine the structures of commutativity-preserving mappings, Lie isomorphisms, and Lie derivations of certain prime rings.


## Introduction, notation, and statements of the results

Throughout, $R$ and $R^{\prime}$ will represent associative rings. The center of $R$ and $R^{\prime}$ will be denoted by $Z$ and $Z^{\prime}$, respectively. We first recall a few facts concerning prime rings. Let $R$ be a prime ring (i.e., $a R b=0$ implies $a=0$ or $b=0$ ). We will sketch the construction of Martindale's extended centroid of $R$ (see [23] and [17] for details). Define an equivalence relation on the set of all pairs $(U, f)$, where $U$ is a nonzero ideal of $R$ and $f: U \rightarrow R$ is a right $R$-module mapping of $U$ into $R$, by $(U, f) \sim(V, g)$ if $f=g$ on some nonzero ideal $W \subseteq U \cap V$. The set $Q$ of all equivalence classes forms a ring under the operations induced by addition and composition of representatives of the equivalence classes. $R$ embeds in $Q$ as left multiplication on $R$. The center $C$ of $Q$ is a field containing the centroid of $R . C$ is called the extended centroid of $R$. The $C$-algebra $R C+C$ is called the central closure of $R$. A prime algebra $A$ over a field $F$ is said to be a centrally closed prime algebra over $F$ if the center of $A$ is $F 1$, where 1 is the unit element of $A$, and $A$ is its own central closure, i.e., the extended centroid of $A$ is just $F 1$. The central closure of any prime ring is a centrally closed prime algebra over the extended centroid.

Throughout, by $C$ and $C^{\prime}$ we denote the extended centroid of a prime ring $R$ and $R^{\prime}$, respectively.

A mapping $f$ of $R$ into itself is called commuting if $[f(x), x]=0$ for all $x \in R$, where [ $u, v$ ] denotes the commutator $u v-v u$. In [34] Posner initiated the study of commuting and related mappings. He proved that if a prime ring $R$ admits a nonzero derivation $d$ satisfying $d[(x), x] \in Z$ for all $x \in R$ (such

[^0]mappings are called centralizing), then $R$ is commutative. Over the last twenty years a lot of work has been done on some additive commuting and centralizing mappings, especially derivations and endomorphisms; we refer the reader to some recent papers $[2,3,5,6,7,9,10,20,36]$ where further references can be found. In our forthcoming paper [6] the description of all additive commuting mappings of a prime ring $R$ is given. It is shown that every such mapping $f$ is of the form $f(x)=\lambda x+\zeta(x)$ where $\lambda$ is an element in $C$ and $\zeta$ is an additive mapping from $R$ into $C$. The analogous result was obtained for von Neumann algebras [5].

It seems that the first result on commuting mappings which are not additive was given by Vukman [36]. He proved that if $d$ is a derivation of a prime ring $R$ of characteristic not 2 , such that the mapping $q(x)=[d(x), x]$ is commuting, then $q=0$ (that is, $d$ is commuting). In [7] we generalized this result by showing that the same conclusion holds for any additive mapping. In this paper we will, using methods similar to those in [7], describe all commuting traces of biadditive mappings on certain prime rings. By a trace of a biadditive mapping on a ring $R$ we mean a mapping $q: R \rightarrow R$ such that $q(x)=B(x, x)$, $x \in R$, for some biadditive mapping $B: R \times R \rightarrow R$. We will prove

Theorem 1. Let $R$ be a prime ring of characteristic not 2 , and let $q: R \rightarrow R$ be a trace of a biadditive mapping. Suppose that $q$ is commuting. If $R$ does not satisfy $S_{4}$ then $q$ is of the form

$$
q(x)=\lambda x^{2}+\mu(x) x+\nu(x) \quad \text { for all } x \in R
$$

where $\lambda$ is an element in $C, \mu$ is an additive mapping of $R$ into $C$, and $\nu$ is a mapping of $R$ into $C$.

Of course, Theorem 1 is a continuation of some our results mentioned above [6, 7]. However, our main motivations for the study of commuting traces of biadditive mappings were the problems concerning commutativity-preserving mappings, Lie isomorphisms, and Lie derivations.

By a commutativity-preserving mapping we mean a mapping $\theta: R \rightarrow R^{\prime}$ satisfying $[x, y]=0$ implies $[\theta(x), \theta(y)]=0$. The obvious examples are mappings of the form

$$
\begin{equation*}
\theta(x)=c \varphi(x)+f(x), \quad x \in R \tag{1}
\end{equation*}
$$

where $c \in Z^{\prime}, \varphi$ is an isomorphism or an anti-isomorphism of $R$ into $R^{\prime}$, and $f$ is a mapping from $R$ into $Z^{\prime}$. The goal is to show that in certain cases these are in fact the only examples. It seems that the first result in this direction was given by Watkins [37] for the case where $R=R^{\prime}$ is the algebra of $n \times n$ matrices, $n \geq 4$, over a field, and $\theta$ is a bijective linear operator. Also, a simple counterexample was constructed for $n=2$. Subsequently, in the series of papers [ $1,11,12,33,35$ ] on commutativity-preserving mappings of matrices, the authors have refined Watkins's result in several ways; in particular, it has turned out that the result is also true for $n=3$, and that the similar conclusion holds for linear operators which preserve commuting pairs of symmetric matrices. The paper [12] of Choi, Jafarian, and Radjavi also contains some extensions of these results to the algebra of bounded linear operators on an infinite-dimensional Hilbert space. Further, Omladič [32] proved that if
$L(X)$ is the algebra of all bounded linear operators on a nontrivial complex Ba nach space $X$, then every bijective linear operator $\theta: L(X) \rightarrow L(X)$ preserving commutativity in both directions (i.e., $x$ and $y$ commute if and only if $\theta(x)$ and $\theta(y)$ commute) is of the form (1). In [31] Miers obtained the analogous result for bijective, ${ }^{*}$-linear operators of von Neumann factors (i.e., prime von Neumann algebras).

We will study commutativity-preserving mappings in rather general algebras. In fact, we will consider the mappings $\theta$ satisfying the weaker assumption that for every element $x$ the elements $\theta(x)$ and $\theta\left(x^{2}\right)$ commute. There is a simple connection between such mappings and commuting traces of biadditive mappings. Indeed, let $\theta: R \rightarrow R^{\prime}$ be a bijective additive mapping satisfying $\left[\theta\left(x^{2}\right), \theta(x)\right]=0$ for all $x \in R$; that is, $\left[\theta\left(\theta^{-1}(\theta(x))^{2}\right), \theta(x)\right]=0$, and therefore,

$$
\begin{equation*}
\left[\theta\left(\theta^{-1}(y)^{2}\right), y\right]=0 \quad \text { for all } y \in R^{\prime} \tag{2}
\end{equation*}
$$

That is, the mapping $y \mapsto \theta\left(\theta^{-1}(y)^{2}\right)$, which is a trace of the biadditive mapping $(y, z) \mapsto \theta\left(\theta^{-1}(y) \theta^{-1}(z)\right)$, is commuting.

Applying Theorem 1 we will be able to prove
Theorem 2. Let $A$ and $A^{\prime}$ be centrally closed prime algebras over a field $F$. Suppose that the characteristic of $A^{\prime}$ is different from 2, and suppose that $F \neq$ $G F(3)$. Let $\theta: A \rightarrow A^{\prime}$ be a bijective linear mapping satisfying $\left[\theta\left(x^{2}\right), \theta(x)\right]=$ 0 for all $x \in A$. If neither $A$ nor $A^{\prime}$ satisfies $S_{4}$ then

$$
\theta(x)=c \varphi(x)+f(x) \quad \text { for all } x \in A
$$

where $c \in F, c \neq 0, \varphi$ is an isomorphism or an anti-isomorphism of $A$ onto $A^{\prime}$, and $f$ is a linear mapping from $A$ into the center of $A^{\prime}$.

Mathieu [27] introduced the notion of an ultraprime normed algebra: a complex normed algebra $A$ is called ultraprime if there exists a constant $\alpha>0$ such that for any $a, b \in A$, the norm of the operator $x \mapsto a x b$ is at least $\alpha\|a\|\|b\|$. Every ultraprime algebra is, of course, prime, while the converse is not true. However, there are many important examples of ultraprime normed algebras, e.g., finite-dimensional prime normed algebras, prime $C^{*}$-algebras, and subalgebras of $L(X)$ that contain all finite rank operators. Every ultraprime algebra with unit element is centrally closed over the complex numbers. Thus Theorem 2 generalizes Miers' result [31] from prime von Neumann algebras to general prime $C^{*}$-algebras. Also, Theorem 2 implies that Omladič's result [32] holds for all subalgebras of $L(X)$ which contain the identity and all finite rank operators. Besides, in both cases the assumption that the mapping $\theta$ preserves the commutativity in both directions can be replaced by the weaker assumption that $\theta(x)$ and $\theta\left(x^{2}\right)$ commute for every $x$.

A Lie isomorphism of a ring $R$ onto a ring $R^{\prime}$ is a bijective additive mapping $\theta: R \rightarrow R^{\prime}$ which preserves commutators, i.e.,

$$
\theta([x, y])=[\theta(x), \theta(y)] \text { for all } x, y \in R
$$

In [18] Hua showed that every Lie automorphisms of the ring $R$ of all $n \times n$ matrices over a division ring, $n \geq 3$, is of the form $\varphi+\tau$, where $\varphi$ is either an automorphism or a negative of an antiautomorphism of $R$ and $\tau$ is an additive mapping of $R$ into $Z$ sending commutators to zero. Somewhat later,
in the series of papers [21, 24, 25] Martindale has extended Hua's theorem to more general rings. The deepest result in this series [25, Theorem 11] states that if $R$ is a prime ring with unit element 1 , of characteristic different from 2 and 3 and containing two nonzero idempotents whose sum is 1 , then every Lie isomorphism of $R$ onto a prime ring $R^{\prime}$ with unit element is of the form $\varphi+\tau$, where $\varphi$ is a homomorphism or a negative of an antihomomorphism of $R$ into the central closure of $R^{\prime}$ and $\tau$ is an additive map of $R$ into $C^{\prime}$ sending commutators to zero. The analogous result for von Neumann factors was obtained by Miers [28].

Obviously, every Lie isomorphism preserves commutativity. Thus Theorem 2 could be applied. However, it turns out that in the case of Lie isomorphisms some assumptions in Theorem 2 can be removed. Using the same basic ideas as in the proof of Theorem 2 we will obtain

Theorem 3. Let $R$ and $R^{\prime}$ be prime rings such that the characteristic of $R^{\prime}$ is not 2. Let $\theta: R \rightarrow R^{\prime}$ be a Lie isomorphism. If neither $R$ nor $R^{\prime}$ satisfies $S_{4}$ then $\theta$ is of the form $\varphi+\tau$, where $\varphi$ is a homomorphism or a negative of an antihomomorphism of $R$ into the central closure of $R^{\prime}, \varphi$ is one-to-one, and $\tau$ is an additive mapping of $R$ into $C^{\prime}$ sending commutators to zero.

An example given in [21] shows that the image of $\varphi$ need not be contained in $R^{\prime}$.

Martindale [25] posed the question whether the assumption of idempotents, which is required in all his theorems on Lie isomorphisms is necessary or not (see also the discussion on Lie and Jordan mappings in [26]). Thus Theorem 3 gives a partial answer to this question. We remark that in the study of commutativity-preserving mappings the arguments employed by some authors (e.g., in $[12,31,32]$ ) also rest heavily on the presence of idempotents.

Suppose that a centrally closed prime algebra $A$ over a field $F$ satisfies $S_{4}$. Then, for any $a \in A$, we have $a^{2}=\alpha_{1} a+\alpha_{2} 1$ for some $\alpha_{1}, \alpha_{2} \in F$ (cf. Lemma 1 below). Therefore, every linear mapping $\theta$ of $A$ that preserves the center of $A$ satisfies $\left[\theta\left(x^{2}\right), \theta(x)\right]=0$ for all $x \in A$. Thus Theorem 2 is definitive of its kind. On the contrary, it seems that Theorem 3 still needs some refinement. We leave as an open question whether or not in Theorem 3, as well as in some other results in this paper, the assumption that the rings do not satisfy $S_{4}$ can be removed.

A bijective additive mapping $\theta: R \rightarrow R^{\prime}$ is called a Lie triple isomorphism if it satisfies

$$
\theta([[x, y], z])=[[\theta(x), \theta(y)], \theta(z)] \quad \text { for all } x, y, z \in R .
$$

The notion of a Lie triple isomorphism can be viewed as a common generalization of both the notion of a Lie isomorphism and a Jordan triple isomorphism (i.e., bijective mapping $\theta: R \rightarrow R^{\prime}$ satisfying $\theta(x y x)=\theta(x) \theta(y) \theta(x)$ (cf. [4 and 15])). In [19 and 29] the authors have showed that in certain rings every Lie triple homomorphism is either a Lie homomorphism or a Lie antihomomorphism. The methods in this paper enable a more direct approach. As a consequence of Theorem 2 and some of our results in [7] we will obtain

Corollary 1. Let $A$ and $A^{\prime}$ be centrally closed prime algebras over a field $F$. Suppose that the characteristic of $A^{\prime}$ is different from 2 and 3. Let $\theta: A \rightarrow A^{\prime}$
be a linear Lie triple isomorphism. If neither $A$ nor $A^{\prime}$ satisfies $S_{4}$ then $\theta$ is of the form

$$
\theta(x)= \pm \varphi(x)+f(x) \quad \text { for all } x \in A
$$

where $\varphi$ is an isomorphism or anti-isomorphism of $A$ onto $A^{\prime}$, and $f$ is a linear mapping of $A$ into the center of $A^{\prime}$.

Finally, there is the closely connected question of Lie derivations, that is, additive mappings, $d$, of $R$ into itself satisfying

$$
d([x, y])=[d(x), y]+[x, d(y)] \text { for all } x, y \in R
$$

It is easy to verify that $d$ satisfies

$$
\begin{equation*}
\left[d\left(x^{2}\right)-d(x) x-x d(x), x\right]=0 \quad \text { for all } x \in R \tag{3}
\end{equation*}
$$

In view of this observation we will study additive mappings satisfying (3). The relation (2) can be written in the form $\left[\theta\left(\theta^{-1}\left(y^{2}\right)\right)-y^{2}, y\right]=0$, and one observes the analogy with relation (3); using a similar approach as in the proof of Theorem 2 we will prove

Theorem 4. Let $R$ be a prime ring of characteristic different from 2 and 3. Suppose that an additive mapping $d: R \rightarrow R$ satisfies (3). If $R$ does not satisfy $S_{4}$ then $d$ is of the form

$$
d(x)=\gamma x+\delta(x)+\zeta(x) \quad \text { for all } x \in R
$$

where $\gamma$ is an element in $C, \delta$ is a derivation of $R$ into its central closure, and $\zeta$ is an additive mapping of $R$ into $C$.

A Lie triple derivation is an additive mapping, $d$, of $R$ into itself satisfying

$$
\begin{array}{r}
d([[x, y], z])=[[d(x), y], z]+[[x, d(y)], z]+[[x, y], d(z)] \\
\text { for all } x, y, z \in R .
\end{array}
$$

Clearly, Lie derivations and Jordan triple derivations (cf. [4]) are the special cases of Lie triple derivations.

In [30] Miers studied Lie triple derivations of von Neumann algebras. There does not seem to be a ring theoretic analogue of Miers's result. As an application of Theorem 4 we will, however, obtain one such result.
Corollary 2. Let $R$ be a prime ring of characteristic different from 2 and 3. Let $d$ be a Lie triple derivation of $R$. If $R$ does not satisfy $S_{4}$ then $d$ is of the form $\delta+\zeta$, where $\delta$ is a derivation of $R$ into its central closure and $\zeta$ is an additive mapping of $R$ into $C$.

Adapting the proof of Theorem 3 we will show that the assumption that the characteristic of $R$ is not 3 can be removed in the case of Lie derivations.
Theorem 5. Let $R$ be a prime ring of characteristic not 2 . Let $d$ be a Lie derivation of $R$. If $R$ does not satisfy $S_{4}$ then $d$ is of the form $\delta+\tau$, where $\delta$ is a derivation of $R$ into its central closure and $\tau$ is an additive mapping of $R$ into $C$ sending commutators to zero.

Theorem 5 can be compared with a result of Martindale [22]. He obtained the analogous conclusion under the assumption that $R$ is primitive containing a nontrivial idempotent.

We close this section by listing a few more or less well-known results which will be needed in the sequel. First, by standard PI theory, prime rings satisfying $S_{4}$ can be characterized in several ways:

Lemma 1. Let $R$ be a prime ring. Then the following statements are equivalent :
(i) $R$ satisfies $S_{4}$.
(ii) $R$ is commutative or $R$ embeds in $M_{2}(F)$ for $F$ a field.
(iii) $R$ is algebraic of bounded degree 2 over $C$ (i.e., for any $a \in R$ there exists a polynomial $x^{2}+\alpha_{1} x+\alpha_{2} \in C[x]$ satisfied by $\left.a\right)$.
(iv) $R$ satisfies $\left[\left[x^{2}, y\right],[x, y]\right]$.

We will make crucial use of the following lemma.
Lemma 2 [23, Theorem 1]. Suppose that elements $a, b$ in a prime ring $R$ satisfy $a x b=b x a$ for all $x \in R$. If $a \neq 0$ then $b=\lambda a$ for some $\lambda \in C$.

The next lemma is a very special case of Posner's theorem on centralizing derivations (on the other hand, a direct proof can be easily done).
Lemma 3. If a derivation $\delta$ of a noncommutative prime ring $R$ maps $R$ into its center, then $\delta=0$.

Finally, we state another well-known theorem of Posner.
Lemma 4 [34, Theorem 1]. Let $R$ be a prime ring of characteristic not 2 . If $d$ and $g$ are derivations of $R$ such that the composition $d g$ is also a derivation, then either $d=0$ or $g=0$.

## Proofs

Proof of Theorem 1. There exists a biadditive mapping $B: R \times R \rightarrow R$ such that $q(x)=B(x, x)$. Since the characteristic of $R$ is not $2, C$ contains the element $\frac{1}{2}$ (i.e, the element $1+1$ is invertible). Therefore we may assume that $B$ is symmetric (i.e., $B(x, y)=B(y, x)$ for all $x, y \in R)$-otherwise replace $B$ by the mapping $(x, y) \mapsto B(x, y)+B(y, x)$.

Replacing $x$ by $x+y$ in $[B(x, x), x]=0$ we get

$$
\begin{equation*}
[B(x, x), y]+2[B(x, y), x]+2[B(x, y), y]+[B(y, y), x]=0 \tag{1}
\end{equation*}
$$ for all $x, y \in R$.

Take $-y$ for $y$ in (1) and compare the relation, so obtained, with (1). Since the characteristic of $R$ is not 2 it follows that

$$
\begin{equation*}
[B(x, x), y]+2[B(x, y), x]=0 \quad \text { for all } x, y \in R \tag{2}
\end{equation*}
$$

A linearization of (2) gives

$$
\begin{align*}
{[B(x, z), y]+[B(x, y), z]+} & {[B(y, z), x]=0 }  \tag{3}\\
& \text { for all } x, y, z \in R .
\end{align*}
$$

Replacing $z$ by $z w$ in (3) we get $[B(x, z w), y]+[B(x, y), z] w+z[B(x, y), w]$ $+[B(y, z w), x]=0$. According to (3) this relation can be written in the form

$$
\begin{align*}
& {[B(x, z w), y]+[B(y, z w), x]} \\
& \quad=[B(x, z), y] w+[B(y, z), x] w+z[B(x, w), y]  \tag{4}\\
& \quad+z[B(y, w), x] \text { for all } x, y, z, w \in R .
\end{align*}
$$

Now fix $z, w \in R$ and introduce the mapping $M: R \times R \rightarrow R$ by

$$
\begin{equation*}
M(x, y)=[B(x, z w), y]+z[y, B(x, w)]+[y, B(x, z)] w \tag{5}
\end{equation*}
$$

On the other hand, from (4) we see that

$$
\begin{equation*}
M(x, y)=[x, B(y, z w)]+z[B(y, w), x]+[B(y, z), x] w \tag{6}
\end{equation*}
$$

By (5) we see that the mapping $y \mapsto M(x, y)$ is equal to the sum of compositions of inner derivations and one-sided multiplications. Analogously, (6) tells us that the same is true for the mapping $x \mapsto M(x, y)$. These two observations are the concept behind the proof of the theorem.

Comparing (5) and (6) we obtain

$$
\begin{equation*}
M(x, x)=0 \quad \text { for all } x \in R \tag{7}
\end{equation*}
$$

Consider $M(y, x w)$ where $x$ and $y$ are arbitrary elements in $R$ and $w$ is the fixed element. Using (5) we obtain

$$
\begin{aligned}
M(y, x w)= & {[B(y, z w), x w]+z[x w, B(y, w)]+[x w, B(y, z)] w } \\
= & {[B(y, z w), x] w+x[B(y, z w), w]+z x[w, B(y, w)] } \\
& +z[x, B(y, w)] w+x[w, B(y, z)] w+[x, B(y, z)] w^{2} \\
= & \{[B(y, z w), x]+z[x, B(y, w)]+[x, B(y, z)] w\} w \\
& +x\{[B(y, z w), w]+z[w, B(y, w)]+[w, B(y, z)] w\} \\
& +[z, x][w, B(y, w)]
\end{aligned}
$$

Thus

$$
\begin{array}{r}
M(y, x w)=M(y, x) w+x M(y, w)+[z, x][w, B(y, w)] \\
\text { for all } x, y \in R . \tag{8}
\end{array}
$$

In particular,

$$
\begin{array}{r}
M(x y, x w)=M(x y, x) w+x M(x y, w)+[z, x][w, B(x y, w)] \\
\text { for all } x, y \in R . \tag{9}
\end{array}
$$

In view of (9) we now consider the expression $M(x y, u)$. From (6) it follows that

$$
\begin{aligned}
M(x y, u)= & {[x y, B(u, z w)]+z[B(u, w), x y]+[B(u, z), x y] w } \\
= & x[y, B(u, z w)]+[x, B(u, z w)] y+z x[B(u, w), y] \\
& +z[B(u, w), x] y+[B(u, z), x] y w+x[B(u, z), y] w
\end{aligned}
$$

and note that this relation can be written as

$$
\begin{align*}
M(x y, u)= & x M(y, u)+[z, x][B(u, w), y]  \tag{10}\\
& +M(x, u) y+[B(u, z), x][y, w] \text { for all } x, y, u \in R .
\end{align*}
$$

In particular,

$$
\begin{aligned}
M(x y, w)= & x M(y, w)+[z, x][B(w, w), y] \\
& +M(x, w) y+[B(w, z), x][y, w]
\end{aligned}
$$

According to (10) and (7) we have $M(x y, x)=x M(y, x)+[z, x][B(x, w), y]$ $+[B(x, z), x][y, w]$. Applying the last two relations in (9) one obtains

$$
\begin{align*}
M(x y, x w)= & x M(y, x) w+[z, x][B(x, w), y] w \\
& +[B(x, z), x][y, w] w+x^{2} M(y, w) \\
& +x[z, x][B(w, w), y]+x M(x, w) y  \tag{11}\\
& +x[B(w, z), x][y, w]+[z, x][w, B(x y, w)] \\
& \text { for all } x, y \in R .
\end{align*}
$$

With this, the expression $M(x y, x w)$ has been computed in the first way. We begin the computation in the second way by making use of (10):

$$
\begin{align*}
M(x y, x w)= & x M(y, x w)+[z, x][B(x w, w), y] \\
& +M(x, x w) y+[B(x w, z), x][y, w]  \tag{12}\\
& \text { for all } x, y \in R .
\end{align*}
$$

By (7) and (8) we have $M(x, x w)=x M(x, w)+[z, x][w, B(x, w)]$. Applying (8) and the last relation in (12) one obtains

$$
\begin{align*}
M(x y, x w)= & x M(y, x) w+x^{2} M(y, w)+x[z, x][w, B(y, w)] \\
& +[z, x][B(x w, w), y]+x M(x, w) y  \tag{13}\\
& +[z, x][w, B(x, w)] y+[B(x w, z), x][y, w] \\
& \text { for all } x, y \in R .
\end{align*}
$$

Comparing (11) and (13) we arrive at

$$
\begin{align*}
{[z, x] } & {[B(x, w), y] w+[B(x, z), x][y, w] w+x[z, x][B(w, w), y] } \\
& +x[B(w, z), x][y, w]+[z, x][w, B(x y, w)] \\
= & x[z, x][w, B(y, w)]+[z, x][B(x w, w), y]  \tag{14}\\
& +[z, x][w, B(x, w)] y+[B(x w, z), x][y, w] \\
& \text { for all } x, y, z, w \in R .
\end{align*}
$$

By (2) the following identities hold:

$$
\begin{aligned}
& 2[B(x, z), x][y, w] w=-[B(x, x), z][y, w] w, \\
& 2[z, x][w, B(x y, w)]=-[z, x][x y, B(w, w)] \\
& 2 x[z, x][w, B(y, w)]=-x[z, x][y, B(w, w)]
\end{aligned}
$$

Multiply (14) by 2 and apply the above identities. The relation which we obtain can be written in the form

$$
\begin{aligned}
2[z, x] & B(x, w) y w-2[z, x] y B(x, w) w-[B(x, x), z] y w^{2} \\
& +[B(x, x), z] w y w+2 x[z, x] B(w, w) y-2 x[z, x] y B(w, w) \\
& +2 x[B(w, z), x] y w-2 x[B(w, z), x] w y-[z, x] x y B(w, w) \\
& +[z, x] B(w, w) x y \\
= & -x[z, x] y B(w, w)+x[z, x] B(w, w) y+2[z, x] B(x w, w) y \\
& -2[z, x] y B(x w, w)+2[z, x][w, B(x, w)] y \\
& +2[B(x w, z), x] y w-2[B(x w, z), x] w y .
\end{aligned}
$$

That is,

$$
\begin{align*}
& {[z, x] y f_{1}(x, w)+\left[x^{2}, z\right] y q(w)+[z, B(x, x)] y w^{2}}  \tag{15}\\
& \quad+f_{2}(x, z, w) y w+f_{3}(x, z, w) y=0 \text { for all } x, y, z, w \in R
\end{align*}
$$

where

$$
\begin{aligned}
& f_{1}(x, w)=2 B(x w, w)-2 B(x, w) w \\
& f_{2}(x, z, w)= 2[z, x] B(x, w)+[B(x, x), z] w \\
&+2 x[B(w, z), x]-2[B(x w, z), x] \\
& f_{3}(x, z, w)= x[z, x] B(w, w)-2 x[B(w, z), x] w \\
&+[z, x] B(w, w) x-2[z, x] B(x w, w) \\
&-2[z, x][w, B(x, w)]+2[B(x w, z), x] w .
\end{aligned}
$$

Replacing $y$ by $y[z, x] u$ in (15) we obtain

$$
\begin{aligned}
& -[z, x] y[z, x] u f_{1}(x, w) \\
& \quad=\left[x^{2}, z\right] y[z, x] u q(w)+[z, B(x, x)] y[z, x] u w^{2} \\
& \quad+f_{2}(x, z, w) y[z, x] u w+f_{3}(x, z, w) y[z, x] u .
\end{aligned}
$$

On the other hand, again using (15), we get

$$
\begin{gathered}
-[z, x] y[z, x] u f_{1}(x, w)=[z, x] y\left(-[z, x] u f_{1}(x, w)\right) \\
=[z, x] y\left[x^{2}, z\right] u q(w)+[z, x] y[z, B(x, x)] u w^{2} \\
\quad+[z, x] y f_{2}(x, z, w) u w+[z, x] y f_{3}(x, z, w) u .
\end{gathered}
$$

Comparing the last two relations we arrive at

$$
\begin{align*}
& \left(\left[x^{2}, z\right] y[z, x]-[z, x] y\left[x^{2}, z\right]\right) u q(w)  \tag{16}\\
& \quad=g_{1}(x, y, z) u w^{2}+g_{2}(x, y, z, w) u w+g_{3}(x, y, z, w) u
\end{align*}
$$

where

$$
\begin{aligned}
& g_{1}(x, y, z)=[z, x] y[z, B(x, x)]-[z, B(x, x)] y[z, x] \\
& g_{2}(x, y, z, w)=[z, x] y f_{2}(x, z, w)-f_{2}(x, z, w) y[z, x] \\
& g_{3}(x, y, z, w)=[z, x] y f_{3}(x, z, w)-f_{3}(x, z, w) y[z, x]
\end{aligned}
$$

From Lemmas 1 and 2 it follows that we may pick $x, y, z \in R$ such that the element $a=\left[x^{2}, z\right] y[x, z]-[x, z] y\left[x^{2}, z\right]$ is not zero. We introduce the element $b$ and the mappings $F$ and of $R$ by $b=g_{1}(x, y, z)$, $F(w)=g_{2}(x, y, z, w), G(w)=g_{3}(x, y, z, w)$. Observe that $F$ is an additive mapping. By (16) we have

$$
\begin{equation*}
a u q(w)=b u w^{2}+F(w) u w+G(w) u \quad \text { for all } u, w \in R \tag{17}
\end{equation*}
$$

Replacing $u$ by $z a u$ in (17) we get $\operatorname{azauq}(w)=b z a u w^{2}+F(w) z a u w+$ $G(w) z a u$. On the other hand (17) yields

$$
\operatorname{azauq}(w)=a z(a u q(w))=a z b u w^{2}+a z F(w) u w+a z G(w) u
$$

Comparing the last two relations one obtains

$$
\begin{align*}
& (b z a-a z b) u w^{2}+(F(w) z a-a z F(w)) u w  \tag{18}\\
& \quad+(G(w) z a-a z G(w)) u=0 \text { for all } z, w, u \in R
\end{align*}
$$

Replace $u$ by $u x$ in (18) and compare this relation by the relation which we obtain by multiplying (18) from the right by $x$. Then we get

$$
\begin{align*}
& (b z a-a z b) u\left[w^{2}, x\right]+(F(w) z a-a z F(w)) u[w, x]=0  \tag{19}\\
& \quad \text { for all } x, z, w, u \in R .
\end{align*}
$$

Substituting $u[w, x] y$ for $u$ in (19) we obtain

$$
\begin{aligned}
& (b z a-a z b) u[w, x] y\left[w^{2}, x\right] \\
& \quad+(F(w) z a-a z F(w)) u[w, x] y[w, x]=0
\end{aligned}
$$

By (19), the second term in this relation is also equal to

$$
-(b z a-a z b) u\left[w^{2}, x\right] y[w, x] .
$$

Hence

$$
\begin{align*}
& (b z a-a z b) R\left([w, x] y\left[w^{2}, x\right]-\left[w^{2}, x\right] y[w, x]\right)=0  \tag{20}\\
& \text { for all } z, w, x, y \in R .
\end{align*}
$$

As we have pointed out above, there exist $w, x, y \in R$ such that

$$
[w, x] y\left[w^{2}, x\right] \neq[w, x] y\left[w^{2}, x\right] .
$$

Therefore (20) implies that $b z a=a z b$ for all $z \in R$. Since $a \neq 0$ Lemma 2 tells us that $b=\lambda a$ for some $\lambda \in C$.

Now, (19) reduces to

$$
(F(w) z a-a z F(w)) R[w, x]=0 \text { for all } w, x, z \in R
$$

Hence, for any $w \in R$ we have either $w \in Z$ or $F(w) z a=a z F(w)$ for all $z \in R$. The mapping $F$ is additive and so the set of all elements $w$ satisfying the last relation is an additive subgroup of $R$. But a group cannot be the union of two proper subgroups. By assumption, $R$ is noncommutative hence $F(w) z a=a z F(w)$ for all $w, z \in R$. Lemma 2 implies that for any $w \in R$ there exists $\mu(w) \in C$ such that $F(w)=\mu(w) a$. Since $F$ is additive it follows that $(\mu(w+u)-\mu(w)-\mu(u)) a=0$ for all $w, u \in R$; consequently $\mu$ is additive.

We have showed that the first two terms in (18) are equal to zero, so it follows that $G(w) z a=a z G(w)$ for all $w, z \in R$. Hence, for every $w \in R$ we have $G(w)=\nu(w) a$ for some $\nu(w)$ in $C$.

Applying the last statements in (17) we obtain

$$
a u\left(q(w)-\lambda w^{2}-\mu(w) w-\nu(w)\right)=0 \quad \text { for all } u, w, \in R
$$

Since $a \neq 0$ we are forced to conclude that $q(w)=\lambda w^{2}+\mu(w) w+\nu(w)$ holds for all $w \in R$. The proof of the theorem is complete.
Proof of Theorem 2. Taking $\theta^{-1}(y), y \in A^{\prime}$, for $x$ in $\left[\theta(x), \theta\left(x^{2}\right)\right]=0$, it follows that

$$
\begin{equation*}
\left[y, \theta\left(\theta^{-1}(y)^{2}\right)\right]=0 \quad \text { for all } y \in A^{\prime} \tag{1}
\end{equation*}
$$

That is, the mapping $q(y)=\theta\left(\theta^{-1}(y)^{2}\right)$ is commuting. Since $q$ is a trace of a biadditive mapping $B: A^{\prime} \times A^{\prime} \rightarrow A^{\prime}, B(y, z)=\theta\left(\theta^{-1}(y) \theta^{-1}(z)\right)$, all the requirements of Theorem 1 are fulfilled. By assumption, the extended centroid of $A^{\prime}$ is equal to $F 1^{\prime}$ where $1^{\prime}$ is the unit element of $A^{\prime}$. Hence

$$
\begin{equation*}
\theta\left(\theta^{-1}(y)^{2}\right)=\lambda y^{2}+\mu_{1}(y) y+\nu_{1}(y) \text { for all } y \in A^{\prime} \tag{2}
\end{equation*}
$$

where $\lambda \in F 1^{\prime}, \mu_{1}$ is an additive mapping from $A^{\prime}$ to $F 1^{\prime}$, and $\nu_{1}$ is a mapping from $A^{\prime}$ to $F 1^{\prime}$.

Since the mapping $\theta$ is linear, $B$ is in fact a bilinear mapping. If one glances through the proof of Theorem 1 one notices that this implies that $\mu_{1}$ is linear.

We set $\mu=\mu_{1} \theta, \nu=\nu_{1} \theta$. Thus $\mu$ and $\nu$ are mappings of $A$ into $F 1^{\prime}$ and $\mu$ is linear. Note that the relation (2) can be written in the form

$$
\begin{equation*}
\theta\left(x^{2}\right)=\lambda \theta(x)^{2}+\mu(x) \theta(x)+\nu(x) \quad \text { for all } x \in A \tag{3}
\end{equation*}
$$

In order to show that $\lambda \neq 0$ we first prove that $\theta$ maps $F 1$ onto $F 1^{\prime}$. Since $\theta$ is linear it suffices to show that the element $\theta(1)$ lies in $F 1^{\prime}$. Replacing $x$ by $x+1$ in $\left[\theta\left(x^{2}\right), \theta(x)\right]=0$ we obtain

$$
\left[\theta\left(x^{2}\right)+2 \theta(x)+\theta(1), \theta(x)+\theta(1)\right]=0 .
$$

Since $\left[\theta\left(x^{2}\right), \theta(x)\right]=0$ this relation reduces to $\left[\theta\left(x^{2}+x\right), \theta(1)\right]=0$ where $x$ is an arbitrary element in $A$. Taking $x+1$ for $x$ in this relation we arrive at $2[\theta(x), \theta(1)]=0$. Since $\theta$ is onto and since the characteristic of $A^{\prime}$ is not 2, this means that $\theta(1)$ lies in the center $F 1^{\prime}$ of $A^{\prime}$.

Suppose that $\lambda=0$. By (3) we then have $\theta\left(x^{2}\right)-\mu(x) \theta(x) \in F 1^{\prime}$ for every $x \in A$. Since $\mu$ maps into $F 1^{\prime}$ we may write $\mu(x)=g(x) 1^{\prime}$ where $g(x) \in F$; consequently $\theta\left(x^{2}-g(x) x\right) \in F 1^{\prime}$. But then $x^{2}-g(x) x \in F 1$, as we have showed. This contradicts the assumption that $A$ does not satisfy $S_{4}$ (Lemma 1). Thus $\lambda \neq 0$.

Define the mapping $\varphi: A \rightarrow A^{\prime}$ by

$$
\begin{equation*}
\varphi(x)=\lambda \theta(x)+\frac{1}{2} \mu(x) . \tag{4}
\end{equation*}
$$

Of course, $\varphi$ is a linear mapping. Our goal is to show that $\varphi$ is a Jordan homomorphism (i.e., $\varphi\left(x^{2}\right)=\varphi(x)^{2}$ for all $x \in A$ ). According to (3) and (4) we have

$$
\begin{aligned}
\varphi\left(x^{2}\right) & =\lambda \theta\left(x^{2}\right)+\frac{1}{2} \mu\left(x^{2}\right) \\
& =\lambda^{2} \theta(x)^{2}+\lambda \mu(x) \theta(x)+\lambda \nu(x)+\frac{1}{2} \mu\left(x^{2}\right)
\end{aligned}
$$

while

$$
\varphi(x)^{2}=\left(\lambda \theta(x)+\frac{1}{2} \mu(x)\right)^{2}=\lambda^{2} \theta(x)^{2}+\lambda \mu(x) \theta(x)+\frac{1}{4} \mu(x)^{2} .
$$

Comparing these two relations we get

$$
\begin{equation*}
\varphi\left(x^{2}\right)-\varphi(x)^{2} \in F 1^{\prime} \quad \text { for all } x \in A . \tag{5}
\end{equation*}
$$

Define the mapping $\varepsilon: A \times A \rightarrow A^{\prime}$ by

$$
\begin{equation*}
\varepsilon(x, y)=\varphi(x y+y x)-\varphi(x) \varphi(y)-\varphi(y) \varphi(x) . \tag{6}
\end{equation*}
$$

Clearly $\varepsilon$ is a symmetric bilinear mapping. Linearizing (5) we see that $\varepsilon$ in fact maps into $F 1^{\prime}$. Of course, $\varphi$ is a Jordan homomorphism if and only if $\varepsilon(x, y)=0$ for all $x, y \in A$.

Pick $x, y \in A$ and consider $W=\varphi(x(x y+y x)+(x y+y x) x)$. By (6) we have

$$
\begin{aligned}
W= & \varphi(x) \varphi(x y+y x)+\varphi(x y+y x) \varphi(x)+\varepsilon(x, x y+y x) \\
= & \varphi(x)\{\varphi(x) \varphi(y)+\varphi(y) \varphi(x)+\varepsilon(x, y)\} \\
& +\{\varphi(x) \varphi(y)+\varphi(y) \varphi(x)+\varepsilon(x, y)\} \varphi(x)+\varepsilon(x, x y+y x) \\
= & \varphi(x)^{2} \varphi(y)+2 \varphi(x) \varphi(y) \varphi(x)+\varphi(y) \varphi(x)^{2} \\
& +2 \varepsilon(x, y) \varphi(x)+\varepsilon(x, x y+y x) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
W= & 2 \varphi(x y x)+\varphi\left(x^{2} y+y x^{2}\right) \\
= & 2 \varphi(x y x)+\varphi\left(x^{2}\right) \varphi(y)+\varphi(y) \varphi\left(x^{2}\right)+\varepsilon\left(x^{2}, y\right) \\
= & 2 \varphi(x y x)+\left\{\varphi(x)^{2}+\frac{1}{2} \varepsilon(x, x)\right\} \varphi(y) \\
& +\varphi(y)\left\{\varphi(x)^{2}+\frac{1}{2} \varepsilon(x, x)\right\}+\varepsilon\left(x^{2}, y\right) \\
= & 2 \varphi(x y x)+\varphi(x)^{2} \varphi(y)+\varphi(y) \varphi(x)^{2} \\
& +\varepsilon(x, x) \varphi(y)+\varepsilon\left(x^{2}, y\right) .
\end{aligned}
$$

Comparing the two expressions so obtained for $W$, we get

$$
\begin{align*}
\varphi(x y x)= & \varphi(x) \varphi(y) \varphi(x)+\varepsilon(x, y) \varphi(x)-\frac{1}{2} \varepsilon(x, x) \varphi(y) \\
& +\frac{1}{2} \varepsilon(x, x y+y x)-\frac{1}{2} \varepsilon\left(x^{2}, y\right) . \tag{7}
\end{align*}
$$

A linearization of (7) gives

$$
\begin{align*}
\varphi(x y z+z y x)= & \varphi(x) \varphi(y) \varphi(z)+\varphi(z) \varphi(y) \varphi(x) \\
& +\varepsilon(x, y) \varphi(z)+\varepsilon(z, y) \varphi(x) \\
& -\varepsilon(x, z) \varphi(y)+\frac{1}{2} \varepsilon(x, z y+y z)  \tag{8}\\
& +\frac{1}{2} \varepsilon(z, x y+y x)-\frac{1}{2} \varepsilon(x z+z x, y) .
\end{align*}
$$

Consider $U=\varphi\left(x y x^{2}+x^{2} y x\right)$. Using (8) we obtain

$$
\begin{aligned}
U= & \varphi(x) \varphi(y) \varphi\left(x^{2}\right)+\varphi\left(x^{2}\right) \varphi(y) \varphi(x)+\varepsilon(x, y) \varphi\left(x^{2}\right) \\
& +\varepsilon\left(x^{2}, y\right) \varphi(x)-\varepsilon\left(x, x^{2}\right) \varphi(y)+\frac{1}{2} \varepsilon\left(x, x^{2} y+y x^{2}\right) \\
& +\frac{1}{2} \varepsilon\left(x^{2}, x y+y x\right)-\varepsilon\left(x^{3}, y\right)
\end{aligned}
$$

Since $\varphi\left(x^{2}\right)=\varphi(x)^{2}+\frac{1}{2} \varepsilon(x, x)$ it follows that

$$
\begin{aligned}
U= & \varphi(x) \varphi(y) \varphi(x)^{2}+\varphi(x)^{2} \varphi(y) \varphi(x)+\frac{1}{2} \varepsilon(x, x) \varphi(x) \varphi(y) \\
& +\frac{1}{2} \varepsilon(x, x) \varphi(y) \varphi(x)+\varepsilon(x, y) \varphi(x)^{2}+\varepsilon\left(x^{2}, y\right) \varphi(x) \\
& -\varepsilon\left(x, x^{2}\right) \varphi(y)+\frac{1}{2} \varepsilon(x, y) \varepsilon(x, x)+\frac{1}{2} \varepsilon\left(x, x^{2} y+y x^{2}\right) \\
& +\frac{1}{2} \varepsilon\left(x^{2}, x y+y x\right)-\varepsilon\left(x^{3}, y\right) .
\end{aligned}
$$

On the other hand, applying (6) and (7) we obtain

$$
\begin{aligned}
U= & \varphi((x y x) x+x(x y x)) \\
= & \varphi(x y x) \varphi(x)+\varphi(x) \varphi(x y x)+\varepsilon(x y x, x) \\
= & \varphi(x) \varphi(y) \varphi(x)^{2}+\varphi(x)^{2} \varphi(y) \varphi(x)+2 \varepsilon(x, y) \varphi(x)^{2} \\
& -\frac{1}{2} \varepsilon(x, x) \varphi(y) \varphi(x)-\frac{1}{2} \varepsilon(x, x) \varphi(x) \varphi(y) \\
& +\varepsilon(x, x y+y x) \varphi(x)-\varepsilon\left(x^{2}, y\right) \varphi(x)+\varepsilon(x y x, x) .
\end{aligned}
$$

Comparing the two expressions so obtained for $U$, we see that

$$
\begin{align*}
\varepsilon(x, & x) \varphi(x) \varphi(y)+\varepsilon(x, x) \varphi(y) \varphi(x)-\varepsilon(x, y) \varphi(x)^{2} \\
& -\varepsilon\left(x, x^{2}\right) \varphi(y)+\left(2 \varepsilon\left(x^{2}, y\right)-\varepsilon(x, x y+y x)\right) \varphi(x) \in F 1^{\prime} \tag{9}
\end{align*}
$$

In particular, if $x=y$, then we have

$$
\begin{equation*}
\varepsilon(x, x) \varphi(x)^{2}-\varepsilon\left(x, x^{2}\right) \varphi(x) \in F 1^{\prime} \quad \text { for all } x \in A \tag{10}
\end{equation*}
$$

Consequently

$$
\begin{equation*}
\varepsilon(x, x)\left[\left[\varphi(x)^{2}, u\right],[\varphi(x), u]\right]=0 \quad \text { for all } x \in A, u \in A^{\prime} \tag{11}
\end{equation*}
$$

Suppose that $x \in A$ does not satisfy the condition

$$
\begin{equation*}
\left[\left[\varphi(x)^{2}, u\right],[\varphi(x), u]\right]=0 \quad \text { for all } u \in A^{\prime} \tag{12}
\end{equation*}
$$

By (11) we see that in this case $\varepsilon(x, x)=0$. But then also $\varepsilon\left(x, x^{2}\right)=0$ otherwise $\varphi(x) \in F 1^{\prime}$ by (10) and so $x$ certainly satisfies (12). Therefore (9) yields

$$
-\varepsilon(x, y) \varphi(x)^{2}+\left(2 \varepsilon\left(x^{2}, y\right)-\varepsilon(x, x y+y x)\right) \varphi(x) \in F 1^{\prime} \quad \text { for all } y \in A
$$

Since $x$ does not satisfy (12), the above relation implies that $\varepsilon(x, y)=0$ for all $y \in A$.

Thus we have proved that given $x \in A$, either $\varepsilon(x, y)=0$ for all $y \in A$ or $x$ satisfies (12). Suppose that $\varphi$ is not a Jordan homomorphism, i.e., $\varepsilon(x, y) \neq 0$ for some $x, y \in A$. Suppose further that there is $z \in A$ which does not satisfy (12). We have showed that in this case $\varepsilon(z, y)=0$. Since $\varepsilon(x, y) \neq 0$ we then also have $\varepsilon(x+\alpha z, y) \neq 0$ for every $\alpha \in F$. Hence the elements $x+\alpha z$ satisfy (12). By assumption we may choose $u \in A$ such that

$$
t=\left[\left[\varphi(z)^{2}, u\right],[\varphi(z), u]\right] \neq 0
$$

Since the elements $x$ and $x+\alpha z, \alpha \in F$, satisfy (12) it follows that $\alpha r+$ $\alpha^{2} s+\alpha^{3} t=0$ for all $\alpha \in F$, where

$$
\begin{aligned}
r= & {\left[\left[\varphi(x)^{2}, u\right],[\varphi(z), u]\right] } \\
& +[[\varphi(x) \varphi(z)+\varphi(z) \varphi(x), u],[\varphi(x), u]]
\end{aligned}
$$

and

$$
\begin{aligned}
s= & {[[\varphi(x) \varphi(z)+\varphi(z) \varphi(x), u],[\varphi(z), u]] } \\
& +\left[\left[\varphi(z)^{2}, u\right],[\varphi(x), u]\right] .
\end{aligned}
$$

Replacing $\alpha$ by $-\alpha$ it follows at once that $\alpha r+\alpha^{3} t=0, \alpha \in F$; that is, $r=-\alpha^{2} t$ for any nonzero $\alpha \in F$. Since $F \neq G F(3)$ this clearly contradicts the assumption that $t \neq 0$.

Thus either $\varphi$ is a Jordan homomorphism or (12) holds for all $x \in A$. Using (4) and the fact that $\lambda \neq 0$, we see that (12) can be rewritten in the form $\left[\left[\theta(x)^{2}, u\right],[\theta(x), u]\right]=0$ for all $u \in A^{\prime}$. Since $\theta$ is onto it follows from Lemma 1 that this relation cannot be fulfilled for all $x$ in $A$. Hence $\varphi$ is a Jordan homomorphism.

Assume that $\varphi(x)=0$ for some nonzero $x \in A$. By (4) we see that in this case $\theta(x) \in F 1^{\prime}$. At the beginning of the proof we have shown that this yields $x \in F 1$. But then, since $\varphi$ is linear, we must have $\varphi(1)=0$. Since $\varphi$ is a Jordan homomorphism this relation implies that

$$
2 \varphi(y)=\varphi(1 y+y 1)=\varphi(1) \varphi(y)+\varphi(y) \varphi(1)=0
$$

for all $y \in A$. Thus $\varphi=0$. From (4) it follows that $\theta$ maps $A$ into $F 1^{\prime}$. However, $\theta$ is onto, so we may conclude that $\varphi$ is one-to-one.

Let us write $\lambda^{-1}$ as $c 1^{\prime}$ where $c \in F$. From (4) it follows that $\theta(x)=$ $c \varphi(x)+f(x)$ where $f(x)=-\frac{1}{2} c \mu(x)$. Also, $f(x)$ can be written in the form $h(x) 1^{\prime}, h(x) \in F$. We have proved that $\theta$ maps $F 1$ into $F 1^{\prime}$. In particular, $\varphi(1)=a 1^{\prime}$ for some nonzero $a \in F$. Hence the relation $\theta(x)=c \varphi(x)+h(x) 1^{\prime}$ can be written as $\theta(x)=\varphi\left(c x+h(x) a^{-1} 1\right)$. Consequently $\varphi$ is onto. A wellknown Herstein's theorem then tells us that $\varphi$ is either a homomorphism or an antihomomorphism [13]. The proof of the theorem is thereby completed.
Proof of Theorem 3. Of course, a Lie isomorphism $\theta$ satisfies $\left[\theta\left(x^{2}\right), \theta(x)\right]=0$ for all $x \in R$. First we argue as in the proof of Theorem 2. Observing that $\left[y, \theta\left(\theta^{-1}(y)^{2}\right)\right]=0$ for all $y \in R^{\prime}$ and then applying Theorem 1 , one shows that

$$
\begin{equation*}
\theta\left(x^{2}\right)=\lambda \theta(x)^{2}+\mu(x) \theta(x)+\nu(x) \quad \text { for all } x \in R \tag{1}
\end{equation*}
$$

where $\lambda$ is an element in the extended centroid $C^{\prime}$ of $R^{\prime}, \mu$ and $\nu$ are mappings of $R$ into $C^{\prime}$, and $\mu$ is additive.

Suppose that $\lambda=0$. By (1) we then have $\theta\left(x^{2}\right)-\mu(x) \theta(x) \in C^{\prime}$, and therefore

$$
\begin{aligned}
\theta\left(\left[\left[x^{2}, y\right],[x, y]\right]\right) & =\left[\left[\theta\left(x^{2}\right), \theta(y)\right],[\theta(x), \theta(y)]\right] \\
& =\mu(x)[[\theta(x), \theta(y)],[\theta(x), \theta(y)]] \\
& =0
\end{aligned}
$$

for all $x, y \in R$. Consequently $\left[\left[x^{2}, y\right],[x, y]\right]=0$ for all $x, y \in R$, which contradicts Lemma 1. This means that $\lambda \neq 0$.

Define the mapping $\varphi$ of $R$ into the central closure of $R^{\prime}$ by

$$
\begin{equation*}
\varphi(x)=\lambda \theta(x)+\frac{1}{2} \mu(x), \quad x \in R, \tag{2}
\end{equation*}
$$

and, as in the proof of Theorem 2, note that

$$
\begin{equation*}
\varphi\left(x^{2}\right)-\varphi(x)^{2} \in C^{\prime} \quad \text { for all } x \in R \tag{3}
\end{equation*}
$$

Linearizing (3) we obtain

$$
\begin{equation*}
\varphi(x y+y x)-\varphi(x) \varphi(y)-\varphi(y) \varphi(x) \in C^{\prime} \quad \text { for all } x, y \in R . \tag{4}
\end{equation*}
$$

By (2) we have

$$
\begin{aligned}
\varphi([x, y]) & =\lambda \theta([x, y])+\frac{1}{2} \mu([x, y]) \\
& =\lambda[\theta(x), \theta(y)]+\frac{1}{2} \mu([x, y]) \\
& =\lambda^{-1}\left[\lambda \theta(x)+\frac{1}{2} \mu(x), \lambda \theta(y)+\frac{1}{2} \mu(y)\right]+\frac{1}{2} \mu([x, y]) \\
& =\lambda^{-1}[\varphi(x), \varphi(y)]+\frac{1}{2} \mu([x, y]) .
\end{aligned}
$$

Thus

$$
\begin{equation*}
\varphi([x, y])-\lambda^{-1}[\varphi(x), \varphi(y)] \in C^{\prime} \quad \text { for all } x, y \in R . \tag{5}
\end{equation*}
$$

Note that (4) and (5) yield

$$
2 \varphi(x y)-\left(1+\lambda^{-1}\right) \varphi(x) \varphi(y)-\left(1-\lambda^{-1}\right) \varphi(y) \varphi(x) \in C^{\prime} \quad \text { for all } x, y \in R .
$$

That is, the mapping

$$
\eta(x, y)=\varphi(x y)-\frac{1}{2}\left(1+\lambda^{-1}\right) \varphi(x) \varphi(y)-\frac{1}{2}\left(1-\lambda^{-1}\right) \varphi(y) \varphi(x)
$$

maps from $R \times R$ into $C^{\prime}$. Denote $\frac{1}{2}\left(1+\lambda^{-1}\right)$ by $\alpha$. Thus we have

$$
\begin{equation*}
\varphi(x y)=\alpha \varphi(x) \varphi(y)+(1-\alpha) \varphi(y) \varphi(x)+\eta(x, y) . \tag{6}
\end{equation*}
$$

We want to show that $\eta(x, y)=0$ for all $x, y \in R$, and that either $\alpha=0$ or $\alpha=1$.

According to (6) we have

$$
\begin{aligned}
\varphi(x y z)= & \varphi(x(y z)) \\
= & \alpha \varphi(x) \varphi(y z)+(1-\alpha) \varphi(y z) \varphi(x)+\eta(x, y z) \\
= & \alpha \varphi(x)\{\alpha \varphi(y) \varphi(z)+(1-\alpha) \varphi(z) \varphi(y)+\eta(y, z)\} \\
& +(1-\alpha)\{\alpha \varphi(y) \varphi(z)+(1-\alpha) \varphi(z) \varphi(y)+\eta(y, z)\} \varphi(x) \\
& +\eta(x, y z) \\
= & \alpha^{2} \varphi(x) \varphi(y) \varphi(z)+\alpha(1-\alpha) \varphi(x) \varphi(z) \varphi(y) \\
& +\alpha(1-\alpha) \varphi(y) \varphi(z) \varphi(x)+(1-\alpha)^{2} \varphi(z) \varphi(y) \varphi(x) \\
& +\eta(y, z) \varphi(x)+\eta(x, y z)
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\varphi(x y z)= & \varphi((x y) z) \\
= & \alpha \varphi(x y) \varphi(z)+(1-\alpha) \varphi(z) \varphi(x y)+\eta(x y, z) \\
= & \alpha^{2} \varphi(x) \varphi(y) \varphi(z)+\alpha(1-\alpha) \varphi(y) \varphi(x) \varphi(z) \\
& +\alpha(1-\alpha) \varphi(z) \varphi(x) \varphi(y)+(1-\alpha)^{2} \varphi(z) \varphi(y) \varphi(x) \\
& +\eta(x, y) \varphi(z)+\eta(x y, z)
\end{aligned}
$$

Comparing the two expressions thus obtained for $\varphi(x y z)$, we then get

$$
\begin{align*}
& \alpha(1-\alpha)[\varphi(y),[\varphi(z), \varphi(x)]]  \tag{7}\\
& \quad+\eta(y, z) \varphi(x)-\eta(x, y) \varphi(z) \in C^{\prime} \quad \text { for all } x, y, z, \in R .
\end{align*}
$$

Substituting $x^{2}$ for $z$ in (7) and using (3) we obtain $\eta\left(y, x^{2}\right) \varphi(x)-\eta(x, y) \varphi(x)^{2}$ $\in C^{\prime}$ for all $x, y \in R$. By (2) this relation can be written in the form

$$
\begin{array}{r}
-\lambda^{2} \eta(x, y) \theta(x)^{2}+\left(\lambda \eta\left(y, x^{2}\right)-\lambda \mu(x) \eta(x, y)\right) \theta(x) \in C^{\prime}  \tag{8}\\
\text { for all } x, y \in R .
\end{array}
$$

Since $\theta$ is onto there exists $a \in R$ such that $\theta(a)$ is not an algebraic element of degree at most 2 over $C$ (Lemma 1). We have proved that $\lambda \neq 0$. Therefore, taking $a$ for $x$ in (8), we see that $\eta(a, y)=0$ for all $y \in R$. Thus (7) gives

$$
\begin{equation*}
\alpha(1-\alpha)[\varphi(y),[\varphi(z), \varphi(a)]]+\eta(y, z) \varphi(a) \in C^{\prime} \quad \text { for all } y, z \in R \tag{9}
\end{equation*}
$$

Our immediate goal is to prove that $\alpha=0$ or $\alpha=1$. Suppose this is not true. Then $\alpha(1-\alpha) \neq 0$, so it follows from (9) that $[\varphi(a),[\varphi(y),[\varphi(z), \varphi(a)]]]=0$ for all $y, z \in R$. By (2) this relation can be written as

$$
\lambda^{4}[\theta(a),[\theta(y),[\theta(z), \theta(a)]]]=0
$$

for all $y, z \in R$. Since $\lambda \neq 0$ and $\theta$ is a Lie isomorphism, it follows that $[a,[y,[z, a]]]=0$ for all $y, z \in R$. This relation can be written in the form

$$
\begin{equation*}
[[a, y],[z, a]]=[[a,[z, a]], y] \quad \text { for all } y, z \in R \tag{10}
\end{equation*}
$$

The element $a$ does not lie in the center $Z$ of $R$-otherwise $\theta(a)$ would lie in the center of $R^{\prime}$, contrary to the assumption. In other words, the mapping $g(y)=[a, y]$ is a nonzero derivation of $R$. By Lemma 3 there is $z \in R$ such that $[z, a] \notin Z$. Thus the mapping $d(y)=[y,[z, a]]$ is a nonzero derivation of $R$. But from (10) we see that the composition $d g$ is also a derivation, which is impossible by Lemma 4. This contradiction tells us that either $\alpha=0$ or $\alpha=1$.

In any case, $\alpha(1-\alpha)=0$. Hence (9) yields $\eta(y, z) \varphi(a) \in C^{\prime}$ for all $y, z \in R$; that is, $\lambda \eta(y, z) \theta(a) \in C^{\prime}$, and, therefore, $\lambda \eta(y, z)[\theta(a), u]=0$ for all $y, z \in R, u \in R^{\prime}$. Since $\lambda \neq 0$ and $\theta(a) \notin Z^{\prime}$ it follows that $\eta(y, z)=0$ for all $y, z \in R$.

Suppose that $\alpha=0$. Then it follows by (6) that $\varphi$ is an antihomomorphism. Recall that $\alpha=\frac{1}{2}\left(1+\lambda^{-1}\right)$; thus $\lambda=-1$. Set $\tau(x)=\frac{1}{2} \mu(x)$. From (2) we see that $\theta(x)=-\varphi(x)+\tau(x)$. Clearly, this relation implies $\tau([x, y])=0$ for all $x, y \in R$. Analogously we see that if $\alpha=1$ then $\varphi$ is a homomorphism, $\lambda=1$, and $\theta(x)=\varphi(x)+\tau(x)$ where $\tau(x)=-\frac{1}{2} \mu(x)$; of course, $\tau$ sends commutators to zero.

Finally, let us show that $\varphi$ is one-to-one. If $\varphi(a)=0$ for some $a \in R$, then $\theta(a)$ lies in $C^{\prime}$ and so $a \in Z$. Of course, the kernel of $\varphi$ is an ideal of $R$. However, it is easy to see that a noncommutative prime ring does not contain any nonzero central ideal. The proof of the theorem is thus completed.
Proof of Corollary 1. Given $x, z \in A$, we have

$$
\left[\left[\theta\left(x^{2}\right), \theta(x)\right], \theta(z)\right]=\theta\left(\left[\left[x^{2}, x\right], z\right]\right)=0
$$

Since $\theta$ is onto this means that for any $x$ in $A$ the element $\left[\theta\left(x^{2}\right), \theta(x)\right]$ lies in the center of $Z^{\prime}$ of $A^{\prime}$. That is, $\left[\theta\left(\theta^{-1}(y)^{2}\right), y\right] \in Z^{\prime}$ for all $y \in A^{\prime}$. In other words, the mapping $q(y)=\theta\left(\theta^{-1}(y)^{2}\right)$ is centralizing. Of course, $q$ is a trace of a biadditive mapping. But in [7] we proved that in certain rings, in particular, prime rings of characteristic different from 2 and 3 , every centralizing trace of a biadditive mapping is commuting. Thus $\left[\theta\left(\theta^{-1}(y)^{2}\right), y\right]=0$ for all $y \in A^{\prime}$, i.e., $\left[\theta\left(x^{2}\right), \theta(x)\right]=0$ for all $x \in A$. By Theorem $2, \theta$ is of the form $\theta(x)=c \varphi(x)+f(x), x \in A$. Thus Corollary 1 will be proved by showing that $c=1$ or $c=-1$.

On the one hand we have

$$
\theta([[x, y], z])=[[\theta(x), \theta(y)], \theta(z)]=c^{3}[[\varphi(x), \varphi(y)], \varphi(z)]
$$

On the other hand,

$$
\begin{aligned}
\theta([[x, y], z]) & =c \varphi([[x, y], z])+f([[x, y], z]) \\
& =c[[\varphi(x), \varphi(y)], \varphi(z)]+f([[x, y], z])
\end{aligned}
$$

Comparing the last two relations we obtain

$$
\begin{equation*}
\left(c^{3}-c\right)[[\varphi(x), \varphi(y)], \varphi(z)]=f([[x, y], z]) \in Z^{\prime} \tag{1}
\end{equation*}
$$

Take $x^{\prime} \in A^{\prime}$ such that $x^{\prime} \notin Z^{\prime}$. By Lemma 3 there is $y^{\prime} \in A^{\prime}$ such that $\left[x^{\prime}, y^{\prime}\right] \notin Z^{\prime}$. Hence, again according to Lemma 3, there is $z^{\prime} \in A^{\prime}$ satisfying $\left[\left[x^{\prime}, y^{\prime}\right], z^{\prime}\right] \notin Z^{\prime}$. But then, since $\varphi$ is onto, it follows from (1) that $c^{3}=c$. Theorem 2 asserts that $c \neq 0$; thus $c=1$ or $c=-1$. The proof is complete.

Proof of Theorem 4. By assumption, the mapping $x \mapsto d\left(x^{2}\right)-d(x) x-x d(x)$ is commuting. Obviously, this mapping is a trace of a biadditive mapping. Therefore it follows from Theorem 1 that

$$
\begin{equation*}
d\left(x^{2}\right)-d(x) x-x d(x)=\lambda x^{2}+\mu(x) x+\nu(x), \quad x \in R \tag{1}
\end{equation*}
$$

where $\lambda \in C, \mu, \nu$ are mappings from $R$ into $C$, and $\mu$ is additive.
We define $\delta$ by

$$
\begin{equation*}
\delta(x)=d(x)+\lambda x+\frac{1}{2} \mu(x), \quad x \in R . \tag{2}
\end{equation*}
$$

Our intention is to show that $\delta$ is a Jordan derivation (i.e., $\delta\left(x^{2}\right)=\delta(x) x+$ $x \delta(x), x \in R)$. By (2) and (1) we have

$$
\begin{aligned}
\delta\left(x^{2}\right) & =d\left(x^{2}\right)+\lambda x^{2}+\frac{1}{2} \mu\left(x^{2}\right) \\
& =d(x) x+x d(x)+2 \lambda x^{2}+\mu(x) x+\nu(x)+\frac{1}{2} \mu\left(x^{2}\right)
\end{aligned}
$$

whereas $\delta(x) x+x \delta(x)=d(x) x+x d(x)+2 \lambda x^{2}+\mu(x) x$. Hence

$$
\begin{equation*}
\delta\left(x^{2}\right)-\delta(x) x-x \delta(x) \in C \quad \text { for all } x \in R \tag{3}
\end{equation*}
$$

Linearizing (3) we see that

$$
\begin{array}{r}
\delta(x y+y x)=\delta(x) y+\delta(y) x+x \delta(y)+y \delta(x)+\rho(x, y)  \tag{4}\\
\text { for all } x, y \in R
\end{array}
$$

where $\rho$ is a symmetric biadditive mapping of $R \times R$ to $C$.
Consider $A=\delta(x(x y+y x)+(x y+y x) x)$. By (4) we have

$$
\begin{aligned}
A= & \delta(x)(x y+y x)+\delta(x y+y x) x \\
& +x \delta(x y+y x)+(x y+y x) \delta(x)+\rho(x, x y+y x) \\
= & 2 \delta(x) y x+2 x \delta(y) x+2 x y \delta(x)+\delta(x) x y+\delta(y) x^{2} \\
& +y \delta(x) x+x \delta(x) y+x^{2} \delta(y)+y x \delta(x) \\
& +2 \rho(x, y) x+\rho(x, x y+y x) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
A= & 2 \delta(x y x)+\delta\left(x^{2} y+y x^{2}\right) \\
= & 2 \delta(x y x)+\delta\left(x^{2}\right) y+\delta(y) x^{2} \\
& +x^{2} \delta(y)+y \delta\left(x^{2}\right)+\rho\left(x^{2}, y\right) \\
= & 2 \delta(x y x)+\delta(x) x y+x \delta(x) y+\delta(y) x^{2}+x^{2} \delta(y) \\
& +y \delta(x) x+y x \delta(x)+\rho(x, x) y+\rho\left(x^{2}, y\right)
\end{aligned}
$$

Comparing the two expressions so obtained for $A$, we get

$$
\begin{align*}
\delta(x y x)= & \delta(x) y x+x \delta(y) x+x y \delta(x)+\rho(x, y) x \\
& -\frac{1}{2} \rho(x, x) y+\frac{1}{2} \rho(x, x y+y x)-\frac{1}{2} \rho\left(x^{2}, y\right) . \tag{5}
\end{align*}
$$

A linearization of (5) gives

$$
\begin{align*}
\delta(x y z+z y x)= & \delta(x) y z+x \delta(y) z+x y \delta(z)+\delta(z) y x \\
& +z \delta(y) x+z y \delta(x)+\rho(x, y) z+\rho(z, y) x \\
& -\rho(x, z) y+\frac{1}{2} \rho(x, z y+y z)  \tag{6}\\
& +\frac{1}{2} \rho(z, x y+y x)-\frac{1}{2} \rho(x z+z x, y) .
\end{align*}
$$

Let $B=\delta\left(x y x^{2}+x^{2} y x\right)$. Applying (6) we obtain

$$
\begin{aligned}
B= & \delta(x) y x^{2}+x \delta(y) x^{2}+x y \delta\left(x^{2}\right)+\delta\left(x^{2}\right) y x+x^{2} \delta(y) x \\
& +x^{2} y \delta(x)+\rho(x, y) x^{2}+\rho\left(x^{2}, y\right) x-\rho\left(x, x^{2}\right) y \\
& +\frac{1}{2} \rho\left(x, x^{2} y+y x^{2}\right)+\frac{1}{2} \rho\left(x^{2}, x y+y x\right)-\rho\left(x^{3}, y\right) \\
= & \delta(x) y x^{2}+x \delta(y) x^{2}+x y \delta(x) x+x y x \delta(x)+\frac{1}{2} \rho(x, x) x y \\
& +\delta(x) x y x+x \delta(x) y x+\frac{1}{2} \rho(x, x) y x+x^{2} \delta(y) x+x^{2} y \delta(x) \\
& +\rho(x, y) x^{2}+\rho\left(x^{2}, y\right) x-\rho\left(x, x^{2}\right) y+\frac{1}{2} \rho\left(x, x^{2} y+y x^{2}\right) \\
& +\frac{1}{2} \rho\left(x^{2}, x y+y x\right)-\rho\left(x^{3}, y\right) .
\end{aligned}
$$

On the other hand, using (4) and (5) we see that

$$
\begin{aligned}
B= & \delta((x y x) x+x(x y x)) \\
= & \delta(x y x) x+\delta(x) x y x+x y x \delta(x)+x \delta(x y x)+\rho(x y x, x) \\
= & \delta(x) y x^{2}+x \delta(y) x^{2}+x y \delta(x) x+2 \rho(x, y) x^{2}-\frac{1}{2} \rho(x, x) y x \\
& +\left(\rho(x, x y+y x)-\rho\left(x^{2}, y\right)\right) x+\delta(x) x y x+x y x \delta(x) \\
& +x \delta(x) y x+x^{2} \delta(y) x+x^{2} y \delta(x)-\frac{1}{2} \rho(x, x) x y+\rho(x y x, x) .
\end{aligned}
$$

Comparing the last two relations we obtain

$$
\begin{align*}
& \rho(x, x) x y+\rho(x, x) y x-\rho(x, y) x^{2}-\rho\left(x, x^{2}\right) y \\
& \quad+\left(2 \rho\left(x^{2}, y\right)-\rho(x, x y+y x)\right) x \in C \quad \text { for all } x, y \in R \tag{7}
\end{align*}
$$

In particular, if $x=y$, then (7) gives

$$
\begin{equation*}
\rho(x, x) x^{2}-\rho\left(x, x^{2}\right) x \in C \quad \text { for all } x \in R . \tag{8}
\end{equation*}
$$

The relations (7) and (8) are similar to relations (9) and (10) in the proof of Theorem 2. We now argue as in the proof of Theorem 2. First, note that any $x \in R$ satisfies one of the following two conditions: either $\rho(x, y)=0$ for all $y \in R$ or $\left[\left[x^{2}, u\right],[x, u]\right]=0$ for all $u \in R$. Using the assumption that $R$ is of characteristic different from 2 and 3 , one shows (considering the elements $x+z, x-z$, and $x+2 z)$ that one of these two conditions is satisfied by all $x$ in $R$; according to Lemma 1 we are then forced to conclude that $\rho(x, y)=0$ for all $x, y \in R$. Hence $\delta$ is a Jordan derivation.

However, we must show that $\delta$ is a derivation. In [14] Herstein proved that if $R$ is a prime ring of characteristic not 2 then every Jordan derivation of $R$ into itself is a derivation. Unfortunately, we cannot directly apply this result since $\delta$ maps $R$ into its central closure. Anyway, using the same approach as in [8], where a brief proof of Herstein's result is presented, we show that in this more general case we may also conclude that $\delta$ is a derivation. We sketch the proof of this assertion. Theorem 3 in [9] states that every Jordan derivation, $\delta$, of a 2-torsion free ring $R$ satisfies

$$
\begin{equation*}
a^{b} r[a, b]+[a, b] r a^{b}=0 \quad \text { for all } a, b, r \in R \tag{9}
\end{equation*}
$$

where $a^{b}=\delta(a b)-\delta(a) b-a \delta(b)$. From the proof of this result we see that (9) also holds for Jordan derivations which map $R$ into a ring containing $R$. Now, let $R$ be prime and let $\delta$ map $R$ into its central closure. Replacing $r$ by $r[a, b] s$ in (9) we get $a^{b} r[a, b] s[a, b]+[a, b] r[a, b] s a^{b}=0$. But from
(9) we see that this relation can be written as $-2[a, b] r a^{b} s[a, b]=0$ (cf. [16, Lemma 3.10]). Since $R$ is prime of characteristic not 2, it follows that for any $a, b \in R$ we have either $a^{b}=0$ or $[a, b]=0$. Using the fact that a group cannot be the union of two proper subgroups it follows easily that either $a^{b}=0$ for all $a, b \in R$, i.e., $\delta$ is a derivation, or $R$ is commutative. However, by the definition of Jordan derivations we see that in the commutative case $\delta$ is trivially a derivation.

Finally, by (2) we have $d(x)=\gamma x+\delta(x)+\zeta(x)$ where $\gamma=-\lambda$ and $\zeta(x)=$ $-\frac{1}{2} \mu(x)$. The proof of the theorem is complete.
Proof of Corollary 2. For any $x, z \in R$ we have

$$
0=d\left(\left[\left[x^{2}, x\right], z\right]\right)=\left[\left[d\left(x^{2}\right), x\right], z\right]+\left[\left[x^{2}, d(x)\right], z\right]
$$

Since $\left[x^{2}, d(x)\right]=-[d(x) x+x d(x), x]$ we thus have

$$
\left[\left[d\left(x^{2}\right)-d(x) x-x d(x), x\right], z\right]=0 \quad \text { for all } x, z \in R
$$

By a result in [7] quoted earlier (see the proof of Corollary 1) it follows that $\left[d\left(x^{2}\right)-d(x) x-x d(x), x\right]=0$ for all $x \in R$. Therefore Theorem 4 can be applied. Thus $d(x)=\gamma x+\delta(x)+\zeta(x)$. The corollary will be proved by showing that $\gamma=0$. Since both $d$ and $\delta$ are Lie triple derivations it follows from the above relation that $2 \gamma[[x, y], z]=\zeta([[x, y], z]) \in C^{\prime}$. If $\gamma \neq 0$, then $2 \gamma$ is invertible and so the last relation implies that $[[x, y], z] \in Z$ for all $x, y, z \in R$. Using Lemma 3 twice we see that this is impossible. Thus $\gamma=0$ and the corollary is proved.
Proof of Theorem 5. We have $0=d\left(\left[x^{2}, x\right]\right)=\left[d\left(x^{2}\right), x\right]+\left[x^{2}, d(x)\right]$, and note that this relation can be written in the form

$$
\begin{equation*}
\left[d\left(x^{2}\right)-d(x) x-x d(x), x\right]=0 \quad \text { for all } x \in R \tag{1}
\end{equation*}
$$

As in the proof of Theorem 4 we see that (1) implies that there exist $\lambda \in C$, an additive mapping $\mu: R \rightarrow C$, and a mapping $\nu: R \rightarrow C$ such that

$$
\begin{equation*}
d\left(x^{2}\right)-d(x) x-x d(x)=\lambda x^{2}+\mu(x) x+\nu(x) \quad \text { for all } x \in R \tag{2}
\end{equation*}
$$

Define the mapping $\delta$ of $R$ into the central closure of $R$ by

$$
\begin{equation*}
\delta(x)=d(x)+\frac{1}{2} \mu(x), \quad x \in R . \tag{3}
\end{equation*}
$$

We want to show that $\delta$ is a derivation. (In the proof of Theorem 4 we defined the derivation $\delta$ by $\delta(x)=d(x)+\lambda x+\frac{1}{2} \mu(x)$-the reason for this distinction is that the element $\lambda$ is in fact equal to zero, as we shall see.)

By (2) and (3) it follows that

$$
\begin{aligned}
\delta\left(x^{2}\right) & =d\left(x^{2}\right)+\frac{1}{2} \mu\left(x^{2}\right) \\
& =d(x) x+x d(x)+\lambda x^{2}+\mu(x) x+\nu(x)+\frac{1}{2} \mu\left(x^{2}\right) \\
& =\delta(x) x+x \delta(x)+\lambda x^{2}+\nu(x)+\frac{1}{2} \mu\left(x^{2}\right)
\end{aligned}
$$

Thus $\delta\left(x^{2}\right)-\delta(x) x-x \delta(x)-\lambda x^{2} \in C$ for every $x$ in $R$. Linearizing this relation we obtain

$$
\begin{gather*}
\delta(x y+y x)-\delta(x) y-\delta(y) x-x \delta(y)-y \delta(x) \\
-\lambda(x y+y x) \in C \quad \text { for all } x, y \in R \tag{4}
\end{gather*}
$$

Next we have

$$
\begin{aligned}
\delta([x, y]) & =d([x, y])+\frac{1}{2} \mu([x, y]) \\
& =[d(x), y]+[x, d(y)]+\frac{1}{2} \mu([x, y]) \\
& =[\delta(x), y]+[x, \delta(y)]+\frac{1}{2} \mu([x, y]) .
\end{aligned}
$$

Thus

$$
\begin{equation*}
\delta([x, y])-[\delta(x), y]-[x, \delta(y)] \in C \quad \text { for all } x, y \in R \tag{5}
\end{equation*}
$$

Comparing (4) and (5) one obtains

$$
2 \delta(x y)-2 \delta(x) y-2 x \delta(y)-\lambda(x y+y x) \in C \quad \text { for all } x, y \in R
$$

and therefore

$$
\begin{equation*}
\delta(x y)=\delta(x) y+x \delta(y)+\beta(x y+y x)+\omega(x, y) \tag{6}
\end{equation*}
$$

where $\beta=\frac{1}{2} \lambda$ and $\omega$ is a biadditive mapping from $R \times R$ to $C$. In order to prove that $\delta$ is a derivation we will show that $\beta=0$ and $\omega=0$.

We will compute $\delta(x y z)$ in two ways. On the one hand, using (6) we see that

$$
\begin{aligned}
\delta(x y z)= & \delta(x(y z)) \\
= & \delta(x) y z+x \delta(y z)+\beta(x(y z)+(y z) x)+\omega(x, y z) \\
= & \delta(x) y z+x \delta(y) z+x y \delta(z)+\beta x(y z+z y) \\
& +\omega(y, z) x+\beta(x y z+y z x)+\omega(x, y z) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\delta(x y z)= & \delta((x y) z) \\
= & \delta(x y) z+x y \delta(z)+\beta((x y) z+z(x y))+\omega(x y, z) \\
= & \delta(x) y z+x \delta(y) z+\beta(x y+y x) z+\omega(x, y) z \\
& +x y \delta(z)+\beta(x y z+z x y)+\omega(x y, z) .
\end{aligned}
$$

Comparing we get

$$
\begin{equation*}
\beta[y,[z, x]]+\omega(y, z) x-\omega(x, y) z \in C \quad \text { for all } x, y, z \in R . \tag{7}
\end{equation*}
$$

This relation is analogous to the relation (7) in the proof of Theorem 3. Henceforth we argue as in the proof of Theorem 3, therefore we only sketch the rest of the proof. Taking $x^{2}$ for $z$ in (7) we find there exists $a \in R$, not algebraic over $C$ of degree at most 2 , such that $\omega(a, y)=0$ for all $y \in R$. Substituting $a$ for $x$ in (7) and applying Lemma 4, then one shows that $\beta=0$. Hence it follows easily that $\omega(y, z)=0$ for all $y, z \in R$. Consequently $\delta$ is a derivation.

Finally, define $\tau$ by $\tau(x)=-\frac{1}{2} \mu(x)$. Thus $d=\delta+\tau$ by (3). It is obvious that this relation implies that $\tau$ sends commutators into zero. The proof of the theorem is thereby completed.
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