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ON LOCALLY LINEARLY DEPENDENT OPERATORS
AND DERIVATIONS

MATEJ BREŠAR AND PETER ŠEMRL

Abstract. The first section of the paper deals with linear operators Ti :
U −→ V , i = 1, . . . , n, where U and V are vector spaces over an infinite field,
such that for every u ∈ U , the vectors T1u, . . . , Tnu are linearly dependent
modulo a fixed finite dimensional subspace of V . In the second section, outer
derivations of dense algebras of linear operators are discussed. The results
of the first two sections of the paper are applied in the last section, where
commuting pairs of continuous derivations d, g of a Banach algebra A such
that (dg)(x) is quasi–nilpotent for every x ∈ A are characterized.

1. Introduction

There are three different topics considered in this paper. The first two are
almost entirely algebraic. Nevertheless, they might appear rather unrelated; the
main reason why they are contained in the same paper is that they both are applied
to the third topic, concerning derivations of Banach algebras.

We begin by describing the background concerning the first topic, which is
treated in Section 2. Let X be a complex vector space, T be a linear operator
from X into X , and n be a positive integer. Then T is algebraic of degree less than
or equal to n if and only if for every x ∈ X the vectors x, Tx, . . . , T nx are linearly
dependent. Assume now that X is a Banach space and T a bounded operator.
Then T is algebraic if and only if for every x ∈ X there exists a positive integer
n (depending on x) such that x, Tx, . . . , T nx are linearly dependent. These two
statements on locally algebraic operators were proved by Kaplansky (see [8] and
[12, p.63]). The first one has been generalized by Amitsur and Aupetit. Amitsur [1]
considered linear operators T1, . . . , Tn : U → V . Here, U and V are vector spaces
over a field F . Let V0 be a finite dimensional subspace of V . Amitsur proved that
if T1u, . . . , Tnu are linearly dependent modulo V0 for every u ∈ U , then there exist
α1, . . . , αn ∈ F , not all zero, such that S = α1T1 + . . . + αnTn satisfies

dim SU ≤ dim V0 +
(

n + 1
2

)
− 1.(1)

Aupetit [2, p. 86] considered the special case that U and V are complex vector
spaces and V0 = {0}. He proved that in this special case S can be chosen so that

dim SU ≤ n− 1.(2)
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Comparing these two results, we see that the assumptions in Amitsur’s result are
much more general. However, the estimate (2) is sharp, while this is not true for
the inequality (1).

We will improve the result of Amitsur by obtaining a sharp estimate on rank of
S (Theorem 2.2). Our proof is considerably shorter and simpler than the proofs
given by Amitsur and Aupetit. The only disadvantage of our approach is that we
have to assume that F is an infinite field. In fact, all our proofs work also when F
is a finite but sufficiently large field.

The converse of this result does not hold true. Namely, it is easy to find linear
operators T1, . . . , Tn : U → V , u ∈ U , and α1, . . . , αn ∈ F not all zero such that
α1T1 + . . . + αnTn has rank one while T1u, . . . , Tnu are linearly independent. We
will be able to obtain a complete description of locally linearly dependent operators
in the case that n = 2 (Theorem 2.3) and n = 3 (Theorem 2.4). The problem of
finding a similar characterization for larger values of n seems to become extremely
difficult. As we shall see later, it is impossible to solve this problem without knowing
the description of all maximal subspaces of n×n matrices on which the determinant
vanishes. The classification of all such subspaces is complicated even in the case
that n = 4 and F is algebraically closed [6].

The assumption that X is a Banach space is indispensable in the second men-
tioned result of Kaplansky (consider, for instance, the linear operator f 7→ f ′ on
a vector space of polynomials – it is not algebraic; however, for every polynomial
f there is n such that f (n) = 0). Müller [9, Theorem 1] generalized the result of
Kaplansky by proving an analogue of the Amitsur–Aupetit result for a countable
family of locally linearly dependent bounded operators acting between two Banach
spaces. We will conclude Section 2 by giving a short proof of this result.

Let us recall some basic definitions needed in Section 3. Let X be a vector
space and L(X) be the algebra of all linear operators on X . A set S ⊂ L(X) is
said to be dense on X if for each finite linearly independent set {x1, . . . , xn} ⊂ X
and arbitrary set {y1, . . . , yn} ⊂ X there exists a linear operator S ∈ S such that
Sxi = yi, i = 1, . . . , n. Recall that a derivation of an algebra A is a linear map d
of A into itself satisfying d(ST ) = d(S)T + Sd(T ) for all S, T ∈ A. We say that a
derivation d of an algebra A ⊂ L(X) is inner if d(S) = [S, A] = SA−AS for some
A ∈ L(X) (we do not require that A lies in A). Derivations that are not inner are
called outer.

In Section 3 we treat outer derivations of subalgebras of L(X) that are dense
on X . One might expect that it is much easier to use density when dealing with
inner derivations than with the outer ones. Roughly speaking, we will show that
this is not quite so. Namely, we will prove that given an outer derivation d of
a dense algebra A, a linearly independent set {x1, . . . , xn} ⊂ X and arbitrary
sets {y1, . . . , yn}, {z1, . . . , zn} ⊂ X , then there exists T ∈ A such that Txi = yi,
d(T )xi = zi, i = 1, . . . , n (Theorem 3.6). The special case, when n = 2, is already
known [4]. We believe that this result could be a useful tool for reducing the prob-
lems concerning general derivations to the case of inner derivations. We illustrate
how this reduction works in Section 4, where derivations of Banach algebras are
treated. It is well–known that every continuous derivation of a Banach algebra A
leaves primitive ideals of A invariant [13], and therefore it induces derivations on
quotients of A by its primitive ideals. But these quotients can be represented as
dense algebras of linear operators, so that the result of Section 3 can be used.
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The aim of Section 4 is to illustrate the applicability of the results of Sections 2
and 3 by characterizing commuting pairs d, g of continuous derivations of a Banach
algebra such that dg(x) is quasi–nilpotent for every x ∈ A. In particular, it turns
out that dg(x)3 must lie in the radical of A for every x ∈ A. A special case of
this problem, when d = g, was treated in [11] and [14] (more precisely, [11] deals
only with inner derivations, while [14] also considers higher powers of derivations).
On the other hand, we were motivated by a well–known ring–theoretic result of
Posner [10] stating, in particular, that the product of two nonzero derivations of
a prime ring of characteristic not 2 cannot be zero. Contrary to the result in the
present paper, the commutativity of derivations is not required in Posner’s theorem.
We shall see, however, that the proof of the result of Section 4 is rather long and
involved even under the assumption of commutativity.

2. Locally linearly dependent operators

We begin with a simple lemma which will play an important role in the sequel.

Lemma 2.1. Let W be a vector space over a field F , r a positive integer, w1, . . . , wr

linearly independent vectors in W , and z1, . . . , zr arbitrary vectors in W . Then
w1 + αz1, . . . , wr + αzr are linearly independent for all but finitely many values of
α ∈ F .

Proof. Let B = {w1, . . . , wr, e1, . . . , ek} be a basis of the linear span of vectors
{w1, . . . , wr, z1, . . . , zr}. For every α ∈ F we define an r× r matrix Aα whose i-th
column consists of the first r coordinates of the vector wi + αzi with respect to the
basis B. Obviously, det A0 = 1. Therefore, detAα = p(α) is a nonzero polynomial
in α. If p(α) 6= 0, then the vectors w1 +αz1, . . . , wr +αzr are linearly independent.
This completes the proof.

Theorem 2.2. Let U and V be vector spaces over an infinite field F and let V0

be a finite dimensional subspace of V . Let T1, . . . , Tn : U → V be linear operators.
If T1u, . . . , Tnu are linearly dependent modulo V0 for every u ∈ U , then there exist
α1, . . . , αn ∈ F , not all zero, such that S = α1T1 + . . . + αnTn satisfies

dim SU ≤ dim V0 + n− 1.(3)

This inequality is sharp.

Proof. If for all u ∈ U the vectors T1u, . . . , Tn−1u are linearly dependent modulo
V0, it is enough to prove the result with T1, . . . , Tn−1. So suppose that there exists
x ∈ U such that T1x, . . . , Tn−1x are linearly independent modulo V0. Then there
exist α1, . . . , αn−1 ∈ F such that (Tn − α1T1 − . . .− αn−1Tn−1)x ∈ V0. We define
a linear operator S by S = Tn − α1T1 − . . . − αn−1Tn−1. Let V1 be a subspace
of V generated by V0 and {T1x, . . . , Tn−1x}. We choose a basis {f1, . . . , fq} of
V0. Then T1x, . . . , Tn−1x, f1, . . . , fq form a basis of V1. In order to prove (3) we
have to show that SU ⊂ V1. Assume on the contrary that there exists y ∈ U such
that T1x, . . . , Tn−1x, f1, . . . , fq, Sy are linearly independent. Since F is infinite, it
follows from Lemma 2.1 that we can find a nonzero α ∈ F such that

T1x + αT1y, . . . , Tn−1x + αTn−1y, f1, . . . , fq, Sy = α−1S(x + αy)− α−1Sx

are linearly independent. It follows that

T1(x + αy), . . . , Tn−1(x + αy), S(x + αy)
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are linearly independent modulo V0 which further yields that

T1(x + αy), . . . , Tn−1(x + αy), Tn(x + αy)

are linearly independent modulo V0. This contradiction proves (3).
In order to see that the inequality (3) is sharp we consider a vector space V =

V1 ⊕ V0 with dim V1 = n− 1. Define U as a direct sum of n copies of V , and linear
operators Ti : U → V by Ti(v1 ⊕ . . . ⊕ vn) = vi, i = 1, . . . , n. Then T1, . . . , Tn

are locally linearly dependent modulo V0, but every nontrivial linear combination
of these operators has rank n− 1 + dim V0.

It is not difficult to give a complete description of a pair of locally linearly
dependent operators. If U and V are linear spaces over F , v a nonzero vector in V ,
and f a nonzero linear functional on U , then v ⊗ f denotes the rank one operator
mapping U into V defined by (v ⊗ f)z = f(z)v for all z ∈ U . Note that every
operator of rank one can be written in this form.

Theorem 2.3. Let U and V be vector spaces over an infinite field F and let R, S :
U → V be linear operators. Then the following are equivalent.

(a) The vectors Ru and Su are linearly dependent for every u ∈ U .
(b) Either there exists v ∈ V such that RU ⊂ span{v} and SU ⊂ span{v}, or R

and S are linearly dependent.

Proof. It is clear that (b) implies (a). So, assume that R and S are locally linearly
dependent. First we will consider the case that one of them, say R, has rank one.
Then R can be written as R = v ⊗ f for some nonzero v ∈ V and some nonzero
linear functional f on U . Let w ∈ U be any vector satisfying f(w) = 1. Assume
that there exists u ∈ U such that Su and v are linearly independent. We have
f(u) = 0, since otherwise Ru and Su would be linearly independent. According
to Lemma 2.1 there exists a nonzero α ∈ F such that v = α−1R(u + αw) and
S(u+ αw) are linearly independent. This contradiction shows that SU ⊂ span{v}.

Let R and S be arbitrary locally linearly dependent operators. Then by Theorem
2.2 there exist α and β in F such that at least one of them, say β, is nonzero and
αR + βS = T has rank at most one. If T = 0 we are finished. So, let T = v ⊗ f
be a rank one operator. Clearly, R and T are locally linearly dependent. Hence,
RU ⊂ span{v}, and consequently, SU ⊂ span{v}. This completes the proof.

Before stating our result on three locally linearly dependent operators we will
give an example of such operators. Let v1, v2, v3 be linearly independent vectors in
a vector space V , and let Q1 and Q2 be arbitrary 3 × 3 invertible matrices over a
field F , charF 6= 2. Assume further that R is a linear mapping from U into the
space of all 3×3 skew-symmetric matrices. We define linear operators Ri : U → V ,
i = 1, 2, 3, by

Riu =
3∑

k=1

[Q1(Ru)Q2]kivk.(4)

Here, [Q1(Ru)Q2]ki denotes the (k, i)-entry of the matrix [Q1(Ru)Q2]. The com-
putation

detRu = det(Ru)tr = det(−Ru) = − detRu

shows that the matrix Q1(Ru)Q2 is singular for every u ∈ U . This yields that
R1, R2, R3 are locally linearly dependent.
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Theorem 2.4. Let U and V be vector spaces over an infinite field F , charF 6= 2,
and let Ri : U → V , i = 1, 2, 3, be linear operators. Then the following are
equivalent.

(i) The vectors R1u, R2u, and R3u are linearly dependent for every u ∈ U .
(ii) Either R1, R2, R3 are linearly dependent, or there exist v, w ∈ V such that

RiU ⊂ span{v, w}, i = 1, 2, 3, or there exist linearly independent vectors
v1, v2, v3 ∈ V , 3× 3 invertible matrices Q1 and Q2, a linear mapping R from
U into the space of all 3× 3 skew-symmetric matrices such that Ri has form
(4), i = 1, 2, 3, or there exists an idempotent P : V → V of rank one such
that dim span{(IV − P )R1, (IV − P )R2, (IV − P )R3} = 1. Here, IV denotes
the identity operator on V .

Proof. Once again, the implication (ii)⇒(i) is trivial. So, assume that R1, R2, and
R3 are locally linearly dependent. According to Theorem 2.2 there exist scalars
αi ∈ F , not all zero, such that α1R1 + α2R2 + α3R3 = S has rank at most two.
With no loss of generality we can assume that α3 = 1. If S = 0 we are done. If
S 6= 0 then U and V can be decomposed into direct sums U = U1⊕U2, V = V1⊕V2

with rankS = dim U1 = dim V1 such that S has the matrix representation

S =
[
I 0
0 0

]
with respect to this direct sum decomposition. Here, I stands for 1 in the case that
rankS = 1 and for the 2 × 2 identity matrix in the case that rankS = 2. Let us
denote the corresponding matrix representations of R1 and R2 by

R1 =
[
A1 A2

A3 A4

]
and R2 =

[
B1 B2

B3 B4

]
.

We will first prove that the operators[
0 0

A3 A4

]
and

[
0 0

B3 B4

]
are locally linearly dependent. Assume on the contrary that there exists

u =
[
u1

u2

]
∈ U1 ⊕ U2

such that A3u1 +A4u2 and B3u1 +B4u2 are linearly independent. Lemma 2.1 tells
us that there is no loss of generality in assuming that u1 6= 0. It is then easy to see
that R1u, R2u, and Su are linearly independent. This contradiction completes the
first step of the proof.

According to the previous theorem we have two possibilities. The first one is
that operators [

0 0
A3 A4

]
and

[
0 0

B3 B4

]
map U into a one-dimensional subspace of V2. The second possibility is that these
two operators are linearly dependent. In the first case we have RiU ⊂ V0 ⊂ V ,
i = 1, 2, 3, where V0 is a subspace of dimension at most three. If the dimension of
V0 is at most two, we are done. So, assume that dim V0 = 3. We choose a basis
in V0. For every u ∈ U we define a 3× 3 matrix Ru whose i-th column consists of
the coordinates of Riu with respect to the chosen basis in V0. Then {Ru : u ∈ U}
is a vector space of matrices with zero determinant. According to [6, p.265] there
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exist invertible 3×3 matrices Q1 and Q2 such that this vector space is contained in
Q1MQ2, where M is either the space of all skew-symmetric matrices, or the space
of all matrices of the form 0 ∗ ∗

0 ∗ ∗
0 ∗ ∗

 ,

or the space of all matrices of the form∗ ∗ ∗
0 0 ∗
0 0 ∗

 .

Operators R1, R2, R3 have form (4) in the first case. In the second case they are
linearly dependent while in the last case there exists an idempotent P : V → V of
rank one such that dim span{(IV − P )R1, (IV − P )R2, (IV − P )R3} = 1. Here, IV

denotes the identity operator on V .
So, it remains to consider the case that[

0 0
A3 A4

]
and

[
0 0

B3 B4

]
are linearly dependent. Then we can assume with no loss of generality that

R2 =
[

B1 B2

δA3 δA4

]
for some scalar δ. If rankS = 1 we are finished. So, assume from now on that
rankS = 2. Clearly, operators R1,

R′2 = R2 − δR1 =
[
C1 C2

0 0

]
,

and S are locally linearly dependent. Applying Lemma 2.1 once again and using a
similar approach as above, we see that either A3 = 0 and A4 = 0, or[

C1 C2

0 0

]
and

[
I 0
0 0

]
are locally linearly dependent. In the first case we have RiU ⊂ V1 for i = 1, 2, 3.
In the second case Theorem 2.3 yields

R′2 =
[
σI 0
0 0

]
for some scalar σ. It follows easily that R1, R2, R3 are linearly dependent. This
completes the proof.

It follows from the above proof that we have to solve the classification problem
for maximal vector spaces of n×n matrices with zero determinant if we want to get
a complete description of n locally linearly dependent operators. This classification
problem has been solved only for n ≤ 4 under the additional assumption that F is
algebraically closed [6, p.265].

The methods we have developed give a short and simple proof of the following
generalization of Kaplansky’s result due to Müller [9, Theorem 1].
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Theorem 2.5. Let X and Y be real or complex Banach spaces, and let Tk : X →
Y , k = 1, 2, . . . , be bounded linear operators. Assume that for every x ∈ X there
exist an integer n ≥ 1 (depending on x) such that T1x, . . . , Tnx are linearly depen-
dent. Then there exists an integer k ≥ 1 and scalars α1, . . . , αk, not all zero, such
that S = α1T1 + . . . + αkTk has finite rank.

Proof. Let Fn denote the set of all vectors x ∈ X such that T1x, . . . , Tnx are
linearly dependent. Then

⋃∞
n=1 Fn = X . Using a standard compactness argument

(see for example [12, p.64]), it is possible to show that each Fn is closed. By the
Baire category theorem there exists a positive integer k such that Fk contains an
open ball, say {x ∈ X : ||x−x0|| < ε}. We will show that Fk = X . Assume on the
contrary that there exists y ∈ Y such that T1y, . . . , Tky are linearly independent. It
follows from Lemma 2.1 that the vectors T1(y + αx0), . . . , Tk(y + αx0) are linearly
independent for all but finitely many scalars α. Hence, T1(x0+(1/α)y), . . . , Tk(x0+
(1/α)y) are linearly independent for all but finitely many nonzero scalars α. This
is impossible since Fk contains {x ∈ X : ||x− x0|| < ε}. Hence, we have a desired
relation Fk = X . Using Theorem 2.2, we complete the proof.

3. Outer derivations of dense algebras

Throughout this section, X will be a vector space over a field F , A will be a
dense algebra of linear operators on X , and d will be a derivation of A. Our goal
is to generalize the following result to the case when, instead of two, any finite
number of vectors appear.

Lemma 3.1 ([4, Theorem 2.3]). Suppose that d is outer. If x1, x2 are linearly in-
dependent vectors in X and y1, y2, z1, z2 are arbitrary vectors in X, then there exists
T ∈ A such that

Tx1 = y1, T x2 = y2,

d(T )x1 = z1, d(T )x2 = z2.

Lemma 3.2. Let L be a left ideal of A and x, y be linearly independent vectors in
X. Suppose that the vectors Tx and Ty are linearly dependent for every T in L.
Then there exists z ∈ span{x, y} such that z 6= 0 and Lz = 0.

Proof. Without loss of generality we may assume that T0y 6= 0 for some T0 ∈ L.
By assumption we have T0x = αT0y for some α ∈ F , that is, T0(x − αy) = 0. Let
us show that

T (x− αy) = 0(5)

for every T ∈ L. Pick T ∈ L. Assume first that the vectors Ty, T0y are linearly
independent. In particular, Ty 6= 0, so that Tx = αT Ty for some αT ∈ F . Similarly,
(T +T0)y = Ty +T0y 6= 0, and so (T +T0)x = αT+T0(T +T0)y, αT+T0 ∈ F . Hence

αT Ty + αT0y = Tx + T0x = (T + T0)x = αT+T0Ty + αT+T0T0y.

Since Ty and T0y are linearly independent, it follows that αT = αT+T0 = α, proving
(5).

Assume, therefore, that Ty and T0y are dependent. As AT0 ⊂ L and AT0y = X ,
we can choose T1 ∈ L so that T0y and T1y are independent. Thus, T1(x−αy) = 0.
But then (T + T1)y and T0y are independent, so that (T + T1)(x − αy) = 0.
Consequently, T (x− αy) = 0. This proves the lemma.
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Let us remark that, at least when F is infinite, Lemma 3.2 follows at once
from Theorem 2.3 by considering locally linearly dependent mappings T 7→ Tx and
T 7→ Ty of L into X .

The next lemma is an extension of a result of Sinclair [13, Theorem 3.3].

Lemma 3.3. Let V be a finite dimensional subspace of X and x ∈ X, x /∈ V . If d
is outer then there exists T ∈ A such that T |V = d(T )|V = 0 and Tx 6= 0.

Proof. Sinclair’s result that we just mentioned states that the lemma is true if the
dimension of V is 1. Set n = dim V . Proceeding by induction, we may assume that
the lemma is true for all subspaces of dimension less than n.

Let {e1, ..., en} be a basis of V , and set V0 = span{e1, . . . , en−1} and L0 = {T ∈
A : T |V0 = d(T )|V0 = 0}. Note that L0 is a left ideal of A. We claim that there
exists T0 ∈ L0 such that T0en and T0x are independent. Namely, if this were not
true, then, by Lemma 3.2, there would be a nonzero y ∈ span{en, x} such that
L0y = 0. Of course, y /∈ V0 and Ty = 0 for any T ∈ L0. However, this contradicts
the induction hypothesis.

Set y1 = T0x, y2 = T0en, y3 = d(T0)en. Thus, y1 and y2 are independent. Let
us show that there is S ∈ A such that

Sy1 6= 0, Sy2 = 0, d(S)y2 + Sy3 = 0.(6)

Assume first that y1, y2, y3 are dependent, that is, y3 = α1y1 + α2y2 for some
α1, α2 ∈ F . Then, by Lemma 3.1, there exists S ∈ A such that Sy1 6= 0, Sy2 =
0 and d(S)y2 = −α1Sy1, meaning that S satisfies (6). Assume, therefore, that
y1, y2, y3 are independent.

Let L2 be a left ideal {T ∈ A : Ty2 = d(T )y2 = 0}. Suppose that Ty1 and Ty3

are dependent for any T ∈ L2. Then it follows from Lemma 3.2 that there exists a
nonzero z ∈ span{y1, y3} satisfying L2z = 0. Of course, y2 and z are independent,
and Ty2 = d(T )y2 = 0 implies Tz = 0. But, again, this contradicts the induction
hypothesis. Thus, there is T1 ∈ A such that T1y1 and T1y3 are independent, and
T1y2 = d(T1)y2 = 0. Now pick T2 ∈ A such that T2T1y1 6= 0 and T2T1y3 = 0. Then
S = T2T1 satisfies Sy1 6= 0, Sy3 = 0, Sy2 = 0 and d(S)y2 = 0. In particular, (6)
holds.

Now let S ∈ A be any operator satisfying (6) and set T = ST0. Then T ∈ L0,
that is, T |V0 = d(T )|V0 = 0. Next,

Ten = ST0en = Sy2 = 0,

d(T )en = d(S)T0en + Sd(T0)en = d(S)y2 + Sy3 = 0,

T x = ST0x = Sy1 6= 0.

Thus, T |V = d(T )|V = 0 and Tx 6= 0. This proves the lemma.

Lemma 3.4. Let V be a finite dimensional subspace of X and x, y ∈ X, x /∈ V .
If d is outer then there exists T ∈ A such that T |V = d(T )|V = 0, Tx = y and
d(T )x = 0.

Proof. Let L = {T ∈ A : T |V = d(T )V = 0}. By Lemma 3.3 there is T0 ∈ L such
that T0x 6= 0. There is no loss of generality in assuming that T0x = y (otherwise
pick S ∈ A such that ST0x = y and consider ST0). Set y′ = d(T0)x. We claim that
there exists S ∈ A such that

Sy = y, d(S)y + Sy′ = 0.(7)
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In the case when y and y′ are independent, this follows at once from Lemma 3.1.
If y = 0, then we can choose S = 0. In the case when y′ = αy for some α ∈ F , we
apply Lemma 3.1 to find S ∈ A satisfying Sy = y and d(S)y = −αy. Thus, in any
case there is S such that (7) holds true.

Now, let T = ST0. Then T ∈ L and

Tx = ST0x = y,

d(T )x = d(S)T0x + Sd(T0)x = 0.

The lemma is thereby proved.

Lemma 3.5. Let V be a finite dimensional subspace of X and x, z ∈ X, x /∈ V .
If d is outer then there exists T ∈ A such that T |V = d(T )|V = 0, Tx = 0 and
d(T )x = z.

Proof. By Lemma 3.4 there exists T0 ∈ A such that T0|V = d(T0)|V = 0, T0x = x
and d(T0)x = 0. Next, Lemma 3.1 implies that there is S ∈ A satisfying Sx = 0
and d(S)x = z. Now, T = ST0 satisfies T |V = d(T )|V = 0, Tx = 0, and d(T )x =
d(S)T0x + Sd(T0)x = d(S)x = z.

We are now in a position to prove the main result of this section.

Theorem 3.6. Let A be a dense algebra of linear operators on a vector space X,
and let d be a derivation of A. Then the following are equivalent.

(i) d is outer.
(ii) Given any linearly independent set {x1, . . . , xn} ⊂ X and arbitrary sets

{y1, . . . , yn}, {z1, . . . , zn} ⊂ X, there exists T ∈ A such that

Tx1 = y1, T x2 = y2, . . . , T xn = yn,

d(T )x1 = z1, d(T )x2 = z2, . . . , d(T )xn = zn.

Proof. Let us first show that (i) implies (ii). From Lemmas 3.4 and 3.5 it follows
that for any i ∈ {1, . . . , n} there are Ti1, Ti2 ∈ A satisfying

Ti1xj = δijyj, d(Ti1)xj = 0, j = 1, . . . , n,

Ti2xj = 0, d(Ti2)xj = δijzj , j = 1, . . . , n.

But then T =
∑n

i=1 Ti1 + Ti2 satisfies the desired relations.
The converse is simple. Suppose that d is inner, i.e., d = [., A] for some linear

operator A on X . Note that Tx = 0 and TAx = 0 imply d(T )x = 0, so that (ii)
certainly does not hold.

Corollary 3.7. The range of an outer derivation of a dense algebra is dense.

4. Derivations of Banach algebras

The goal of this section is to prove

Theorem 4.1. Let B be a complex Banach algebra and d, g be continuous deriva-
tions of B. If d and g commute, then the following are equivalent.

(i) dg(x) is quasi-nilpotent for any x ∈ B.
(ii) dg(x)3 lies in the radical of B for any x ∈ B.
(iii) If π is a continuous irreducible representation of B on a Banach space X,

then there exist linear operators A and B on X such that π(d(x)) = [π(x), A],
x ∈ B, π(g(x)) = [π(x), B], x ∈ B, AB = BA = 0, and either A2 = 0 or B2 = 0,
unless πd = 0 or πg = 0.
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Proof. First, assume that (iii) holds. Pick a continuous irreducible representation π
on a Banach space X and let A, B be corresponding linear operators on X . Given
any x ∈ B, we then have

π(d(g(x))) = [π(g(x)), A] = [[π(x), B], A] = −(Aπ(x)B + Bπ(x)A)

for AB = BA = 0. Now, using that A2 = 0 or B2 = 0, it follows at once that
π(dg(x)3) = π(d(g(x)))3 = 0. Of course, in the case when πd = 0 or πg = 0,
this is trivially true. Thus, dg(x)3 lies in the kernel of any continuous irreducible
representation of B, meaning that (ii) holds true.

Assuming (ii), we see that dg(x)3 is quasi-nilpotent for any x ∈ B. But then
dg(x) is quasi-nilpotent, too.

Thus, the only nontrivial implication is (i)=⇒ (iii). Assume, therefore, that (i)
holds and that π is a continuous irreducible representation of B on a Banach space
X . Then A = π(B) ⊂ B(X) is a dense algebra of (bounded) linear operators on X .
Define D, G : A −→ A by D(π(x)) = π(d(x)), G(π(x)) = π(g(x)). These maps are
well–defined, for the kernel of π is invariant under any continuous derivation [13,
Theorem 2.2]. Moreover, D and G are commuting derivations ofA and DG(π(x)) =
π(dg(x)) is quasi-nilpotent for any x ∈ B. Assuming that D 6= 0 and G 6= 0, we
now have to show that D = [., A], G = [., B] with AB = BA = 0 and either A2 = 0
or B2 = 0.

The proof is broken up into a series of lemmas. Using the results of Sections 2
and 3, we first reduce the problem to the case when D and G are inner. Let us
mention that we will not use the commutativity of D and G in the proof of the
lemma below.

Lemma 4.2. There exist linear operators A and B on X such that D(T ) = [T, A],
G(T ) = [T, B] for all T ∈ A.

Proof. Let us assume that D is outer.
Suppose there exist T ∈ A and x ∈ X such that Tx = D(T )x = 0 and G(T )x 6=

0. No matter whether G(T )x and (DG)(T )x are independent or not, Theorem 3.6
shows that there is S ∈ A such that D(S)G(T )x = x and S(DG)(T )x = 0. But
then

(DG)(ST )x = (DG)(S)Tx + D(S)G(T )x + G(S)D(T )x + S(DG(T ))x = x,

meaning that 1 lies in the spectrum of a quasi-nilpotent DG(ST ). This contradic-
tion shows that

T ∈ A, x ∈ X, Tx = D(T )x = 0 =⇒ G(T )x = 0.(8)

Now suppose that there exist S ∈ A and x ∈ X such that the vectors y1 = Sx, y2 =
D(S)x, y3 = G(S)x are independent. According to Theorem 3.6 there is T ∈ A
such that

Ty1 = 0, T y2 = 0, T y3 6= 0, D(T )y1 = 0.

In view of (8) we then also have G(T )y1 = 0. However,

TSx = Ty1 = 0,

D(TS)x = D(T )Sx + TD(S)x = D(T )y1 + Ty2 = 0,

G(TS)x = G(T )Sx + TG(S)x = G(T )y1 + Ty3 = Ty3 6= 0,
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contradicting (8). Therefore, Sx, D(S)x, G(S)x are dependent for every S ∈ A
and every x ∈ X . First fixing S ∈ A, it follows from Theorem 2.2 that there are
α(S), β(S), γ(S) ∈ C, not all zero, such that α(S)S + β(S)D(S) + γ(S)G(S) is an
operator of rank at most 2. If it is not zero, it follows that A contains nonzero finite
rank operators, contradicting the outerness of D (see, e.g., [7, p.87]). Therefore,
α(S)S + β(S)D(S) + γ(S)G(S) = 0 for any S ∈ A. That is, the linear operators
D, G and I on A are locally linearly dependent. Applying Theorem 2.2 again,
we see that αI + βD + γG is a finite rank operator (more precisely, its rank is
at most 2) for some α, β, γ ∈ C, not all zero. Set H = βD + γG. Thus, H is
a derivation of A such that F = αI + H has finite rank, i.e., V = F (A) is a
finite dimensional subspace of A. We now argue similarly as in [3]. Suppose that
H 6= 0. Then H(U)H(V ) 6= 0 for some U, V ∈ A. Namely, H(A)2 = 0 yields
H(T )SH(T ) = H(TS)H(T )− TH(S)H(T ) = 0 for all S, T ∈ A, and by density of
A it follows easily that H(T ) = 0 for any T ∈ A. Now, for any S, T ∈ A we have

SH(U)H(V )T = (H(SU)−H(S)U)(H(V T )− V H(T ))

∈ (V + VU)(V V + V).

Since V + VU and V V + V are finite dimensional spaces, it is easy to see that
I = span{SH(U)H(V )T : S, T ∈ A} is a a finite dimensional ideal of A. As I
itself is a dense algebra of operators on X [7, p. 33], it follows easily that X must be
finite dimensional. But then A is isomorphic to the algebra of k by k matrices over
C, where k is the dimension of X . However, as it is well-known, such an algebra
does not admit outer derivations.

Therefore, H = βD + γG = 0. If β = γ = 0, then α 6= 0, so that I is a finite
rank operator, and again we have arrived at the matrix case. Since D and G are
nonzero by assumption, we have G = λD for some nonzero λ ∈ C. Consequently,
D2(A) consists of quasi-nilpotent elements only. Pick a nonzero x ∈ X . In view of
Theorem 3.6, there is T ∈ A such that Tx = 0 and D(T )x = x. Similarly, there is
S ∈ A satisfying D(S)x = x and SD2(T )x = 0. But then

D2(ST )x = D2(S)Tx + 2D(S)D(T )x + SD2(T )x = 2x,

showing that 2 lies in the spectrum of D2(ST ) – a contradiction.
We have thereby shown that D cannot be an outer derivation. A simple adap-

tation of the proof shows that G cannot be outer.

Remark 4.3. Henceforth we assume that D and G commute. Let us point out that
then D and G, and consequently A and B, appear symmetrically.

Remark 4.4. Note that D(T ) = [T, A − λ] for any scalar operator λ, and that a
derivation cD, where c is any nonzero complex number, satisfies the same assump-
tions as D. Therefore, whenever it will be suitable, we will replace A by A− λ or
cA, and, of course, we will do the same with B.

Remark 4.5. Our basic assumption is that

DG(T ) = [[T, B], A] = TBA−ATB −BTA + ABT

is quasi-nilpotent for every T ∈ A. This yields that for any x ∈ X , BAx ∈
span{x, Ax, Bx}. Indeed, if this were not true for some x ∈ X , then there would
exist T ∈ A such that TAx = TBx = Tx = 0 and TBAx = x, and so DG(T )x = x.
In particular, this shows that A, B, I and BA are locally linearly dependent.
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Remark 4.6. Another simple observation is that By and y are dependent for any
y ∈ ImA∩KerA. Namely, otherwise there would exist T ∈ A such that Ty = 0 and
ATBy = y, so that [[T, B], A]y = −y. Hence there is λ ∈ C such that By = λy for
any y ∈ ImA ∩KerA (see the next remark).

Remark 4.7. Suppose that linear operators S and T on a vector space Y satisfy
Sy ∈ span{Ty} for any y ∈ Y . In particular, S and T are locally linearly dependent.
However, note that in this situation the only possibility is that S = λT for some
scalar λ.

Lemma 4.8. A and B commute.

Proof. As DG = GD, we have [[T, B], A] = [[T, A], B], that is, [T, [A, B]] = 0 for
every T ∈ A. The density of A implies that [A, B] = δ is a scalar operator.

Assume first that A, B, I are locally linearly dependent. Then their nontrivial
linear combination is a finite rank operator by Theorem 2.2. This readily implies
that δ = [A, B] has finite rank. Now, δ 6= 0 implies that X is finite dimensional and
hence A is isomorphic to the matrix algebra, and that the identity is a commutator.
But this is certainly impossible (consider, for instance, the trace).

Thus, we may assume that A, B, I are locally linearly independent, while, by
Remark 4.5, A, B, I, BA are locally linearly dependent. As is clear from the proof
of Theorem 2.2, this implies that BA = αA + βB + γ + C, where C has finite
rank. Set B′ = B − α, A′ = A − β. Then B′A′ = σ + C with σ = γ + αβ and
A′B′ = B′A′ + δ = δ + σ + C. Hence (δ + σ)A′ + CA′ = A′B′A′ = σA′ + A′C, so
that δA′ has finite rank. But then δ = [A′, B′] has finite rank, which, as already
observed above, gives δ = 0.

Lemma 4.9. Let Y be a subspace of X invariant under both A and B. If A2|Y = 0,
then there exists a scalar µ such that A(B − µ)|Y = (B − µ)A|Y = 0.

Proof. Suppose there is y ∈ Y such that ABy /∈ span{Ay}. Then there is T ∈ A
satisfying TAy = 0 and TABy = −y, yielding [[T, B], A]Ay = Ay. As Ay 6= 0
(namely, otherwise ABy = BAy should be 0, too), such a y cannot exist. Therefore,
by Remark 4.7, there is µ ∈ C such that ABy = BAy = µAy for all y ∈ Y , proving
the lemma.

Lemma 4.10. Let Y be a subspace of X invariant under both A and B. If AB|Y =
0, then either A2|Y = 0 or B2|Y = 0.

Proof. Assume first that there are x, y ∈ Y such that A2x and B2y are linearly
independent. Then we can find T ∈ A such that TA2x = −y, TB2y = −x,
TAx ∈ Y and TBy ∈ Y . But then [[T, B], A](Ax + By) = Ax + By. Note that
Ax + By 6= 0 for A2x = A(Ax + By). Therefore, such x and y cannot exist. That
is, A2x and B2y are dependent for any x, y ∈ Y . If neither A2 nor B2 is zero on Y ,
then there is w ∈ Y such that A2Y = B2Y = span{w}. Note that there is y ∈ Y
such that A2y = λw 6= 0 and B2y = µw 6= 0. However, picking T ∈ A such that
Tw = y, TAy ∈ Y and TBy ∈ Y , we arrive at [[T, B], A]2Ay = λµAy. With this
contradiction the lemma is proved.
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Remark 4.11. Let Â and B̂ be m by m matrices, with m ≥ 3, of the form

Â =



0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...

...
...

...
. . .

...
0 0 0 0 . . . 1
0 0 0 0 . . . 0


, B̂ =


λ1 λ2 λ3 . . . λm

0 λ1 λ2 . . . λm−1

0 0 λ1 . . . λm−2

...
...

...
. . .

...
0 0 0 . . . λ1

 .

Suppose that [[T̂ , B̂], Â] is nilpotent for every m by m matrix T̂ . We claim that then
λ2 = λ3 = . . . = λm−1 = 0. Let us prove this by induction on m. When m = 3, one
can certainly prove this directly; on the other hand, the proof is implicitly given in
the first part of the proof of the next lemma. Assume now that m > 3 and that our
claim is true for m− 1. Picking any matrix T̂ whose m−th row and m−th column
are 0, and using the induction assumption, we see easily that λ2 = . . . = λm−2 = 0.
Letting T̂ = Em1 (a matrix unit), we get λm−1 = 0.

Lemma 4.12. Let Y be a subspace of X invariant under both A and B. If there
exists an integer n ≥ 2 such that An|Y = 0 and An−1|Y 6= 0, then there is a scalar
µ such that A(B − µ)|Y = 0. Moreover, if n > 2, then (B − µ)2|Y = 0.

Proof. Lemma 4.9 states that the result is true when n = 2. Let us now consider
the case when n = 3.

We have A2(Y ) ⊂ ImA∩KerA. Therefore, there is λ ∈ C such that BA2y = λA2y
for every y ∈ Y (Remark 4.6). Replacing B by B − λ we see that there is no loss
of generality in assuming that λ = 0, that is, BA2|Y = 0.

Set Y1 = B(Y ) and observe that Y1 is invariant under both A and B, and that
A2|Y1 = 0. Lemma 4.9 tells us that there is µ ∈ C such that (B−µ)A|Y1 = 0, that
is, (B2A− µBA)|Y = 0.

Assume first that µ = 0. We claim that then AB|Y = 0. Indeed, if ABy 6= 0 for
some y ∈ Y , then [[T, B], A]ABy = ABy for any T ∈ A satisfying TABy = y. The
final conclusion now follows from Lemma 4.10.

Suppose, therefore, that µ 6= 0. There is no loss of generality in assuming that
µ = 1, i.e., B2A|Y = BA|Y . Suppose that x ∈ Y is such that A2x 6= 0 and
ABx 6= 0. Recall that ABx = αAx + βBx + γx for some α, β, γ ∈ C (Remark 4.5).
Since BA2x = 0 and A3x = 0, it follows that γA2x = 0, and so γ = 0. Next we
have 0 = B2A2x = αBA2x + βB2Ax = βBAx, so that β = 0. Finally, we have
0 = BA2x = αA2x. Hence α = 0, which further implies ABx = 0, contrary to the
assumption. This proves that for every x ∈ Y we have either A2x = 0 or ABx = 0.
Since A2|Y 6= 0, it follows that AB|Y = 0. Applying Lemma 4.10, we now see that
the lemma is proved for n = 3.

Now let n > 3. Choose x ∈ Y with An−1x 6= 0. By Remark 4.6 we have
BAn−1x ∈ span{An−1x}. We claim that BAkx lies in

span{Akx, Ak+1x, . . . , An−1x},
k = n− 1, n− 2, . . . , 1. As this is true for k = n− 1, we may assume that it is true
for n−1, n−2, . . . , k with k > 1, and let us prove that then it is also true for k−1.
Indeed, if this were not true, then there would be T ∈ A satisfying TBAk−1x =
Ak−2x and TBAkx = TAkx = TAk−1x = 0, so that [[T, B], A]Ak−1x = −Ak−1x –
a contradiction. Hence it follows that W = span{Ax, A2x, . . . , An−1x} is invariant
under both A and B. Note that the restrictions of A and B to W with respect
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to the basis {An−1x, An−2x, . . . , Ax} have matrix representations Â and B̂ (where
m = n− 1), respectively. Note that the conclusion of Remark 4.11 can be applied,
i.e., λ2 = λ3 = . . . = λn−2 = 0. It follows that BA2x = λ1A

2x.
We claim that BA2|Y and A2|Y are locally linearly dependent. Suppose this is

not true, i.e., BA2y and A2y are independent for some y ∈ Y . By Lemma 2.1 it
follows that BA2(y +αx) and A2(y +αx) are independent for all but finitely many
α ∈ C. But, by what we have just proved, this implies that An−1(y+αx) = 0 for all
but finitely many α ∈ C. However, then An−1x = 0, contrary to the assumption.

Now, Theorem 2.3 tells us that we have two possibilities. The first one is that
BA2(Y ) = A2(Y ) = span{w} for some w ∈ Y . In particular, Aw ∈ span{w}.
But since A|Y is nilpotent, we must have Aw = 0 and so A3|Y = 0. This, of
course, contradicts the assumption that n > 3. The second possibility is that
BA2|Y = λA2|Y for some λ ∈ C. Again, without loss of generality we may assume
that λ = 0. Let Y1 = A(Y ). Then AB|Y1 = 0. Since A3|Y 6= 0, it follows from
Lemma 4.10 that B2|Y1 = 0, that is, B2A|Y = 0. This implies that if T ∈ A
satisfies TABy = y for some y ∈ Y , then [[T, B], A]ABy = ABy. Therefore,
AB|Y = 0. Now apply Lemma 4.10, and the proof is complete.

Lemma 4.13. Let Y be a finite dimensional subspace of X invariant under both
A and B. Then there exist scalars λ and µ such that (A − λ)(B − µ)|Y = 0 and
either (A− λ)2|Y = 0 or (B − µ)2|Y = 0.

Proof. First of all, note that we may assume that A and B are matrices. More
precisely, it suffices to prove the conclusion of the lemma under the assumption that
A, B are commuting n by n complex matrices such that [[T, B], A] is a nilpotent
matrix for every T ∈ Mn, the algebra of n by n complex matrices. In view of
Lemma 4.12 it is enough to show that either A or B has only one eigenvalue.

There is nothing to prove when n = 1. Let n = 2 and suppose that both A
and B have two distinct eigenvalues. Then they are diagonalizable, and since they
commute there is no loss of generality (Remark 4.4) in assuming that A = λE11

and B = µE22 for some (nonzero) λ, µ ∈ C. However, then AB = 0, so that Lemma
4.10 can be applied.

We proceed by induction on n. Assume that the lemma is true for every positive
integer smaller than n, but is not true for n. Without loss of generality we then
have

A =
(

A1 0
0 A2

)
with A1 and A2 not having a common eigenvalue. Since A and B commute, using
Rosenblum’s corollary [12, Corollary 0.13] we see that

B =
(

B1 0
0 B2

)
.

If B1 has more than one eigenvalue, we have

B1 =
(

B3 0
0 B4

)
with B3 and B4 not having a common eigenvalue. Hence

A =

 A3 0 0
0 A4 0
0 0 A2

 , B =

 B3 0 0
0 B4 0
0 0 B2

 ,
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where at least one of the matrices(
B3 0
0 B2

)
,

(
B4 0
0 B2

)
has at least two distinct eigenvalues. With no loss of generality we may assume
that this is true for the first matrix. Now set

T =

 T1 0 T2

0 0 0
T3 0 T4


and note that the fact that [[T, B], A] is nilpotent implies that[[(

T1 T2

T3 T4

)
,

(
B3 0
0 B2

)]
,

(
A3 0
0 A2

)]
is nilpotent. By the induction hypothesis we see that at least one of the matrices(

B3 0
0 B2

)
,

(
A3 0
0 A2

)
has exactly one eigenvalue – a contradiction. Therefore, B1, and similarly B2, can-
not have two distinct eigenvalues. That is, each of them has exactly one eigenvalue,
but these two eigenvalues are distinct. As n ≥ 3, there is no loss of generality in
assuming that A1 and B1 are commuting k by k matrices with k ≥ 2, and that there
is a nontrivial proper subspace Y1 invariant under both A1 and B1. Now apply the
induction assumption for the operators A1|Y1 ⊕ A2 and B1|Y1 ⊕ B2, which both
have at least two eigenvalues. This proves the lemma.

Lemma 4.14. If both A and B are algebraic, then there exist scalars λ and µ such
that (A− λ)(B − µ) = 0 and either (A− λ)2 = 0 or (B − µ)2 = 0.

Proof. Let x ∈ X . Then span{AmBnx : m, n ≥ 0} is a finite dimensional subspace
of X invariant under both A and B. Therefore, Lemma 4.13 implies that for any
x ∈ X either x, Ax, A2x are dependent or x, Bx, B2x are dependent. Suppose there
exist y, z ∈ X such that y, Ay, A2y are independent and z, Bz, B2z are indepen-
dent. However, Lemma 2.1 then implies that there is α ∈ C such that y + αz,
A(y + αz), A2(y + αz) as well as y + αz, B(y + αz), B2(y + αz) are independent –
we have just shown that this is impossible. This proves that either x, Ax, A2x are
dependent for any x ∈ X , or that this is true for B. Of course, we may assume
that this holds true for A. By Kaplansky’s theorem on locally algebraic operators
it follows that there is a polynomial p of degree at most 2 such that p(A) = 0. Of
course, we may assume that it is of degree 2, for otherwise A would be a scalar.
Next, in view of Lemma 4.9 we may assume that p has two distinct roots. But then
there is no loss of generality in assuming that

A =
(

I 0
0 0

)
,

and (since A and B commute) that

B =
(

B1 0
0 B2

)
.

Let X = X1 ⊕X2 be a corresponding decomposition of X . If B1 = λ is a scalar,
then A(B − λ) = 0, so that Lemma 4.10 gives the desired conclusion. The same is
true when B2 = µ is a scalar, for then (A−I)(B−µ) = 0. Thus, it remains to treat
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the case when there exist u ∈ X1 and v ∈ X2 such that B1u and u are independent,
and B2v and v are independent. But then there is T ∈ A such that Tu = Tv = 0,
TB1u = −v and TB2v = u, which yields [[T, B], A](u + v) = −(u + v). With this
contradiction the lemma is proved.

Lemma 4.15. If A has a finite rank, then there exist scalars λ and µ such that
(A− λ)(B − µ) = 0 and either (A− λ)2 = 0 or (B − µ)2 = 0.

Proof. In view of Lemma 4.13 we may assume that X is infinite dimensional. There-
fore, 0 lies in the spectrum of A. Also, according to Lemma 4.12 there is no loss of
generality in assuming that A is not nilpotent, so that the spectrum of A contains
at least one nonzero point.

We shall prove the lemma by induction on n = rankA. Suppose n = 1. As A
is not nilpotent, it is a scalar multiple of the projection; with no loss of generality
we may assume that A is a rank one projection. As A and B commute, it follows
at once that AB = µA for some µ ∈ C. Replacing B by B − µ and using Lemma
4.10, we get the desired conclusion for n = 1. Now suppose that the lemma is true
whenever the rank of A is smaller than n. As A has finite rank, it has a matrix
representation

A =
(

A1 0
0 N

)
,

where A1 is an invertible operator (on a finite dimensional space), and N is nilpo-
tent. Since A and B commute, we have

B =
(

B1 0
0 B2

)
.

Let X = X1⊕X2 be a decomposition corresponding to these matrix representations.
As A is not nilpotent, dimX1 ≥ 1.

Suppose first that dim X1 = 1. Without loss of generality we may assume that

A =
(

1 0
0 N

)
, B =

(
b1 0
0 B2

)
.

Also, by Lemma 4.12 we may assume that NB2 = 0. If b1 = 0, then Lemma 4.10
finishes the proof. With no loss of generality we may therefore assume that b1 = 1.

We claim that for any z ∈ X2 we have B2(I − B2)z ∈ span{(I − B2)z, Nz}.
Suppose this is not true for some z ∈ X2. Set v = z − B2z. Then v 6= 0 and
Nz = N(I −B2)z = Nv. Hence B2v /∈ span{v, Nv}. Now pick T ∈ A such that

T

(
1
0

)
=

(
1
4
z

)
, T

(
0
v

)
=

(
0
0

)
,

T

(
0

Nv

)
=

(
0
0

)
, T

(
0

B2v

)
= −

(
1
z

)
,

and note that

(ABT −ATB −BTA + TBA)
(

1
v

)
=

(
1
v

)
,

a contradiction. This shows that for any z ∈ X2 the vectors z, B2z, B2
2z are linearly

dependent modulo ImN . But then, according to Theorem 2.2, B2 is algebraic,
which in turn implies that B is algebraic. Now apply Lemma 4.14.
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Suppose, therefore, that the dimension of X1 is greater than 1. Since A1 and
B1 commute, they have a common invariant subspace Y such that Y 6= {0} and
Y 6= X1. We can now apply the induction hypothesis for the restrictions of A and
B to Y ⊕X2. As the spectrum of A|Y ⊕X2 contains at least two points, we have
((A − λ)|Y ⊕ X2)2 6= 0 for any λ ∈ C. Consequently, ((B − µ)|Y ⊕ X2)2 = 0 for
some µ ∈ C. This yields (B2 − µ)2 = 0, and so, again, B is algebraic and Lemma
4.14 can be applied.

We now complete the proof of Theorem 4.1 by showing that the conclusion of
the last two lemmas holds without any restrictions on A and B.

Lemma 4.16. There exist scalars λ and µ such that (A−λ)(B−µ) = 0 and either
(A− λ)2 = 0 or (B − µ)2 = 0.

Proof. Let us first consider the case when I, A and B are locally linearly dependent.
By Lemma 4.13 we may assume that X is infinite dimensional (that is, I has infinite
rank). Therefore, Theorem 2.4 shows that we have two possibilities. The first one
is that there is an idempotent P of rank 1 such that span{I−P, (I−P )A, (I−P )B}
is one dimensional. Thus, A− PA = α(I − P ) for some α ∈ C, and so A = αI + F
with F having a finite rank. But then A is algebraic. Similarly, B is algebraic,
and we get the result from Lemma 4.14. The second possibility is that I, A, B are
dependent. It is easy to see that in this case we can assume without losing generality
that [[T, A], A] is quasi-nilpotent for any T ∈ A. This case, however, is fairly
easy and has already been treated in [11, 14]. Nevertheless, a brief independent
argument can be given by saying that A must be algebraic by Remark 4.5 and
Kaplansky’s theorem on locally algebraic operators, so that Lemma 4.14 yields the
desired conclusion.

Therefore, we may assume that there is x ∈ X such that x, Ax, Bx are linearly
independent. Using Remark 4.5 and Theorem 2.2, together with its proof, we see
that there exist α, β, γ ∈ C such that Im(AB−αA− βB + γI) ⊂ span{x, Ax, Bx}.
Let W be a closed subspace of X such that X = span{x, Ax, Bx} ⊕ W . Let
P ∈ B(X) be a projection such that ImP = W and KerP = span{x, Ax, Bx}.

Let us first consider the case when P, PA, PB are not locally linearly dependent.
We claim that in this case AB −αA− βB + γI = 0. Suppose this is not true, that
is, (AB−αA−βB +γI)z 6= 0 for some z ∈ X . By assumption, there is y ∈ X such
that Py, PAy and PBy are independent. By Lemma 2.1 there is a nonzero λ ∈ C
such that (AB−αA−βB +γI)(y+λz) 6= 0 and P (y+λz), PA(y+λz), PB(y+λz)
are independent. Since I, A, B and AB are locally linearly dependent, so are I, A, B
and AB−αA−βB + γI. Thus, there exist τ1, τ2, τ3, τ4 ∈ C, not all zero, such that

τ1(y + λz) + τ2A(y + λz) + τ3B(y + λz)

+ τ4(AB − αA− βB + γI)(y + λz) = 0.

Multiplying this relation from the left by P and using P (AB−αA−βB+γI) = 0, we
see that τ1 = τ2 = τ3 = 0. But then τ4 6= 0 and so (AB−αA−βB+γI)(y+λz) = 0,
contradicting the choice of λ. Thus, we indeed have AB − αA − βB + γI = 0.
Replacing A by A−β and B by B−α, we see that AB is a scalar, say AB = δ. As
x, Ax, Bx are independent, there is T ∈ A such that Tx = x, TAx = TBx = 0 and
so [[T, B], A]x = 2δx. Therefore, δ = 0. Now complete the proof by Lemma 4.10.

Therefore, we may assume that P, PA, PB are locally linearly dependent. Again,
Theorem 2.4 shows that we have two possibilities. The first one is that there is a
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projection Q of rank 1 such that span{(I − Q)P, (I − Q)PA, (I − Q)PB} is one
dimensional. Therefore, PA−QPA = σ(P −QP ) for some σ ∈ C, and so

A = PA + (I − P )A = QPA + σP − σQP + (I − P )A

= σI + Q(PA− σP ) + (I − P )(A− σI).

Since Q(PA− σP )+ (I −P )(A−σI) has finite rank, it follows that A is algebraic.
Similarly, B is algebraic, and the result follows from Lemma 4.14.

The other possibility is that P, PA and PB are linearly dependent. That is,
δ1P + δ2PA+ δ3PB = 0 for some δ1, δ2, δ3 ∈ C, not all zero. Of course, at least one
of δ2, δ3 is not 0. With no loss of generality we may assume that δ2 = 1. If δ3 = 0,
then PA = −δ1P , whence A = (I−P )A+PA = (I−P )A− δ1I + δ1(I−P ), which
in turn implies that A + δ1I = (I − P )(A + δ1I) is a finite rank operator. Thus,
Lemma 4.15 yields the desired conclusion. Assume, therefore, that δ3 6= 0. Then
we have

δ3B = δ3PB + δ3(I − P )B = −δ1P − PA + δ3(I − P )B

= −δ1I −A + (I − P )(A + δ3B + δ1I).

Therefore, B is a sum of a scalar operator, a scalar multiple of A, and a finite rank
operator. Hence it follows that [[T, A + F ], A] is quasi-nilpotent for any T ∈ A,
where F is a finite rank operator commuting with A. We claim that I, A and A2 are
locally linearly dependent modulo ImF . If this were not true, there would exist a
nonzero x ∈ X and T ∈ A such that T |ImF = 0, Tx = 0, TAx = 0 and TA2x = x.
But then [[T, A+F ], A]x = x, a contradiction. By Theorem 2.2 it follows that there
is a nonzero polynomial p such that p(A) has finite rank. This implies that A is
algebraic, which in turn yields that B is algebraic [5, Lemma 4.2], so that Lemma
4.14 gives the desired result.

The proof of Theorem 4.1 is thereby complete.
We conclude the paper with an observation concerning the noncommutative case.

Suppose that A and B satisfy BA = B2 = 0 and AB = αB for some nonzero scalar
α. Then [[T, B], A]3 = 0. This provides an example of a noncommuting pair of
derivations d and g such that the range of the product dg consists of nilpotents. It
can be proved that on the algebra of n by n matrices for some small values of n (we
did it for n = 2, 3, 4) this example is essentially the only possible ”noncommutative”
example. We leave as an open question whether this remains true in more general
algebras (possibly in dense algebras of linear operators).
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