
TRANSACTIONS OF THE
AMERICAN MATHEMATICAL SOCIETY
Volume 353, Number 12, Pages 4925–4948
S 0002-9947(01)02740-4
Article electronically published on April 18, 2001

CONDITIONS IMPOSED BY TACNODES AND CUSPS

JOAQUIM ROÉ

Abstract. The study of linear systems of algebraic plane curves with fixed
imposed singularities is a classical subject which has recently experienced im-
portant progress. The Horace method introduced by A. Hirschowitz has been
successfully exploited to prove many H1-vanishing theorems, even in higher
dimension. Other specialization techniques, which include degenerations of the
plane, are due to Z. Ran and C. Ciliberto and R. Miranda. G. M. Greuel, C.
Lossen and E. Shustin use a local specialization procedure together with the
Horace method to give the first asymptotically proper general existence crite-
rion for singular curves of low degree. In this paper we develop a specialization
method which allows us to compute the dimension of several linear systems
as well as to substantially improve the bounds given by Greuel, Lossen and
Shustin for curves with tacnodes and cusps.

1. Introduction

A closed subscheme Z ⊂ P2 is said to have maximal rank in degree d if the
canonical map H0(P2,ØP2(d)) → H0(Z,ØZ(d)) has maximal rank (cf. [23]). If Z
is a zero-dimensional scheme of length N , this means that either there are no curves
of degree d containing Z or Z imposes N independent linear conditions to curves
of degree d. If Z has maximal rank in all degrees, then we simply say that it has
maximal rank.

For some classes of zero-dimensional schemes, it is known that general members
have maximal rank. For example, a general union of double points has maximal
rank. In many other cases, however, a maximal rank statement has been conjec-
tured only (cf. [18], [24], [28]). We shall consider schemes Z = Z1 ∪ Z2 ∪ . . . ∪ Zρ
where Zi are unibranched cluster schemes all whose points but one, whether proper
or infinitely near, are taken with multiplicity ≤ 2. In Theorem 4.8 we prove that,
under some mild numerical conditions, a scheme Z as above whose points are in gen-
eral position has maximal rank. This generalizes and unifies a range of previously
known results:

• In [23], A. Hirschowitz proves that a general union of distinct points with
multiplicity 2 or 3 has maximal rank. Our result generalizes the multiplicity
2 case by allowing infinitely near points, which are not easily dealt with by
the Horace method.
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• M. V. Catalisano and A. Gimigliano in [6] and C. Ciliberto and R. Miranda
in [7] prove that a union of general unibranched cluster schemes all whose
points have multiplicity one (curvilinear schemes) has maximal rank. Our
result generalizes this by allowing multiplicity 2 points.
• In [8], C. Ciliberto and R. Miranda consider quasi-homogeneous schemes,

which consist of distinct multiple points, all whose multiplicities but one are
taken to be equal. They prove a quite general maximal rank theorem which
includes the computation of the superabundant systems (corresponding to
multiplicities for which the general scheme does not have maximal rank). In
the particular case in which one has a point of multiplicity not bigger than
5 and all other points have multiplicity 2, we extend their result by allowing
infinitely near points.

Other results concerning linear systems with infinitely near base points can be
found in the literature, mainly in [17], [20], [14] and [27]. Harbourne’s results deal
with clusters of points lying on conics and cubics, which are not necessary to us,
and the H1–vanishing of [14] and [27] is weaker than proving maximal rank.

The maximal rank theorem will allow us to prove the existence of irreducible
curves of low degree with tacnodes and higher order cusps. The reasoning is sim-
ilar to that of [2], [14] or [27]. Theorem 4.12 is much sharper than the result
by Greuel, Lossen and Shustin (which nevertheless applies to any kind of plane
curve singularities) and also sharper than the one Lossen obtains for tacnodes and
cusps (A-singularities), in part because our specialization avoids the use of the Viro
method to “glue” the singularities. On the other hand, Barkats’ result is a little
bit sharper than ours, but it is restricted to nodes and ordinary cusps only.

2. Preliminaries

Let k be an algebraically closed field of characteristic zero, p a smooth point of
a surface S defined over k, Ø = ØS,p the local ring of p on S, m = mp its maximal
ideal.

Consider a sequence of blowing-ups

Sr
σr−→ Sr−1 −→ · · ·

σ2−→ S1
σ1−→ S0 = S

where σ1 is the blowing-up of p and for i > 1 the center of σi is a point pi which
lies on the exceptional divisor of σi−1. The sequence K = (p1 = p, p2, . . . , pr) is a
cluster with origin at p for which every point is infinitely near to the preceding one;
we shall call these clusters unibranched. We write SK = Sr and πK : SK → S the
composition of the blowing-ups. Usual facts known for clusters hold in particular
for unibranched clusters; we now review some of them, referring the reader to [4],
[5] for the proofs.

A point pj is said to be proximate to pi, j > i, if and only if it lies on the
exceptional divisor of blowing up pi (that is, j = i + 1) or on its strict transform
when j > i+ 1. Every point in a unibranched cluster is proximate either to one or
to two points, except for p1, which is proximate to no one; if pj is proximate to pi,
then all the points between them are also proximate to pi. If pj is proximate to pi,
then there is a unique point in the exceptional divisor of σj proximate to both pi
and pj ; otherwise there is none. If a point is proximate to two points, it is called
a satellite, otherwise it is free. When considering more than one cluster at a time,
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we shall write pi(K) and Si(K) for the ith point of the cluster K and the surface
obtained by blowing up the first i points of K.

A system of multiplicities for a cluster K = (p1, p2, . . . , pr) is a sequence of
integers m = (m1,m2, . . . ,mr), and a pair (K,m) where K is a cluster and m a
system of multiplicities is called a weighted cluster. A system of multiplicities like

(m, 2, 2,
i
^. . ., 2, 1, 1,

j
^. . ., 1, 0, 0, . . . , 0)

will be designed as (m, 2i, 1j). Given a weighted cluster, there are an ideal and a
zero-dimensional subscheme of S associated to it. Let Ei be the pullback (total
transform) in SK of the exceptional divisor of blowing up pi. Then the ideal sheaf

HK,m = (πK)∗ØSK (−m1E1 −m2E2 − · · · −mrEr)

is supported at p, its stalk at p is a complete m-primary ideal HK,m ⊂ Ø and
defines a zero-dimensional subscheme ZK,m of S. For K unibranched we call ZK,m
a unibranched cluster scheme. As an aside, note that if I ⊂ Ø is a complete m-
primary ideal, then there is a weighted cluster (K,m) such that I = HK,m, but
this cluster does not need to be unibranched.

The same (unibranched) cluster scheme is sometimes defined by different (uni-
branched) weighted clusters. In this case we shall say that both clusters are equiv-
alent. In order to have a well-defined weighted cluster associated to every cluster
scheme, one considers the notion of consistent clusters, which we define next. The
proximity inequality at pi is

mi ≥
∑

pj prox. to pi

mj .

A weighted cluster (K,m) is consistent if and only if it satisfies the proximity
inequalities at all its points. Given a (unibranched) cluster scheme Z, there is a
unique consistent weighted cluster (K,m) such that Z = ZK,m and mi > 0 for all
i. Furthermore, for a weighted cluster (K,m) nonnecessarily consistent,

lengthZK,m = dim
Ø

HK,m
≤

r∑
i=1

mi (mi + 1)
2

,

with the equality holding if (K,m) is consistent.
Given an arbitrary weighted cluster (K,m) there is a procedure called unloading

(see [5, 4], [10, IV.II], or [4]) which gives a new system of multiplicities δ(m) =
δK(m) such that (K, δ(m)) is consistent and equivalent to (K,m). In each step
of the procedure, one unloads some amount of multiplicity on a point pi whose
proximity inequality is not satisfied, from the points proximate to it. This means
that there is an integer n > 0 such that, increasing the multiplicity of pi by n
and decreasing the multiplicity of every point proximate to pi by n, the resulting
weighted cluster is equivalent to (K,m) and satisfies the proximity inequality at
pi. In other words, if Ẽi ⊂ SK is the strict transform of the exceptional divisor of
blowing-up pi, D = −m1E1−m2E2− · · ·−mrEr and Ẽi ·D < 0, then one chooses
n as the minimal integer with Ẽi · (D − nẼi) ≥ 0 and replaces D by D − nẼi. A
finite number of unloading steps lead to the desired equivalent consistent cluster
(K, δ(m)).

Let C ⊂ S be a curve (more generally, a divisor). For any proper or infinitely
near point q of S we denote by eq(C) the multiplicity of (the strict transform of) C
at q. Let (K,m) be a weighted cluster of r points and i ≤ r. Let Si be the surface
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obtained by blowing up the first i points of K, C̄ ⊂ Si the pullback of C and for
1 ≤ j ≤ i, Ej ⊂ Si the pullback of the exceptional divisor of blowing up pj(K). We
define the virtual transform of C in Si relative to the system m as the divisor

C̃ = C̄ −m1E1 −m2E2 − · · · −miEi .

A curve C contains the cluster scheme ZK,m if and only if its virtual transform in
Si−1 has multiplicity at least mi at pi for all i. Then we say that C goes through
(K,m). If epi(C) = mi for all i, then the virtual transform coincides with the
strict transform; furthermore, if C̄ is a divisor with normal crossings, then we say
that C goes sharply through (K,m). In this case, πK is an embedded resolution
of singularities for C, and (K,m) determines the equisingularity class of C. There
are curves going sharply through (K,m) if and only if (K,m) is consistent, and in
this case they are all equisingular.

We define next varieties Yi ⊂ Xi and smooth surjective morphisms ψi : Xi →
Yi−1 of relative dimension 2, as follows: Let Y−1 = Spec k, X0 = S and Y0 = {p},
and for i > 0, let

Xi
bi−−−−→ Yi−1 ×Yi−2 Xi−1

be the blowing-up along the diagonal ∆(Yi−1) ⊂ Yi−1 ×Yi−2 Xi−1, let Yi ⊂ Xi be
the exceptional divisor, and ψi the composition πYi−1 ◦ bi : Xi → Yi−1. We define
also morphisms πi = πXi−1 ◦ bi and πi,j = πj+1 ◦ · · · ◦ πi−1 ◦ πi : Xi → Xj .

Note that by construction the variety Yi is irreducible and smooth, and ψi|Yi :
Yi → Yi−1 is a P1–bundle, therefore Yi is also projective and rational for all i. The
varieties Xi are irreducible, smooth, projective and rational if S is. Yr−1 can be
identified with the set of all unibranched clusters of r points of S with origin at p
(cf. [33], [19], [31]) in such a way that for all K = (p1, p2, . . . , pr) ∈ Yr−1, denoting
by jK : {K} → Yr−1 the inclusion, one has a pullback diagram

SK

��

iK // Xr

ψr

��

Spec k {K} jK
// Yr−1

where iK is a closed immersion, and a commutative square

SK

σr

��

iK // Xr

πr

��

SK̆
iK // Xr−1

where K̆ = (p1, p2, . . . , pr−1) = ψr−1(K) ∈ Yr−2 is the cluster of the first r − 1
points of K, and σr is the blowing-up of pr(K). note that SK̆ = Sr−1(K) and
iK̆(pr(K)) = K.

For every pair of integers s, t such that r ≥ s > t ≥ 1 the subset of Yr−1

containing exactly the clusters K with ps(K) proximate to pt(K) is an irreducible
smooth closed subvariety Ps,t (cf. [33]). There are also open and dense subsets
Us,t ⊂ Ps,t which contain all unibranched clusters with pi(K) proximate to pi−1(K)
for all i > 1 and to pt(K) if s ≥ i > t, and no other proximity relations. We shall
write Ps = Ps,1 and Us = Us,1. We say that a system of multiplicities m is
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Figure 1. Enriques diagram of a cluster in Us

consistent in a subset W ⊂ Yr when the weighted cluster (K,m) is consistent for
all K ∈ W .

Lemma 2.1. Fix a cluster K = (p1, p2, . . . , pr) ∈ Us. Let i, j be positive integers
such that r = i+ j + 1 and consider the systems of multiplicities

m− = (m1, 2i, 1j),

m+ = (m1, 2i+1, 1j−1) .

Let I ⊂ Ø be an ideal such that

HK,m+  I  HK,m− .

Then there is a point q ∈ Er such that I = HKq,m0 with Kq = (p1, p2, . . . , pr, q)
and m0 = (m1, 2i, 1j+1) .

Proof. For any q ∈ Er let q′ be the unique point that is proximate to q and to pr,
and consider K ′q = (p1, p2, . . . , pr, q, q

′) and m′ = (m1, 2i, 1j+2). By performing
successive unloading steps on pr, pr−1, . . . , pi+2 we see that (K ′q,m

′) is equivalent
to (K,m+) and since (K ′q,m

′) results from (K,m−) by adding two simple points,

dim
HK,m−

HK,m+

≤ 2 .

The hypothesis on I implies that the inequality is in fact an equality and

dim
I

HK,m+

= dim
HK,m−

I
= 1 ,

so I = HK,m+ + (f) for some f ∈ HK,m− \ HK,m+ . f is the equation of a germ
of curve ξ which goes through (K,m−) but not through (K,m+), therefore its
virtual transform at pr relative to the system of multiplicities m− is smooth, so
it has a unique point q ∈ Er. It is clear that I = HK,m+ + (f) ⊆ HKq,m0 and
dim

(
HKq,m0/HK,m+

)
≤ 1, so I = HKq,m0 .
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Proposition 2.2. Let (K,m) be a weighted cluster supported at p and f ∈ Ø the
equation of a germ of curve ξ through p. Write ei = epi(ξ). Then the conductor
(HK,m : f) is HK,m′ with

m′i = mi − ei .

Proof. The total transform of ξ in SK is

ξ̃ + e1E1 + e2E2 + · · ·+ erEr

where ξ̃ is the strict transform. Let g ∈ Ø be the equation of a second germ η. If
g ∈ HK,m′ , the total transform of ξ + η is

ξ̃ + C + ((m1 − e1) + e1)E1 + ((m2 − e2) + e2)E2 + · · ·+ ((mr − er) + er)Er

with C effective, so clearly fg ∈ HK,m. Conversely, if fg ∈ HK,m, then the total
transform of ξ + η is

ξ̃ + C +m1E1 +m2E2 + · · ·+mrEr

with C effective, so the total transform of η must be

C + (m1 − e1)E1 + (m2 − e2)E2 + · · ·+ (mr − er)Er
and g ∈ HK,m′ .

If Z ⊂ S is a zero-dimensional scheme defined by the ideal sheaf IZ/S and C ⊂ S
is a curve, then there is an exact sequence

0 −→ IZ′/S(−C) −→ IZ/S −→ I(Z∩C)/C −→ 0

where I(Z∩C)/C = IZ/S ⊗ØC and IZ′/S defines a zero-dimensional scheme Z ′ ⊂ S.
In the context of the Horace method, it is usually called the residual exact sequence
and Z ′ is the residual scheme of Z with respect to C (cf. [23]).

Corollary 2.3. If ZK,m ⊂ S is a cluster scheme and C is a curve with epi(C) = ei,
then the residual scheme Z ′ of ZK,m with respect to C is the cluster scheme ZK,m′
with m′ as in Proposition 2.2.

Proposition 2.4. Given a cluster K = (p1, p2, . . . , pr) ∈ Us and a point q ∈ Er,
consider Kq = (p1, p2, . . . , pr, q). Suppose that r ≥ (s − 1)(s − 2). Then for any
q, q′ ∈ Er, each of them proximate only to pr, there is an automorphism ϕ∗ : Ø→ Ø
such that, for any system of multiplicities m,

ϕ∗(HKq,m) = HKq′ ,m .

In particular, ZKq,m ∼= ZKq′ ,m.

Proof. Let m0 = (s − 1, 1r). It will be enough to see that there are open neigh-
bourhoods Vi ⊂ Si−1 of pi and Vr+1 ⊂ SK containing both q and q′, and isomor-
phisms ϕi : Vi → Vi commuting with the blowing-ups, such that ϕi(pi) = pi and
ϕr+1(q) = q′. This is equivalent to prove that there are isomorphic unibranched
germs of curve ξ and ξ′ going sharply through (Kq,m0) and (Kq′ ,m0) respectively,
because then there is a neighbourhood V of p1 where both ξ and ξ′ have a represen-
tative and an automorphism ϕ of V sending one to the other and which therefore
lifts to the desired ϕi. Let ξ : f = 0, respectively ζ : g = 0, be arbitrary unibranched
germs of curve going sharply through (Kq,m0), respectively (Kq′ ,m0). They are
equisingular with a single characteristic exponent s/(s − 1) and their intersection
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multiplicity at p is ν ≥ (s− 1)2 + (s − 1)(s− 2)− 1, so there is an automorphism
of the completion

ψ∗ : Ø̂→ Ø̂

with ψ∗(f) = g (cf. [36, II]). Let x, y ∈ Ø be a system of parameters; we have
Ø̂ ∼= k[[x, y]], and ψ∗ can be described by

ψ∗(x) =
∑
i,j>0

aijx
iyj ,

ψ∗(y) =
∑
i,j>0

bijx
iyj .

Choose e ∈ Z>1 such that me ⊂ HKq′ ,m0 . Then

ϕ∗(x) =
∑
i+j≤e

aijx
iyj,

ϕ∗(y) =
∑
i+j≤e

bijx
iyj

defines an automorphism of Ø such that ϕ∗(f) = 0 is the equation of an irreducible
germ ξ′ going sharply through (Kq′ ,m0). Indeed, f ∈ m = (x, y) so ϕ∗(f)−ψ∗(f) ∈
me ⊂ HHq′ ,m0 and we know also that ψ∗(f) ∈ HHq′ ,m0 . Therefore, ϕ∗(f) = 0 is
the equation of a germ ξ′ going through (Kq′ ,m0). As ϕ∗ is an automorphism, ξ′

is irreducible and goes sharply through (Kq′ ,m0).

3. Specializing unibranched cluster schemes

The subscheme of the Hilbert scheme which parametrizes cluster schemes of a
given type, and its relation to the corresponding variety of clusters, has been studied
by many authors ([29], [30], [31], [15], among others). However, they usually assume
that the proximity relations between points of the clusters remain constant. Little
seems to be known about the relative position of these subschemes. Evain computed
in [11] and [12] several collisions of points, including all cases with 3 points; this
is equivalent to the determination of the closure of the corresponding subschemes
of the Hilbert scheme, that is, the specializations of cluster schemes when new
proximity relations arise. In this section we show some flat families of unibranched
cluster schemes in which proximities vary; we introduce them in order to prove
Theorems 4.8 and 4.12 but they can also have some interest on their own.

Let x, y be local parameters for Ø. The inclusion Ø ⊂ Ø̂ ∼= k[[x, y]] allows us to
write any f ∈ Ø as a formal power series

f =
∑
i,j≥0

aijx
iyj

in a unique way. Thus any polynomial Π(Xij) ∈ R = k[Xij ]i,j≥0 determines a
function Ø → k, by evaluating at aij : Π(f) = Π(aij)i,j≥0, and to every f ∈ Ø
corresponds a maximal ideal

mf = {Π ∈ R | Π(f) = 0} ⊂ R
with quotient field equal to k. So we have a mapping Ø → MaxSpecR ⊂ SpecR,
and it is easy to see that it is injective. For any variety Y we have therefore
Ø× Y ↪→ SpecR× Y , and we shall take the Zariski topology on Ø× Y induced by
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the one on SpecR×Y . It is easy to see that this Zariski topology does not depend
on the local parameters chosen for Ø. We shall prove in 3.2 below that for any
system of multiplicities m the set

Hm := {(f,K) ∈ Ø× Yr−1 | f ∈ HK,m} .
is Zariski–closed in Ø× Yr−1 .

Fix for the rest of the section a system of multiplicities m = (m1,m2, . . . ,mr)
which we shall apply to any cluster of r points; write m̆ = (m1,m2, . . . ,mr−1). For
a cluster K = (p1, p2, . . . , pr), we write also K̆ = (p1, p2, . . . , pr−1).

Lemma 3.1. For every K0 ∈ Yr−1 ⊂ Xr−1 there are an open neighbourhood V ⊂
Xr−1 of K0, an isomorphism of k-varieties

U := V ∩ Yr−1
λ−→ kr−1 ,

two functions

x, y ∈ Γ
(
U ×Yr−2 V, ØYr−1×Yr−2Xr−1

)
generating the ideal of ∆(U) and polynomials Arij ∈ R[u1, u2, . . . , ur−1] for i, j ≥ 0,
such that for every K ∈ U and f ∈ HK,m the formal power series∑

i,j≥0

Arij(f, λ(K))(x ◦ iK̆)i(y ◦ iK̆)j

belongs to ØSK̆,pr
and is a local equation for the virtual transform of f = 0 at the

last point pr of K.

Note that the conditions on x, y and U imply that for any cluster K ∈ U the
functions x, y, λ1 ◦ πU − λ1(K), λ2 ◦ πU − λ2(K), . . . , λr−1 ◦ πU − λr−1(K) are a
system of parameters for the local ring of (K,K) in U ×Yr−2 V , the surface

{K} ×Yr−2 Xr−1 = {K} × iK̆(SK̆) ∼= Sr−1(K)

is locally defined by the equations λi ◦ πU = λi(K), and x ◦ iK̆ , y ◦ iK̆ are local
parameters for ØSr−1,pr (recall that SK̆ = Sr−1(K) and iK̆(pr) = K).

Proof. We proceed by induction on r. For r = 1, choose a system of parameters
x, y ∈ Ø and a neighbourhood V of p where x and y have regular representatives
(which abusing notation we call x, y also) and V (x, y) ∩ V = {p}. Then the claim
is clear, because Y0 = {p}, and the virtual transform of f at p is f itself, so we
can take A1

ij = Xij . Suppose now r > 1 and apply the induction hypothesis to
(K̆, m̆). We obtain the existence of V̆ ⊂ Xr−2, Ŭ = V̆ ∩ Yr−2

∼= kr−2, λ̆, x̆, y̆,
and the polynomials Ar−1

ij as in the claim. By making a linear substitution in x̆, y̆
we may assume that the last point pr of K0 lies in the direction of y̆ ◦ iK̆0

= 0.
b−1
r−1(Ŭ ×Yr−3 V̆ ) is open in Xr−1, and is the blowing-up of ∆(Ŭ) in Ŭ ×Yr−3 V̆ ,

which can be described as the subvariety of

Ŭ ×Yr−3 V̆ × P1

given by the equation ux̆ − vy̆ = 0, where (u : v) are projective coordinates of
P1. The exceptional divisor Yr−1 ∩ b−1

r−1(Ŭ ×Yr−3 V̆ ) has equations x̆ = y̆ = 0. We
define now V to be the open subset determined by v 6= 0, and the isomorphism

λ : U −→ kr−1 = kr−2 × k
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as λ = (λ̆ ◦ ψr−1) × (u/v). Let πV , πU be the projections of U ×Ŭ V on its two
factors. Then it is easy to see that

x = x̆ ◦ πV ,

y =
u

v
◦ πV −

u

v
◦ πU =

y̆

x̆
◦ πV − λr ◦ πU

generate the ideal of ∆(U).
Because of the induction hypothesis we know that for any K ∈ U and f ∈ HK,m

the virtual transform of f at pr−1(K) relative to m is

f̆ =
∑
i,j≥0

Ar−1
ij (f, λ ◦ ψr−1(K))

(
x̆ ◦ i ˘̆

K

)i (
y̆ ◦ i ˘̆

K

)j
.

This virtual transform must have multiplicity at least mr−1 at pr−1(K), therefore

Ar−1
ij (f, λ ◦ ψr−1(K)) = 0 ∀i, j, i+ j < mr−1 ,

and the virtual transform transform of f̆ in Sr−1(K) is given locally by∑
i+j≥mr−1

Ar−1
ij (f, λ ◦ ψr−1(K))

(
x̆ ◦ i ˘̆K

◦ σr−1

)i+j−mr−1
(
y̆

x̆
◦ i ˘̆K

◦ σr−1

)j
= 0,

which because of the commutativity i ˘̆K
◦ σr−1 = πr−1 ◦ iK̆ can be written in terms

of the local parameters x ◦ iK̆ , y ◦ iK̆ :∑
i+j≥mr−1

Ar−1
ij (f, λ ◦ ψr−1(K))

(
x ◦ iK̆

)i+j−mr−1
(
y ◦ iK̆ + λr(K)

)j
=

∑
i,j≥mr−1

j∑
`=0

Ar−1
ij (f, λ ◦ ψr−1(K))

(
j

n

)
λr(K)j−`

(
x ◦ iK̆

)i+j−mr−1 (
y ◦ iK̆

)`
.

This allows us to define the polynomials

Ark`(f, u1, . . . , ur−1) =
∑

i+j=k+mr−1

Ar−1
ij (f, u1, . . . , ur−2)

(
j

n

)
uj−`r−1 ,

after which the claim is satisfied.

Proposition 3.2. Hm is Zariski–closed in Ø× Yr−1.

Proof. By induction on r. The case r = 1 is clear, because then HK,m = mm1 is
the closed subset of Ø = Ø×Y0 determined by the ideal I = (Xij)i+j<m1 . Suppose
now r > 1 and the claim is true for Hm̆ ⊂ Ø × Yr−2. Let K0 ∈ Yr−1 be a cluster
and U ⊂ Yr−1 the open neighbourhood given by Lemma 3.1. It will be enough to
see that HU,m := Hm ∩ π−1

Yr−1
(U) is closed in Ø× U , because Yr−1 can be covered

by a finite number of such open neighbourhoods. Define

H ′U,m = {(f,K) ∈ Ø× U |(f, pr(K)) ∈ Hm̆} .

Because of the induction hypothesis and the fact that

idØ × pr : Ø× Yr−1 −→ Ø × Yr
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is continuous, H ′U,m is closed in Ø × U . Moreover, (f,K) ∈ HU,m if and only if
(f,K) ∈ H ′U,m and the virtual transform of f = 0 at pr(K) has multiplicity at least
mr, that is, by Lemma 3.1,

Arij(f, λ(K)) = 0 ∀i, j, i+ j < mr .

These equations define a closed subset V (Arij)i+j<mr ⊂ Ø × U , therefore HU,m =
H ′U,m ∩ V (Arij)i+j<mr is closed in Ø× U .

From this we obtain a number of corollaries. Let N be a positive integer such
that dim(Ø/HK,m) ≤ N for all K ∈ Yr−1 (for example, N =

∑r
i=1 mi (mi + 1)/2).

Then HK,m ⊃ mN for all K, and we can define

H̄m := {(f̄ , K) ∈ Ø
mN
× Yr−1 | f ∈ HK,m} .

Corollary 3.3. H̄m is Zariski–closed in
(
Ø/mN

)
× Yr−1.

Proof. Let K0 ∈ Yr−1 be a cluster and U ⊂ Yr−1 the open neighbourhood given by
Lemma 3.1. As in Lemma 3.2, it will be enough to see that H̄U,m := H̄m∩π−1

Yr−1
(U)

is closed in (Ø/mN) × U . We also know from the proof of Lemma 3.2 that HU,m

is defined by a finite number of polynomials Akij , k = 1, . . . , r. Now for α+ β ≥ N ,
xαyβ ∈ HK,m for allK, so the polynomialAkij(x

αyβ , u1, . . . , uk−1) ∈ k[u1, . . . , uk−1]
must be identically zero. This implies in fact that

Akij ∈ k[Xαβ ]α+β<N [u1, u2, . . . , uk−1] ⊂ R[u1, u2, . . . , uk−1] .

Now k[Xαβ]α+β<N is the affine coordinate ring of Ø/mN , which is a k–vector space
admitting the basis {x̄αȳβ}α+β<N . Therefore, the Akij define a Zariski-closed subset
in
(
Ø/mN

)
× U , and it is immediate to see that this is in fact H̄U,m.

Corollary 3.4. The function

Yr−1 −→ Z≥0

K 7−→ dim
Ø

HK,m
= lengthZK,m

is lower semicontinuous.

Proof. Choose N such that dim(Ø/HK,m) ≤ N for all K ∈ Yr−1. Then

dim
Ø

HK,m
= dim

Ø/mN

HK,m/mN
=
N(N + 1)

2
− dim

(
H̄m ×Yr−1 {K}

)
and the claim follows because the dimension of the fibers of the (nonflat) family
H̄m → Yr−1 is upper semicontinuous.

Note that in general there is no ideal sheaf I on S×Yr−1 with I⊗k(K) = HK,m

for all K; in other words, all ZK,m do not form a family. Indeed, the length
of the members of a family of zero-dimensional schemes is upper semicontinuous,
against Corollary 3.4. As the simple example m = (2, 2, 2) shows, this length is not
always constant, and in fact the systems of multiplicities for which it is constant are
quite exceptional. However, we shall see that restricting the set of clusters under
consideration so that the length of the corresponding schemes remains constant, it
is possible to construct flat families of cluster schemes.



CONDITIONS IMPOSED BY TACNODES AND CUSPS 4935

Given a subvariety W ⊂ Yr−1, let Wm ⊂ W be the open subset in which
dim (Ø/HK,m) is maximal, and denote this dimension by N = N(m,W ). The
restriction

H̄m|Wm ⊂
Ø

mN
×Wm

is thus a family of vector subspaces of Ø/mN of codimension N , so it defines a
morphism Wm → G to the Grassmannian G = GN

(
Ø/mN

)
. In G, the codimension

N vector spaces which are ideals of
(
Ø/mN

)
constitute a closed subscheme, which

is identified to the Hilbert scheme HilbNp S of length N subschemes of S supported
at p (cf. [13], [25]). As HK,m is by definition an ideal for every K, we finally obtain
a morphism

Wm
ϕm−→ HilbN S

K 7−→ ZK,m

That is, the schemes ZK,m form a flat family with parameter space Wm. In the
particular case that W = C is a smooth curve, the morphism ϕm can be extended
to all of C, by [22, III, 9.8], but then it is not true that ϕm(K) = ZK,m for those
K ∈ C \ Cm. In fact, ϕm(K) depends not only on K and m but also on C.
Nevertheless, we have the following

Corollary 3.5. If C ⊂ Yr−1 is a smooth curve and K ∈ C, then ZK,m ⊆ ϕm(K).

Proof. The morphism ϕm : C → HilbNp S ⊂ G defines a closed subset Φm ⊂
(Ø/mN)× C, and we have to see that Φm ⊂ H̄m|C . As H̄m is closed and

Φm|Cm = H̄m|Cm ⊂
Ø

mN
× Cm

it will be enough to see that Φm is the closure of Φm|Cm .
Take (f̄ , K0) ∈ Φm, with K0 ∈ C \ Cm. The family determined by ϕm corre-

sponds to an ideal sheaf I ⊂ (Ø/mN) ⊗ ØC . By definition, f̄ ∈ I ⊗ØC k(K0), so
there is an open neighbourhood U of K0 in C and a section

f̄U ∈ Γ
(

Spec
Ø

mN
× U, I

)
with f̄ = f̄U (K0). As Cm ⊂ C is open, we may assume U \ {K0} ⊂ Cm, therefore
∀K ∈ U \ {K0}, f̄U (K) ∈ I ⊗ k(K) = H̄K,m. So we have a morphism

U −→ Φm

K 7→ (f̄U (K),K)

whose image contains (f̄ , K0) and has every other point in Φm|Cm , therefore (f̄ , K0)
lies in the closure of Φm|Cm . As this holds for every (f̄ , K0) ∈ Φm and Φm is closed,
the claim is proved.

Next lemma shows an example of a flat family of cluster schemes which will be
useful later on.

Lemma 3.6. Let (K,m) be a consistent weighted cluster of r points and E = Er ⊂
SK the exceptional divisor of blowing up the last point. Consider the system of mul-
tiplicities m1 = (m1,m2, . . . ,mr, 1) and for every q ∈ E, Kq = (p1, p2, . . . , pr, q).
Then the schemes ZKq,m1 form a flat family.
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Figure 2. Enriques diagrams illustrating Proposition 3.7. By
moving the free points, ZK,m specializes to ZK′,m′ .

Proof. It is clear that lengthZKq,m1 ≤ lengthZK,m + 1 ∀q. On the other hand, as
(K,m) is consistent, there are curves going sharply through (K,m) which miss q
(cf. [5, 4]), so lengthZKq,m1 = lengthZK,m + 1 ∀q. Abusing slightly notation, we
shall call E = iK(E) ⊂ Yr; as the length of ZKq,m1 does not depend on q, we have
Em1 = E and the schemes ZKq,m1 form a flat family.

Recall that Ps ⊂ Yr−1 is the irreducible subvariety containing the unibranched
clusters K with ps(K) proximate to p1, and Us ⊂ Ps is the open dense subset which
contains all unibranched clusters based at p1 with pi(K) proximate to pi−1(K) for
all i > 1 and to p1(K) if s ≥ i > 1, and no other proximity relations. Assume
from now on that the system of multiplicities we are dealing with is of the form
m = (m, 2i, 1j). We shall denote by V(s,m, i, j) = ϕm(Us) the closure of the
subscheme of the Hilbert scheme that parametrizes the unibranched cluster schemes
ZK,(m,2i,1j) with K ∈ Us. Note that this does not depend on r, as far as r ≥ i+j+1.
Note also that Us ⊂ (Ps)m because Us is open and dense in Ps and lengthZK,m is
constant on Us. Therefore, ϕm((Ps)m) ⊂ ϕm(Us).

Proposition 3.7. Suppose that m = (m, 2i, 1j) is consistent in Us and (Ps)m does
not contain Us+1. Then

1. m = 2 s− 2 and i ≥ s,
2. if i+j ≥ s2−3 s+1, then V(s,m, i, j) contains V(s+1,m+1, i−s+1, j+s−2),
3. (m+ 1, 2i−s+1, 1j+s−2) is consistent in Us+1 if and only if i ≤ 2 s− 2. If it is

not, then it is equivalent to (m+ 2, 2i−2s+1, 1j+2s−2).

Proof. 1. m is consistent in Us, but not consistent in Us+1, otherwise Us+1 ⊂
(Ps)m. Therefore, the proximity inequality at p1 must be satisfied for K ∈ Us
but not for K ∈ Us+1. This means that{

2 s > m ≥ 2 s− 2 if i ≥ s,
s+ i > m ≥ s+ i− 1 if i < s.
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Therefore, if i < s we must have m = s+ i− 1, and for any cluster K ∈ Us+1

we have δ(m) = (m+ 1, 12i+j−s). So

lengthZK,m = lengthZK,δ(m)

=
(m+ 1)(m+ 2)

2
+ 2 i+ j − s =

m (m+ 1)
2

+ 3 i+ j

for all K ∈ Us+1, so Us+1 ⊂ (Ps)m against the hypotheses. We conclude that
i ≥ s, and it only remains to be seen that the case m = 2 s−1 is not possible.
But in this case δ(m) = (m+ 1, 2i−s, 1j+s) in Us+1, so again

lengthZK,m = lengthZK,δ(m)

=
(m+ 1)(m+ 2)

2
+ 3 (i− s) + j + s =

m (m+ 1)
2

+ 3 i+ j

for all K ∈ Us+1 and Us+1 ⊂ (Ps)m.
2. We are given two systems of multiplicities

m = (2 s− 2, 2i, 1j),

m′ = (2 s− 1, 2i−s+1, 1j+s−2)

with i ≥ s and i + j + 1 ≥ (s − 1)(s − 2). We have to see that for any
cluster K0 ∈ Us+1 there is a deformation of ZK0,m′ whose general member is
of the form ZK,m with K ∈ Us. For that, let C be a smooth irreducible curve
K0 ∈ C ⊂ Ps (recall that Ps is smooth) with C ∩ Us 6= ∅ and consider the
morphism

C
ϕm−→ HilbN S .

Consider also an auxiliary system of multiplicities and the associated mor-
phism

m+ = (2s− 1, 2i−s+1, 1j+s−1),

C
ϕm+−→ HilbN+1 S .

For K ∈ C∩Us, ZK,m  ZK,m+ . Therefore, ϕm(K)  ϕm+(K) for allK ∈ C.
Moreover, part 1 of the proposition shows that K0 ∈ Cm+ , so ϕm+(K0) =
ZK0,m+ . On the other hand, (K0,m) does not satisfy the proximity inequality
at p1, and unloading multiplicity at this point gives

m− = (2 s− 1, 2i−s, 1j+s) .

Note that m− may be nonconsistent in Us+1, but still ZK0,m = ZK0,m− and
lengthZK0,m < lengthϕm(K0). All together, we have

ZK0,m− = ZK0,m  ϕm(K0)  ϕm+(K0) = ZK0,m+

and we are in the conditions of Lemma 2.1. Therefore, there is a point q in
the exceptional divisor E = Er of blowing up pr such that ϕm(K0) = ZKq,m0 ,
with

m0 = (2 s− 1, 2i−s, 1j+s+1) .

Let q0 ∈ E be the unique point proximate to pr−1. If q = q0, then unloading
gives ZKq,m0 = ZK0,m′ so ϕm is the family we are looking for. If q is not
proximate to pr−1, then we only know that ZKq,m0 ∈ V(s,m, i, j). As i+ j +
1 ≥ (s− 1)(s− 2), though, by Lemma 2.4 we can say that for any free point
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q ∈ E, ZKq,m0 ∈ V(s,m, i, j). As the free points are dense in E, this implies
ϕm0 (E) ⊂ V(s,m, i, j). Now it is enough to see that q0 ∈ Em0 , because then
ZK0,m′ = ZKq0 ,m0 = ϕm0 (q0) ∈ V(s,m, i, j). If (Kq,m0) is consistent for q ∈
E free, then q0 ∈ Em0 because of Lemma 3.6; if it is not, then the equivalent
consistent system obtained by unloading is δKq(m0) = (m+2, 2i−2s, 1j+2s+1),
whereas for the cluster Kq0 the equivalent consistent system is δKq0 (m0) =
(m + 2, 2i−2s+1, 1j+2s−2). This implies that lengthZKq0 ,m0 = N(m0, E), so
again q0 ∈ Em0 .

3. Follows from an easy unloading calculation.

Corollary 3.8. Suppose that m = (m, 2i, 1j) is consistent in Us and (Ps)m does
not contain Us+1, and suppose that j ≥ s2 − 5 s+ 2. For every k ∈ Z≥0 we define

mk = m+ 2 k,

ik = i− k (k + 2 s− 2),

jk = j + k (k + 2 s− 3) .

If either k = 0 or ik−1 > 2 (s+ k − 1)− 2, then V(s+ k,mk, ik, jk) ⊂ V(s,m, i, j).

Proof. We shall proceed by induction on k. For k = 0, there is nothing to prove.
For k > 0, we have either k − 1 = 0 or

ik−2 > ik−1 > 2 (s+ k − 1)− 2 > 2 (s+ k − 2)− 2

so we can apply the induction hypothesis and

V(s+ k − 1,mk−1, ik−1, jk−1) ⊂ V(s,m, i, j) .

On the other hand, a straightforward computation shows that jk−1 ≥ (s+k−1)2−
5 (s+ k− 1) + 2, therefore ik−1 + jk−1 ≥ (s+ k− 1)2− 3 (s+ k− 1) + 1. Under the
conditions, Proposition 3.7 tells us that

V(s+ k,mk, ik, jk) ⊂ V(s+ k − 1,mk−1, ik−1, jk−1) ,

thus finishing the proof.

4. Degree of singular plane curves

In this section we work on a projective irreducible smooth surface S, mainly S =
P2. We are interested in linear systems of curves which contain a zero-dimensional
scheme composed of unibranched cluster schemes. These linear systems can be
specialized to linear systems of curves through a unibranched cluster (supported at
a single point) using the technique developed in [33]. We shall not repeat the whole
treatment here, but only show the parameter space (a variety of clusters) to which
we apply the semicontinuity theorem.

For convenience, we fix a point p in S. Given a sequence of integers r =
(r1, r2, . . . , rρ) with r1 < r2 < . . . < rρ we define varieties Xi(r) and Yi(r) in
an analogous way to Xi and Yi. Let Y−1(r) = Spec k, X0(r) = S, Y0(r) = {p}, and
for i > 0 let

Xi(r) bi−−−−→ Yi−1(r) ×Yi−2(r) Xi−1(r)

be the blowing-up along ∆(Yi−1(r)),

Yi(r) =

{
exc. divisor of the blowing-up if i /∈ {r1, r2, . . . , rρ},
Xi(r) if i ∈ {r1, r2, . . . , rρ}
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and ψi(r) = πYi−1(r) ◦ bi : Xi(r) → Yi−1(r) is smooth of relative dimension 2. We
write also X(r) = Xrρ(r) and Y (r) = Yrρ−1(r). All these varieties are projective,
irreducible and smooth; Y (r) can be identified with the set of all clusters of rρ
points of S, such that p1 = p and pi+1 is proximate to pi for all i /∈ r. A general
cluster K ∈ Y (r) is the union of ρ unibranched clusters of r1, r2 − r1, . . . , and
rρ − rρ−1 points.

Lemma 4.1. For any sequence of integers r = (r1, r2, . . . , rρ), Xi and Yi are closed
subvarieties of Xi(r) and Yi(r) respectively, and the morphism ψi : Xi → Yi−1 of
section 2 is the restriction of ψi(r) : Xi(r)→ Yi−1(r) for all i.

Proof. By induction on i. The cases i ≤ 1 are clear, so assume i > 1 and the claim
to be true for Xi−1 and Xi−2. This means that Xi−1 ⊂ Xi−1(r), Yi−1 ⊂ Yi−1(r)
are closed subvarieties and the morphism ψi−1 : Xi−1 → Yi−2 is the restriction of
ψi−1(r) : Xi−1(r)→ Yi−2(r). So we have also a closed subvariety

Yi−1 ×Yi−2 Xi−1 ⊂ Yi−1(r)×Yi−2(r) Xi−1(r)

and

∆(Yi−1(r)) ∩ Yi−1 ×Yi−2 Xi−1 = ∆(Yi−1)

so by the definitions, Xi ⊂ Xi−1(r) is the strict transform of Yi−1×Yi−2 Xi−1 under
the blowing-up bi (cf. [22, II.7.15]), Yi is a subvariety of the exceptional divisor,
hence of Yi−1(r), and ψi : Xi → Yi−1 is the restriction of ψi : Xi(r)→ Yi−1(r).

Given a cluster K ∈ Y (r), a system of multiplicities m and a divisor D, we shall
denote by  LD(K,m) the linear system of effective divisors linearly equivalent to D
which go through (K,m). As seen in [33] the function

Y (r) −→ Z≥−1

K 7−→ `D(K,m) := dim  LD(K,m)

is upper semicontinuous. We consider the dimension of the empty linear system
to be −1. Because of Lemma 4.1, we can bound `D(K,m) with K general in
Y (r) by `D(K,m) with K in Yrρ−1. For any subset W ⊂ Y (r) we shall also write
`D(W,m) = inf{`D(K,m) | K ∈ W}.

In the case S = P2, we can choose D = d · L, with L a line and d ∈ Z>0. We
shall then denote  Ld(K,m) =  LD(K,m) the linear system of curves of degree d
going through (K,m) and `d(K,m) = `D(K,m) its dimension. We say that a
zero-dimensional scheme Z has level d when lengthZ = (d + 1)(d + 2)/2. For a
level d scheme in the plane P2 it is equivalent to have maximal rank or to have
maximal rank in degree d. Furthermore, an arbitrary zero-dimensional subscheme
Z ⊂ P2 has maximal rank if and only if there exist maximal rank schemes Zd and
Zd+1 of level d and d+ 1 respectively such that Zd ⊂ Z ⊂ Zd+1 (see [23, 2.2.2]).

Lemma 4.2. For every cluster scheme ZK,m where K ∈ Us and m = (m, 2i, 1j)
is consistent in Us there exist systems of multiplicities m− = (m, 2i− , 1j−) and
m+ = (m, 2i+ , 1j+) consistent in Us such that ZK,m− ⊂ ZK,m ⊂ ZK,m+ , ZK,m−
has level d and ZK,m+ has level d + 1. Furthermore, m+ and m− can be chosen
such that j+ ≥ j and (j− ≥ j or i− = 0), the inequalities being strict if ZK,m does
not have level d. If 3i+ j ≥ 2m+ 3, then d > m.
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Proof. Write

m(m+ 1)
2

+ 3 i+ j =
(d+ 1)(d+ 2)

2
+ ε

with 0 ≤ ε ≤ d+ 1. It is enough to define m+ = (m, 2i, 1j+d+2−ε) and

m− =

{
(m, 2i−ε, 1j+2ε) if i ≥ ε,
(m, 1j+3i−ε) if i ≤ ε.

Before we prove our maximal rank theorem we need some lemmas on level d
cluster schemes. Assume for a while that m = (m, 2i, 1j) and d ∈ Z are such that

N(m) =
m (m+ 1)

2
+ 3 i+ j =

(d+ 1) (d+ 2)
2

.

Lemma 4.3. If i = 0 and s ≤ m + 1, then `d(Us,m) = −1, with Us ⊂ Yrρ−1 as
defined in section 3.

Proof. It is clear that d ≥ m−1; we shall prove the claim by induction on d−m. For
d = m− 1 the result is obvious. For d ≥ m we have j ≥ m+ 1. By semicontinuity
it is enough to see that there are no plane curves of degree d containing ZK,m with
K general in Um+2. Now for K ∈ Um+2, unloading gives ZK,m = ZK,(m+1,1j−m−1),
and the result follows from the induction hypothesis.

Lemma 4.4. If 2 i ≤ m, 2 i+ j > m and m is consistent in Us, then `d(Us,m) =
−1.

Proof. By semicontinuity it is enough to see that there are no plane curves of degree
d containing ZK,m with K general in Um+2−i. But for K ∈ Um+2−i, unloading gives
ZK,m = ZK,(m+1,12i+j−m−1), and the result follows from Lemma 4.3.

Proposition 4.5. If d ≤ m+ 1 and m is consistent in Us, then

`d(Us,m) = −1⇐⇒


d ≤ m and i = 0

or
d = m+ 1 and m ≥ i+ s− 2 .

Proof. It is clear that d ≥ m−1, and d = m−1 implies i = j = 0, `d(Us,m) = −1.
Assume now d = m or d = m + 1. We will prove the claim by induction on i. If
i = 0, then consistency guarantees both m ≥ i+ s− 2 and s ≤ m+ 1, so the result
follows from Lemma 4.3. Assume now i ≥ 1. For K general in Us, consider the
line L passing through p in the direction of p2. If s = 2, we can assume (K being
general) that p3 does not lie on L; for s > 2 this is automatic. For every curve
C ∈  Ld(K,m)

L · C ≥ m+ 2 = d+ 1 > degC,

therefore L is a component of C, so it is a fixed part of  Ld(K,m). The residual
linear system is

 Ld(K,m)− L =  Ld−1(K,m′)
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with m′ = (m − 1, 1, 2i−1, 1j) because of Corollary 2.3. As this is true for general
K ∈ Us, we have now `d(Us,m) = `d−1(Us,m′). But m′ is not consistent in Us.
The equivalent consistent system is

δ(m′) =

{
(m, 2i−s, 1j+s) if m = 2 (s− 1) ≤ 2 (i− 1),
(m− 1, 2i−1, 1j+1) in any other case.

Note that N(δ(m′)) = N(m)−m− 2, so
1. If d = m, then N(δ(m′)) < d(d + 1)/2 and  Ld(K,m) =  Ld−1(K, δ(m′)) + L

is nonempty for all K ∈ Us, as claimed for d = m, i 6= 0.
2. If d = m+ 1, then N(δ(m′)) = d(d+ 1)/2 so ZK,m has level d− 1 for all K ∈
Us. Now the induction hypothesis gives `d(Us,m) = `d−1(Us, δ(m′)) = −1
because

m ≥ i+ s− 2⇐⇒
{
i− s = 0 if m = 2 (s− 1) ≤ 2 (i− 1),
m− 1 ≥ (i− 1) + s− 2 in any other case.

Corollary 4.6. If 2i ≤ m, d > m and m is consistent in Us, then `d(Us,m) = −1.

Proof. By Lemma 4.4 we may assume 2i+ j ≤ m. But then

N(m) =
m(m+ 1)

2
+ 3 i+ j ≤ m(m+ 1)

2
+m+

m

2
<

(m+ 3)(m+ 4)
2

so d < m+ 2. Moreover, we have either i ≥ s− 2, in which case m ≥ 2i ≥ i+ s− 2
or i ≤ s − 2, in which case consistency of m in Us implies m ≥ i + s − 2. In both
cases Proposition 4.5 concludes.

Lemma 4.7. If i ≤ m, d > m, 4 (i+ j) ≥ m2− 2m− 4 and m is consistent in Us,
then `d(Us,m) = −1, except in the case m = 6, i = 5, j = 0, s = 4.

Proof. Consider first the case d = m+1. If m ≥ i+s−2, then Proposition 4.5 says
that `d(Us,m) = −1, as wanted, so assume m < i + s − 2. We will see that this
implies m = 6, i = 5, j = 0, s = 4. Indeed, d = m+ 1 implies 3i+ j = 2m+ 3, so
j = 2m+3−3i and 2m+3−3i cannot be negative. The conditions 2m+3−3i ≥ 0
and 4(i + j) = 8m − 8i + 12 ≥ m2 − 2m − 4 allow only a small finite number of
solutions (m, i), and (m, i) determine j. Moreover, s is limited by consistency, so
we only have to check a finite number of 4-ples (m, i, j, s) to see that the only one
with m < i+ s− 2 is (6, 5, 0, 4).

Assume now d > m + 1. We shall use semicontinuity applied to a family of
level d cluster schemes which specializes free points to be proximate to p1. When
m is odd, unloading alone is enough to obtain the family; for even m we will use
Proposition 3.7. By Corollary 4.6 we may assume 2i > m; now we distinguish two
cases according to the parity of m:
m even Write m = 2 t− 2. As m is consistent in Us, and 2i > m, we must have
t ≥ s, so by semicontinuity it is enough to see that there are no plane curves
of degree d containing ZK,m with K general in Ut. It is clear that (Pt)m does
not contain Ut+1, and 4 (i+ j) ≥ 4 (t2 − 3 t+ 1), therefore by Proposition 3.7

V(t+ 1,m+ 1, i− t+ 1, j + t− 2) ⊂ V(t,m, i, j) .

By semicontinuity applied to the tautological flat family on V(t,m, i, j) ⊂
HilbN (S) then, it is enough to see that there are no plane curves of degree d
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containing ZK,m′ with K general in Ut+1 and m′ = (m + 1, 2i−t+1, 1j+t−2).
But then 2(i − t + 1) = 2i − m ≤ m + 1 and still d > m + 1 so the result
follows by Corollary 4.6.

m odd Write m = 2 t − 1. By semicontinuity it is enough to see that there
are no plane curves of degree d containing ZK,m with K general in Ut+1.
But for K ∈ Ut+1, unloading gives ZK,m = ZK,(m+1,2i−t,1j+t), and again
2(i− t) = 2i−m−1 ≤ m+1 and d > m+1 so the result follows by Corollary
4.6.

With this knowledge of level d cluster schemes we are in a position to attack the
general case. Now let ρ, s be positive integers, and suppose we have systems of
multiplicities m1,m2, . . . ,mρ with

m1 = (m, 2i1 , 1j1),

mk = (2ik , 1jk), k = 2, 3, . . . , ρ.

Suppose furthermore that m ≥ min(s−1+
∑
ik, 2(s−1)). Consider a cluster scheme

Z1 = Z(K,m1) with K ∈ Us and ρ−1 unibranched cluster schemes Z2, Z3, . . . , Zρ
supported at different points of P2, whose defining clusters K2,K3, . . . ,Kρ have no
satellite points. The scheme Z = Z1 ∪ Z2 ∪ · · · ∪ Zρ has length

N =
m (m+ 1)

2
+ 3

ρ∑
k=1

ik +
ρ∑
k=1

jk .

Theorem 4.8. If the position of the points of the ρ clusters K2,K3, . . . ,Kρ is
general, 3

∑
ik +

∑
jk ≥ 2m+ 3, and 4

∑
jk ≥ m2− 4m− 6, then Z has maximal

rank, except in the cases
• m = 2,

∑
ik = 4, jk = 0 ∀k,

• m = 4,
∑
ik = 6, jk = 0 ∀k,

• m = 6,
∑
ik = 5, jk = 0 ∀k, s = 4.

Proof. Consider r = (r1, r2, . . . , rρ). Let Ps(r) be the closed variety of Y (r) where
p2, p3, . . . , ps are proximate to p. It is easy to see that Ps(r) is an irreducible variety
and Ps = Ps(r) ∩ Yrρ−1. Then the claim may be equivalently stated as

`d(Ps(r),m0) = max
(
−1,

(d+ 1)(d+ 2)
2

−N
)
∀d

where m0 = (m, 2i1 , 1j1 , 2i2 , 1j2 , . . . , 2iρ , 1jρ). By semicontinuity it is enough to
see that `d(Ps,m0) = max(−1, (d + 1)(d + 2)/2 − N)∀d and unloading gives that
m = (m, 2

∑
ik , 1

∑
jk) is equivalent to m0 in Us. Therefore,

`d(Ps(r),m0) ≤ `d(Us,m0) = `d(Us,m) ∀d .

It only remains to be seen that for a general cluster K ∈ Us, ZK,m has maximal
rank. Because of Lemma 4.2, either ZK,m has level d or there are schemes ZK,m−
and ZK,m+ of level d and d + 1 respectively, satisfying the above conditions and
not among the exceptions, with ZK,m− ⊂ ZK,m ⊂ ZK,m+ , so we can assume that
ZK,m has level d > m, and it is enough to see that `d(Us,m) = −1 .

Let i =
∑
ik, j =

∑
jk. The proof runs by induction on i. The case i ≤ m has

already been settled in Lemma 4.7, so suppose i ≥ m+ 1. We shall distinguish two
cases according to the parity of m.
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m even Write m = 2 t−2. As m is consistent in Us and i ≥ m+1, we must have
t ≥ s, so by semicontinuity it is enough to see that there are no plane curves
of degree d containing ZK,m with K general in Ut. It is clear that (Pt)m does
not contain Ut+1, and 4 (i+ j) ≥ 4 (t2 − 3 t+ 1), therefore by Proposition 3.7

V(t+ 1,m+ 2, i− 2t+ 1, j + 2t− 2) ⊂ V(t,m, i, j) .

By semicontinuity applied to the tautological flat family on V(t,m, i, j) ⊂
HilbN (S), then it is enough to see that there are no plane curves of degree d
containing ZK,m′ with K general in Ut+1 and

m′ = (m′, 2i
′
, 1j
′
) = (m+ 2, 2i−2t+1, 1j+2t−2) .

An easy computation shows that we are still in the numerical conditions of
the claim, and i′ < i, so we can apply the induction hypothesis, except in
the case that d = m + 2. In this case, either we are in one of the exceptions
above, or i = m + 1, j = 3, m′ = (m + 2, 1m+3) and the claim follows from
Lemma 4.3.

m odd Write m = 2 t− 1. By semicontinuity it is enough to see that there are
no plane curves of degree d containing ZK,m with K general in Ut+1. But for
K ∈ Ut+1, unloading gives ZK,m = ZK,(m+1,2i−t,1j+t), so the result follows by
the induction hypothesis again.

Note that Theorem 4.8 applies in particular when we have only double points,
proper or infinitely near, and they are neither 5 nor less than 4. For the remaining
cases the behaviour is also known (cf. [17]). Namely, one double point has (ob-
viously) maximal rank and the scheme of three double points (proper or infinitely
near, in general position) has maximal rank; systems which fail to have maximal
rank appear in degree 2 when there are two points and in degree 4 when there are
five. In both cases there is an “unexpected” curve of the form C = 2D, where D
is the straight line or the conic through the points, respectively. The cases of one
point of multiplicity m = 3, 4 or 5 and i double points (again, proper or infinitely
near) are also covered, except for i < 2m/3 + 1 and for the case m = 4, i = 6.
All excepted cases involve less than eight points and were therefore also solved by
B. Harbourne. The systems which do not have maximal rank are (3, 2) in degree
3, (4, 2), (4, 22) in degree 4, (5, 2), (5, 22) in degree 5, and (4, 26) in degree 6.

We shall now apply this result to find irreducible curves of low degree with
tacnodes and cusps. We shall use a form of Bertini’s theorems slightly different
from the usual ones. Given a linear system  L of curves on S with no fixed part, the
base points of  L form a (usually nonunibranched) cluster BP( L).

Proposition 4.9. Let  L be a linear system of curves on S with no fixed part. Then
1. General curves in  L go sharply through BP( L).
2. If  L is reducible, then it is composed of the curves of a pencil.

Proof. 2 and the fact that all singularities of general curves sit at the proper base
points of  L are standard. For a proof of 1, cf. [5, 7.2]. Cf. also Zariski’s remark on
the theorems of Bertini in [35].

Lemma 4.10. Let Z ⊂ Z ′ be two zero-dimensional subschemes of P2 such that
lengthZ ′ = lengthZ + 1, and let d be a positive integer such that going through Z
imposes independent conditions to curves of degree d. Then Z ′ imposes independent
conditions to curves of degree d+ 1.
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Proof. This is an easy application of the residual exact sequence of the Horace
method. There is a unique point p ∈ P2 where the length of the component of Z ′

supported at p is bigger than that of Z. Let L be a general straight line through
p, and consider the residual exact sequence

0 −→ IZ′′(d) −→ IZ′ (d+ 1) −→ IZ′∩L/L(d+ 1) −→ 0 .

We have to prove that

H1(IZ′∩L/L(d+ 1)) = H1(IZ′′(d)) = 0 .

As going through Z imposes independent conditions to curves of degree d and L is
general, lengthZ ∩ L ≤ d+ 1, therefore lengthZ ′ ∩ L ≤ d+ 2 and

H1(IZ′∩L/L(d+ 1)) = 0.

As by hypothesis H1(IZ(d)) = 0, it will be enough to see that Z contains the
residual scheme Z ′′. Let I, I ′, I ′′ ⊂ Øp be the ideals locally defining Z, Z ′ and Z ′′,
and let f ∈ Øp be a local equation of L. lengthZ ′ = lengthZ + 1 implies that
I = I ′ + (g) for some g ∈ Øp with gmp ⊂ I ′, therefore fI = fI ′ + (fg) ⊂ I ′ and
I ⊂ I ′′ = (I ′ : f), as wanted.

Corollary 4.11. If (K,m) is a weighted (not necessarily unibranched) cluster such
that ZK,m imposes independent conditions to curves of degree d, then general curves
in  L =  Ld+1(K,m) go sharply through (K,m). Furthermore, if (K,m) is not a
single point of multiplicity d+ 1, then a general curve in  L is irreducible.

Proof. Because of Lemma 4.10,  L has no fixed part and BP( L) = (K,m). By
Proposition 4.9 then, we only have to see that if  L is composed of the curves of a
pencil, then BP( L) is a point with multiplicity d+1. Let  L be composed of r curves
of degree k in a pencil. Then rk = d+ 1 and

r = `d+1(K,m) = d+ 2 + `d(K,m) ≥ d+ 1

because ZK,m imposes independent conditions to curves of degree d. Therefore,
r = d+ 1 and k = 1. A pencil of lines has a unique base point p so curves in  L are
composed of d+ 1 lines through p and BP( L) is as claimed.

The cluster of infinitely near singular points of a tacnode of order t is a weighted
unibranched cluster K of t free points with multiplicities m = (2t). The scheme
ZK,m is called a tacnode scheme. The cluster of infinitely near singular points of
a cusp of order n is a weighted unibranched cluster K of n + 2 points, the last
of which being satellite and the others free, with multiplicities m = (2n, 12). We
define an “extended” unibranched cluster (K ′,m′) which has an additional free
point taken with multiplicity one and call ZK′,m′ a cusp scheme of order n. When
this last point pn+3 ∈ K ′ varies in En+2

∼= P1 we obtain a flat family of cluster
schemes, because of Lemma 3.6. In the special position of pn+3 which makes it
proximate to pn+1, unloading gives δ(m′) = (2n+1, 0, 0) so any cusp scheme of
order n can be specialized to the tacnode scheme of order n + 1 given by the free
points p1, . . . , pn+1.

Theorem 4.12. If

d(d+ 1)
6

≥
τ∑
i=1

ti +
ν∑
i=1

(ni + 1) ≥ 6,
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Figure 3. Enriques diagrams of a tacnode cluster and an ex-
tended cusp cluster.

then there exists a reduced irreducible curve of degree d with τ tacnodes of orders
t1, . . . , tτ and ν cusps of orders n1, . . . , nν as its only singularities.

Proof. Consider a scheme

Z = T1 ∪ T2 ∪ · · · ∪ Tτ ∪N1 ∪N2 ∪ · · · ∪Nν

where Ti is a tacnode scheme of order ti supported at pi ∈ P2 and Ni is a cusp
scheme of order ni supported at qi, all of them having their points in general
position. We claim that the linear system  Ld(Z) of curves of degree d containing
Z is nonempty and that a generic curve in it has a tacnode of order ti at pi, a cusp
of order ni at qi and no other singularities.

Specializing the cusp schemes Ni to tacnode schemes T̄i of order ni+1 we obtain
a scheme Z̄ in the conditions of Theorem 4.8, therefore of maximal rank and length
3 (
∑
ti +

∑
(ni + 1)). So by semicontinuity Z is also of maximal rank. The bound

on d assures that Z imposes independent conditions to curves of degree d − 1. So
by 4.11 a general curve in  Ld(Z) is irreducible and has no other singularities but
the ones in pi, qi, which are tacnodes and cusps of the desired orders.

Note that in the hypotheses of Theorem 4.12 we ask that
∑
ti +

∑
(ni + 1) ≥ 6

in order to apply 4.8. In fact, the remarks we made after the proof of Theorem 4.8
prove that the result holds also for

∑
ti+
∑

(ni+1) = 3, 4. In case
∑
ti+
∑

(ni+1) =
5, an ad hoc reasoning can be used to prove the existence; however, for these small
numbers of singularities the result is neither new nor significant, so we omit this.

We should like to point out that there are examples in [27] of curves Fk with one
tacnode or cusp, of degree lower than the one given by 4.12. Namely, they have
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degree d = 2k + 1 and{
a tacnode of order 2k2+3k−1

2 if 2k2 + 3k − 1 is even,
a cusp of order 2k2+3k−2

2 if 2k2 + 3k − 1 is odd.

The author was informed by C. Lossen that he conjectures, after testing many
particular cases, that these curves are irreducible and have no other singularity.
He conjectures also that they do not satisfy the T–smoothness property (cf. [34])
which states that the variety of curves of degree d with that singularity is smooth
of the expected dimension at F . Curves with tacnodes and cusps whose points are
in general position (as those given by 4.12) do satisfy the T–smoothness property.

The reader may notice that after 4.11, any h1–vanishing result for a class of
cluster schemes can be exploited to obtain curves of low degree with the equisin-
gularity type fixed by the clusters. In fact, the bounds obtained using 4.11 are
(slightly) sharper than those obtained using the somewhat more complicated rea-
soning of [14]. In particular, it is not difficult to extend Theorem 4.12 to curves
with tacnodes, cusps, and one different singularity.

Proposition 4.13. Let S be an equisingularity class whose cluster of infinitely near
singular points is unibranched and consists of one point of multiplicity m followed by
k free double points. Define M = k+

∑τ
i=1 ti+

∑ν
i=1(ni+ 1) + max

(
0, m

2−4m−6
3

)
.

If

d(d+ 1)
6

− m(m+ 1)
6

≥M ≥ 2
3
m+ 1,

then there exists a reduced irreducible curve of degree d with one singularity of type
S, τ tacnodes of orders t1, . . . , tτ and ν cusps of orders n1, . . . , nν as its only
singularities.

Proof. Analogous to the proof of 4.12.

Note also that in the proof of Theorem 4.12 we proved that the union of general
tacnode and cusp schemes has maximal rank, which is a case not included in The-
orem 4.8. It is easy to see that many other cases may be equally treated using the
same techniques. For example,

Proposition 4.14. The scheme of the cluster of infinitely near singular points of
a Dk–singularity whose points are in general position has maximal rank, except in
the two cases k = 6, 7.

Proof. The cluster of infinitely near singular points of a Dk–singularity, with k
even, is a weighted unibranched cluster with k/2− 1 free points with multiplicities
m = (3, 2k/2−2), so we are in a particular case of Theorem 4.8.

If k is odd, then the cluster of infinitely near singular points of Dk is a weighted
unibranched cluster with r = (k+ 1)/2 points, the last of which being satellite and
the others free (that is, K ∈ Ur,r−2), with multiplicities m = (3, 2r−3, 12). For
simplicity, we assume k ≥ 15 (or r ≥ 8), as the cases with k small require special
care. Let U ⊂ Pr,r−2 ∩ P3 be the open subset where only p3 and pr are satellites
(we specialize the third point to be proximate to the first). For K ∈ U , unloading
gives ZK,m = ZK,m′ with m′ = (4, 2r−4, 1, 0, 0), so the length of ZK,m is the same
for K in U or in Ur,r−2, therefore U ⊂ (Pr,r−2)m. As Ur,r−2 is dense in (Pr,r−2)m,
by semicontinuity it is enough to see that ZK,m = ZK,m′ has maximal rank for K
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general in U and the result follows from Theorem 4.8, because the multiplicity of
the last point is now 0 so we can assume K general in U3.
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Math. 50 (1985), 337-388. MR 86j:14013
[24] Hirschowitz, A., Une conjecture pour la cohomologie des diviseurs sur les surfaces rationnelles

generiques, J. Reine Angew. Math 397 (1989), 208-213. MR 90g:14021
[25] Iarrobino, A. Punctual Hilbert Schemes, Mem. Amer. Math. Soc. 10 (1977). MR 58:5667
[26] Kleiman, S.L., Multiple-point formulas I: Iteration, Acta Math. 147 (1981), 13-49. MR

83j:14006

[27] Lossen, C., New asymptotics for the existence of plane curves with prescribed singularities,
Comm. in Algebra 27 (1999), 3263–3282. MR 2000e:14037

[28] Miranda, R., Linear systems of plane curves, Notices of the Amer. Math. Soc. 46, 2, (1999),
192-202. MR 99m:14012

http://www.ams.org/mathscinet-getitem?mr=98i:14052
http://www.ams.org/mathscinet-getitem?mr=99j:14028
http://www.ams.org/mathscinet-getitem?mr=56:15637
http://www.ams.org/mathscinet-getitem?mr=91h:14002
http://www.ams.org/mathscinet-getitem?mr=95f:14011
http://www.ams.org/mathscinet-getitem?mr=99b:14047
http://www.ams.org/mathscinet-getitem?mr=2000m:14005
http://www.ams.org/mathscinet-getitem?mr=2000m:14006
http://www.ams.org/mathscinet-getitem?mr=90b:01106a
http://www.ams.org/mathscinet-getitem?mr=38:5778
http://www.ams.org/mathscinet-getitem?mr=99g:14035
http://www.ams.org/mathscinet-getitem?mr=86h:14030
http://www.ams.org/mathscinet-getitem?mr=87k:14041
http://www.ams.org/mathscinet-getitem?mr=90b:14009
http://www.ams.org/mathscinet-getitem?mr=96f:14045
http://www.ams.org/mathscinet-getitem?mr=97f:14007
http://www.ams.org/mathscinet-getitem?mr=86j:14013
http://www.ams.org/mathscinet-getitem?mr=90g:14021
http://www.ams.org/mathscinet-getitem?mr=58:5667
http://www.ams.org/mathscinet-getitem?mr=83j:14006
http://www.ams.org/mathscinet-getitem?mr=2000e:14037
http://www.ams.org/mathscinet-getitem?mr=99m:14012


4948 JOAQUIM ROÉ
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