
TRANSACTIONS OF THE
AMERICAN MATHEMATICAL SOCIETY
Volume 360, Number 2, February 2008, Pages 1089–1102
S 0002-9947(07)04345-0
Article electronically published on July 23, 2007

ON THE ESSENTIAL COMMUTANT OF T (QC)

JINGBO XIA

Abstract. Let T (QC) (resp. T ) be the C∗-algebra generated by the Toeplitz

operators {Tϕ : ϕ ∈ QC} (resp. {Tϕ : ϕ ∈ L∞}) on the Hardy space H2 of
the unit circle. A well-known theorem of Davidson asserts that T (QC) is the
essential commutant of T . We show that the essential commutant of T (QC)
is strictly larger than T . Thus the image of T in the Calkin algebra does not
satisfy the double commutant relation. We also give a criterion for membership
in the essential commutant of T (QC).

1. Introduction

Let H be a separable, infinite-dimensional Hilbert space. Recall that the Calkin
algebra Q is defined to be the quotient algebra B(H)/K(H), where B(H) (resp.
K(H)) is the collection of bounded (resp. compact) operators on H. The essential
commutant of a subset G of B(H) is defined to be

EssCom(G) = {X ∈ B(H) : [T, X] ∈ K(H) for every T ∈ G}.
Let π : B(H) → Q be the quotient map. Then π(EssCom(G)) is the commutant
of π(G) in Q. That is, {π(G)}′ = π(EssCom(G)). For the discussion below, all
algebras and subalgebras are assumed to be unital.

A well-known result of Voiculescu asserts that every separable C∗-subalgebra A
of Q satisfies the double commutant relation A = A′′ [13]. An equally well-known
result due to Johnson and Parrott [7] and Popa [11] tells us that if B is a von
Neumann algebra on H, then EssCom(B) = B′ +K(H). Thus if A is the image of
a von Neumann algebra in Q, then it also satisfies the double commutant relation
A = A′′.

On the other hand, there exist non-separable C∗-subalgebras of Q for which
the double commutant relation fails. Indeed Example 2.4 in the Johnson-Parrott
paper [7] provides just such an example. In [1], Berger and Coburn gave an ex-
ample of a simple C∗-subalgera of Q which does not satisfy the double commutant
relation. Subsequently, the author showed that A �= A′′ is quite common among
C∗-subalgebras of Q in the following sense: If B is a von Neumann algebra and if
the dimension of B as a linear space is infinite, then B contains a C∗-subalgebra A
such that π(A) �= π(B) and {π(A)}′′ = π(B) [15].

Given these positive and negative results about the double commutant relation,
for any C∗-subalgebra of Q which is of any interest but not covered by these general
results, it seems to be natual to ask whether or not it satisfies the double commutant
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relation. Such a problem usually boils down to the determination of the essential
commutant of a specific C∗-algebra [1, 4, 7, 11, 15]. The focus of this paper is on
a specific essential commutant on the Hardy space H2 of the unit circle T = {τ ∈
C : |τ | = 1}. This turns out to be one place where harmonic analysis finds a nice
application in the theory of operator algebras.

Recall that the Hardy space H2 is the closure of the linear span of {eint : n = 0,
1, 2, ...} in L2. Let P : L2 → H2 be the orthgonal projection. Given a ϕ ∈ L∞,
the Toeplitz operator Tϕ is defined by the formula Tϕg = Pϕg, g ∈ H2. Let

T = the C∗-algebra generated by {Tϕ : ϕ ∈ L∞},
which is commonly referred to as the full Toeplitz algebra.

Let QC = (H∞ + C) ∩ (H∞ + C), the collection of quasi-continuous functions
on the unit circle. It is well known that QC = VMO∩L∞ [5, page 377]. Define

T (QC) = the C∗-algebra generated by {Tϕ : ϕ ∈ QC}.
A key motivating factor for this investigation is the following famous result:

Theorem 1.1 (Davidson [4]). The essential commutant of T equals T (QC).

An immediate consequence of Theorem 1.1 is that π(T (QC)) satisfies the dou-
ble commutant relation in Q. On the other hand, although more than a quarter
of a century has passed since Davidson’s theorem was published, little is known
about EssCom(T (QC)). Given Theorem 1.1, it seems natural to ask, what is
EssCom(T (QC))? In particular, does EssCom(T (QC)) coincide with T ? See [14,
Problem 13]. We now have an answer:

Theorem 1.2. The essential commutant of T (QC) is strictly larger than T .

Given Theorem 1.1, Theorem 1.2 is obviously equivalent to

Theorem 1.3. The image of T in the Calkin algebra does not satisfy the double
commutant relation.

This seems to be all the more interesting if we consider the following fact: Let
T (H∞ + C) be the (non-self-adjoint) operator algebra generated by {Tϕ : ϕ ∈
H∞ + C}. Davidson showed in [4] that π(T (H∞ + C)) is a maximal abelian
algebra in the Calkin algebra Q. It is well known that T (H∞ + C) generates T as
a C∗-algebra.

As we will see in the proof of Theorem 1.2, EssCom(T (QC)) contains operators
which seem to defy general description. Nevertheless, EssCom(T (QC)) admits a
characterization in terms of a BMO-related continuity.

Theorem 1.4. Let A be a bounded operator on H2 such that [Th, A] is compact
for every continuous function h on the unit circle. Then A belongs to the essential
commutant of T (QC) if and only if A has the following property: For every ε > 0,
there exists a δ = δ(ε) > 0 such that the inequality ‖[Tϕ, A]‖ ≤ ε holds for every ϕ
in L∞ satisfying the conditions ‖ϕ‖BMO ≤ δ and ‖ϕ‖∞ ≤ 1.

The rest of the paper consists of the proofs of these results. More specifically,
we will prove Theorem 1.2 in Section 2 and Theorem 1.4 in Section 3. The proof
of Theorem 1.4 uses techniques and ideas similar to those in [4, 7].

Although Theorem 1.2 was motivated by C∗-algebraic considerations, the proof
we present here is based on harmonic analysis. In particular, the proof requires
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the full strength of the theory of Calderón-Zygmund operators [2, 3, 12]. The most
difficult step in the proof is a norm estimate ‖[Mf , T ]‖ ≤ C‖f‖BMO. This involves
hard analysis, but fortunately we can use existing results [2, 3, 8] to establish the
required estimate. Thus the task we actually carry out in the proof of Theorem 1.2
is relatively easy.

2. Proof of Theorem 1.2

The first step in the proof is to transform the problem from the unit circle T
to the real line R. In this section dm stands for the Lebesgue measure on R. Let
H2(R) be the Hardy space for the upper-half plane. We denote the orthogonal
projection from L2(R) to H2(R) by PW . The purpose of the subscript W , which
stands for Wiener-Hopf, is to distinguish PW from the Hardy projection P on the
unit circle. For any f ∈ L∞(R), the operator Wf = PW Mf |H2(R) will be called a
Wiener-Hopf operator, again to distinguish it from the unit circle case. Let W be
the C∗-algebra generated by {Wf : f ∈ L∞(R)}.

Consider the conformal mapping

α(z) =
i − z

i + z

from the upper-half plane to the unit disc. The formula

(Ug)(x) =
1√
π
· 1
i + x

g

(
i − x

i + x

)
, g ∈ L2(T),

defines a unitary operator from L2(T) to L2(R). The coefficient 1/
√

π in the
above is due to the normalization of the norms on these spaces: As usual, we
define ‖g‖2 = (1/2π)

∫ π

−π
|g(eiθ)|2dθ for g ∈ L2(T) and ‖G‖2 =

∫
|G(x)|2dx for

G ∈ L2(R). We have

UH2 = H2(R) and UPU∗ = PW .

Thus UTϕU∗ = Wϕ◦α for every ϕ ∈ L∞. Therefore

(2.1) UT U∗ = W .

Thus our goal is to construct a bounded operator on H2(R) which commutes with
{Wϕ◦α : ϕ ∈ QC} modulo compact operators and which does not belong to W .

To construct such an operator, we pick a u ∈ C∞
c [0,∞) such that u = 1 on

[7/10, 4/5], u = 0 on [0, 3/5] ∪ [9/10,∞), and 0 ≤ u ≤ 1 on the rest of [0,∞).
Define

ξ(x) =

⎧⎨
⎩

u(x) if x ≥ 0,

−u(|x|) if x < 0.

The choice of u ensures that ξ ∈ C∞
c (R). Let ξ̂ denote the Fourier transform of ξ,

i.e.,

ξ̂(λ) =
1√
2π

∫
ξ(x)e−iλxdx.

Then ξ̂ is a smooth, rapidly decreasing function on R. Since ξ(−x) = −ξ(x), we
also have ξ̂(−λ) = −ξ̂(λ). Thus we can pick an ω > 0 such that

(2.2) ξ̂(ω) �= 0.
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Furthermore, the property ξ(−x) = −ξ(x) implies that

(2.3) ξ̂(0) =
1√
2π

∫
ξ(x)dx = 0.

For each m ∈ N, define the function

ξm(x) = 2mξ(2mx), x ∈ R.

Let ξ̂m be the Fourier transform of ξm. Then ξ̂m satisfies the relation

(2.4) ξ̂m(λ) = ξ̂(2−mλ), λ ∈ R.

Next we inductively select a strictly increasing sequence {λj}∞j=0 of non-negative
real numbers and a strictly increasing sequence {mj}∞j=1 of positive integers as
follows: We begin with λ0 = 0. Pick any m1 ∈ N such that 2m1ω − 1 > λ0.
Suppose that j ≥ 1 and that we have selected λ0 < ... < λj−1 and m1 < ... < mj

such that 2mj ω− j > λj−1. Since lim|λ|→∞ |ξ̂(λ)| = 0, there exists a λj > 2mj ω + j
such that

(2.5) |ξ̂m1(λ)| + ... + |ξ̂mj
(λ)| ≤ 2−j−1 for all |λ| ≥ λj .

Set

(2.6) µj = λj + 2j.

Since ξ̂ is continuous, by (2.3), we can pick an integer mj+1 > mj such that
2mj+1ω − (j + 1) > λj and such that

(2.7) |ξ̂mj+1(λ)| = |ξ̂(2−mj+1λ)| ≤ 2−j−1 if |λ| ≤ µj .

Thus we have inductively defined {λj}∞j=0 and {mj}∞j=1.
For each n ∈ N consider the function

Kn =
n∑

j=1

ξmj

and the convolution operator

(Tng)(x) =
∫

Kn(x − y)g(y)dy, g ∈ L2(R).

Let K̂n be the Fourier transform of Kn. By (2.5) and (2.7), if λj−1 ≤ |λ| < λj ,
j ≥ 1, then |K̂n(λ)| ≤ ‖ξ̂mj

‖∞ +
∑

k≥j 2−k. Since ‖ξ̂mj
‖∞ = ‖ξ̂‖∞ (see (2.4)), we

have

(2.8) ‖K̂n‖∞ ≤ ‖ξ̂‖∞ + 1,

n ∈ N. Define the function

K̂(λ) = lim
n→∞

K̂n(λ) =
∞∑

j=1

ξ̂mj
(λ), λ ∈ R,

where the existence of the limit is guaranteed by (2.7). By (2.8), ‖K̂‖∞ ≤ ‖ξ̂‖∞+1.
The Fourier transform provides the unitary equivalence between Tn and M√

2πK̂n
,

the operator of multiplication by
√

2πK̂n. Therefore the strong limit

T = s- lim
n→∞

Tn
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exists. Furthermore, (2.8) implies ‖T‖ ≤
√

2π(‖ξ̂‖∞ + 1). Let

K =
∞∑

j=1

ξmj
.

Since ξm(x) = 2mξ(2mx), we have ξ′m(x) = 22mξ′(2mx) for each m ∈ N. The
supports of ξm and ξ′m are strictly contained in (−2−m,−2−m−1) ∪ (2−m−1, 2−m).
Since the sequence {mj}∞j=1 is strictly increasing, this gives us∣∣∣∣ d

dx
K(x)

∣∣∣∣ ≤ ‖ξ′‖∞x−2 and(2.9)

|K(x)| ≤ |x|−1(2.10)

for all x �= 0. Thus T is a Calderón-Zygmund operator in the sense that

(Tg)(x) =
∫

K(x − y)g(y)dy

for g ∈ L2(R) and x not in the support of g. The key to the proof of Theorem 1.2
is the following weighted norm inequality of Coifman and Fefferman [2].

Proposition 2.1. Let w be a weight function on R which satisfies the (A2)-
condition

1
|I|

∫
I

wdm
1
|I|

∫
I

w−1dm ≤ L < ∞

for every interval I ⊂ R with 0 < |I| < ∞. Then there exists a constant N which
depends only on the bounds in (2.9) and (2.10), ‖T‖, and the (A2)-bound L above
such that ∫

|Tg|2wdm ≤ N

∫
|g|2wdm, g ∈ L2(R).

This proposition is an immediate consequence of Theorem I, Theorem III and
Lemma 3 in [2]. Using the John-Nirenberg Theorem, from the above weighted norm
inequality one can derive an estimate for commutators in terms of the BMO norm.

Lemma 2.2. There exists a constant C2.2 such that the inequality

‖[Mf , T ]‖ ≤ C2.2‖f‖BMO

holds for all f ∈ L∞(R).

Proof. This type of estimate is actually well known. See, for example, [3, pages
620-621] or [10, Theorem 4.2]. Nevertheless, we reproduce the details of the proof
here for the benefit of those readers who are not familiar with weighted norm
inequalities.

For an interval I ⊂ R, we write ϕI =
∫

I
ϕdm/|I| as usual. By the John-Nirenberg

Theorem, there are universal constants C and c such that

(2.11)
1
|I|

∫
I

et|ψ−ψI |dm ≤ 1 + C if t ≤ c

2‖ψ‖BMO

for all ψ ∈ BMO(R) and all intervals I ⊂ R [5, Theorem VI.2.1]. To prove the
lemma, it suffices to consider real-valued f ∈ L∞(R). For such an f it follows from
(2.11) that

(2.12)
1
|I|

∫
I

etfdm
1
|I|

∫
I

e−tfdm ≤ (1 + C)2
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for real t satisfying the condition |t| ≤ c(2‖f‖BMO)−1. If we consider etf as a
weight function, then (2.12) is an (A2)-condition. Thus, by Proposition 2.1, there
is a constant C1 which depends only on ‖T‖ and the bounds in (2.9), (2.10) and
(2.12) such that

(2.13)
∫

|Tg|2etfdm ≤ C1

∫
|g|2etfdm

for all g ∈ L2(R) and |t| ≤ c(2‖f‖BMO)−1. Note that the norm of Mw1/2TMw−1/2

on the unweighted space L2(R) equals the norm of T on the weighted space
L2(R, wdm). Therefore from (2.13) we obtain the estimate

(2.14) ‖etfTe−tfg‖ ≤ C
1/2
1 ‖g‖ for g ∈ L2(R) and |t| ≤ c

4‖f‖BMO
.

It is easy to see that for any η, h ∈ L2(R), the function

z �→ 〈ezfTe−zfη, h〉
is analytic on C. For z ∈ C with |z| ≤ c(4‖f‖BMO)−1, (2.14) holds for t = Re(z).
Since f is real valued, we have ‖ezfTe−zfη‖ = ‖eRe(z)fTe−zfη‖ and ‖e−iIm(z)fη‖ =
‖η‖. Hence it follows from (2.14) that

(2.15) ‖ezfTe−zfη‖ ≤ C
1/2
1 ‖η‖

for z ∈ C with |z| ≤ c(4‖f‖BMO)−1. Now set r(f) = c(4‖f‖BMO)−1. Then

〈[Mf , T ]η, h〉 =
d

dz
〈ezfTe−zfη, h〉

∣∣∣∣
z=0

=
1

2πi

∫
|z|=r(f)

1
z2

〈ezfTe−zfη, h〉dz.

Combining this with (2.15), we have

|〈[Mf , T ]η, h〉| ≤ 1
r(f)

max
|z|=r(f)

|〈ezfTe−zfη, h〉| ≤ 4‖f‖BMO

c
C

1/2
1 ‖η‖‖h‖.

This gives us the estimate ‖[Mf , T ]‖ ≤ 4C
1/2
1 c−1‖f‖BMO. �

Finally, we define the operator B by the formula

Bg = PW Mχ[0,1]TMχ[0,1]g, g ∈ H2(R).

Recalling (2.1), the proof of Theorem 1.2 will be complete once we show
(a) [Wϕ◦α, B] is compact for every ϕ ∈ QC;
(b) B /∈ W .
If ϕ ∈ QC, then [Mϕ◦α, PW ] = U [Mϕ, P ]U∗ is compact. Thus, if ϕ ∈ QC, then

PW Mϕ◦α(1 − PW ) and (1 − PW )Mϕ◦αPW are compact. It is straightforward to
verify that if ϕ ∈ QC, then ϕ ◦ α ∈ VMO(R)∩L∞(R). Hence (a) follows from

Lemma 2.3. If f ∈ V MO(R)∩L∞(R), then the operator Mχ[0,1] [Mf , T ]Mχ[0,1] is
compact.

Proof. First let us consider f which satisfies a Lipschitz condition

|f(x) − f(y)| ≤ L|x − y|
for x, y ∈ [0, 1]. Recalling (2.10), the kernel of the operator Mχ[0,1] [Mf , T ]Mχ[0,1]

satisfies the estimate

|χ[0,1](x)(f(x)− f(y))K(x − y)χ[0,1](y)| ≤ L, x, y ∈ [0, 1].
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Since the kernel is supported on [0, 1]× [0, 1], we have ‖Mχ[0,1] [Mf , T ]Mχ[0,1]‖2 ≤ L,
where ‖.‖2 denotes the Hilbert-Schmidt norm. In particular, Mχ[0,1] [Mf , T ]Mχ[0,1] is
compact if f satisfies a Lipschitz condition. By the usual approximation,
Mχ[0,1] [Mf , T ]Mχ[0,1] is also compact if f ∈ Cb(R), where Cb(R) denotes the col-
lection of bounded continuous functions on R. Finally, let f ∈ VMO(R)∩L∞(R).
Then by a theorem of Sarason (see [5, Theorem VI.5.1]) there is a sequence {fk} ⊂
Cb(R) such that limk→∞ ‖f − fk‖BMO = 0. It follows from Lemma 2.2 and the
compactness of Mχ[0,1] [Mfk

, T ]Mχ[0,1] that Mχ[0,1] [Mf , T ]Mχ[0,1] is compact. �

We now turn to the proof of (b), which is easy given what has been built into the
selection of ξ, {λj}∞j=0 and {mj}∞j=1. For each λ ∈ R, define the unitary operator

(Vλg)(x) = eiλxg(x), g ∈ L2(R).

Under the Fourier transform, V ∗
λ PW Vλ is unitarily equivalent to the orthogonal

projection from L2(R) onto the subspace {g ∈ L2(R) : g = 0 on (−∞,−λ)}.
Hence

(2.16) s- lim
λ→∞

V ∗
λ PW Vλ = 1.

For each λ ∈ R, define Ṽλ = PW Vλ|H2(R), which is the compression of Vλ to the
subspace H2(R). By (2.16) and the identity V ∗

λ MfVλ = Mf , f ∈ L∞(R), the
strong limit

s(A) = s- lim
λ→∞

Ṽ ∗
λ AṼλ

exists for every A ∈ W . Thus (b) follows from

Lemma 2.4. Let g be a non-zero vector in the Hilbert space H2(R). Then

(2.17) lim sup
λ→∞

|〈Ṽ ∗
λ BṼλg, g〉| > 0

and

(2.18) lim inf
λ→∞

|〈Ṽ ∗
λ BṼλg, g〉| = 0.

Proof. Let ψ = χ[0,1]g and let ψ̂ be the Fourier transform of ψ. Suppose that λ > 0.
Then H2(R) is invariant under Vλ. Thus

〈Ṽ ∗
λ BṼλg, g〉 = 〈Mχ[0,1]TMχ[0,1]Vλg, Vλg〉 = 〈V ∗

λ TVλψ, ψ〉 =
√

2π〈K̂(M + λ)ψ̂, ψ̂〉

=
√

2π

∫
K̂(t + λ)d〈Etψ̂, ψ̂〉,(2.19)

where Et is the spectral measure for the multiplication operator (Mf)(x) = xf(x).
Conditions (2.5)–(2.7) ensure |K̂(t + λj + j)| ≤

∑
k≥j 2−k for t ∈ [−j, j], j ∈ N,

hence (2.18).
To prove (2.17), note that the sequences {λj}∞j=0 and {mj}∞j=1 were defined so

that [2mj ω − j, 2mj ω + j] ⊂ (λj−1, λj). By (2.5)–(2.7), if λj−1 ≤ |λ| ≤ λj , then∑
k �=j |ξ̂mk

(λ)| ≤
∑

k≥j 2−k = 2−j+1. Therefore

|K̂(t + 2mj ω) − ξ̂(2−mj t + ω)| = |K̂(t + 2mj ω) − ξ̂mj
(t + 2mj ω)| ≤ 2−j+1

if |t| ≤ j. Thus for any given 0 < R < ∞, if j ≥ R, then

(2.20) sup
|t|≤R

|K̂(t + 2mj ω) − ξ̂(ω)| ≤ 2−j+1 + sup
|t|≤R

|ξ̂(2−mj t + ω) − ξ̂(ω)|.
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It now follows from (2.19), (2.20) and the continuity of ξ̂ that

lim
j→∞

〈Ṽ ∗
2mj ωBṼ2mj ωg, g〉 =

√
2πξ̂(ω)‖ψ̂‖2.

Since g ∈ H2(R) and ‖g‖ > 0, g cannot vanish on a set of positive measure in R.
Therefore ‖ψ̂‖ > 0 . Since ξ̂(ω) �= 0 (see (2.2)), this proves (2.17). �

This completes the proof of Theorem 1.2.

3. Proof of Theorem 1.4

In this section we are back to the setting of the unit circle T = {τ ∈ C : |τ | = 1}.
Let dm be the Lebesgue measure on T normalized so that m(T) = 1. For an arc
I in T, we write |I| for m(I). We will prove the following slightly more general
result:

Proposition 3.1. Let X ∈ B(L2) be an operator in the essential commutant of
{Mf : f ∈ QC}. Then for any ε > 0, there is a δ = δ(ε) > 0 such that the inequality
‖[Mϕ, X]‖ ≤ ε holds for every ϕ ∈ L∞ satisfying the conditions ‖ϕ‖BMO ≤ δ and
‖ϕ‖∞ ≤ 1.

Proof of Theorem 1.4. The “if” part of the theorem is trivial; it simply follows
from the fact that for every f ∈ QC, there is a sequence {fn} ⊂ C(T) such that
‖fn‖∞ ≤ ‖f‖∞ and limn→∞ ‖f − fn‖BMO = 0 [5, Theorem VI.5.1].

To prove the “only if” part of the theorem, consider an A ∈ EssCom(T (QC)).
Let X = A ⊕ 0, where the direct sum corresponds to the space decomposition
L2 = H2 ⊕ (H2)⊥. Let f ∈ QC. Then PMf (1−P ) and (1−P )MfP are compact.
Since X = PXP , we have

[Mf , X] = (1 − P )MfPXP − PXPMf (1 − P ) + [Tf , A] ⊕ 0,

which is compact because A ∈ EssCom(T (QC)). Thus

X ∈ EssCom({Mf : f ∈ QC}).
Now for any ϕ ∈ L∞ we have [Tϕ, A] ⊕ 0 = P [Mϕ, X]P and, therefore,

‖[Tϕ, A]‖ ≤ ‖[Mϕ, X]‖.
The desired bound for ‖[Tϕ, A]‖ follows from an application of Proposition 3.1. �

The proof of Proposition 3.1 requires some preparations. Our first lemma pro-
vides continuous cutoff functions with small BMO-norm.

Lemma 3.2. For any 0 < ε ≤ 1/4, there is a 0 < δ(ε) < ε such that the following
holds true: Let J = {τe2πit : |t| < ε/2} and I = {τe2πit : |t| ≤ δ(ε)/2}, where τ is
any given point in T. Then there is a v ∈ C(T) which has the following properties:

(i) 0 ≤ v ≤ 1 on T;
(ii) v = 0 on T\J ;
(iii) v = 1 on I;
(iv) ‖v‖BMO ≤ 4ε.

Proof. Let C be the BMO-norm of the function log(1/|t|), which is finite [5, page
223]. For any 0 < ε ≤ 1/4, define δ(ε) to be the real number that satisfies the
equation

1
log(2/δ(ε)) − log(2/ε)

=
ε

4C
.
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Thus δ(ε) = εe−4C/ε < ε. Define

f(t) = min
{

log
2

δ(ε)
, max

{
log

2
ε
, log

1
|t|

}}
− log

2
ε
.

Obviously, f is continuous, 0 ≤ f ≤ log(2/δ(ε))− log(2/ε), f(t) = 0 when |t| ≥ ε/2,
and f(t) = log(2/δ(ε)) − log(2/ε) when |t| ≤ δ(ε)/2.

For any real-valued h ∈ BMO(R) and λ ∈R, it follows from the formula
max{λ, h} = 2−1(|λ−h|+λ+h) that ‖max{λ, h}‖BMO ≤ 2‖h‖BMO. Similarly, we
have

‖min{λ, h}‖BMO ≤ 2‖h‖BMO.

Hence ‖f‖BMO ≤ 4C. It is now easy to see that the function

v(τe2πit) =
f(t)

log(2/δ(ε)) − log(2/ε)
, |t| ≤ 1/2,

is continuous on T and satisfies (i)-(iv). �

Let Pz(τ ) be the Poisson kernel for the unit disc, i.e.,

Pz(τ ) =
1 − |z|2
|1 − τ̄ z|2 ,

|z| < 1, |τ | = 1. For ϕ ∈ L∞ and 0 ≤ r < 1, let

ϕr(e2πit) =
∫

Pr(τ )ϕ(e2πitτ )dm(τ ),

t ∈ R. Our next lemma is most likely a well-known fact, but we include a proof
here just in case it is not as well known as we think.

Lemma 3.3. For ϕ ∈ L∞ and 0 ≤ r < 1 we have ‖ϕr‖BMO ≤ ‖ϕ‖BMO.

Proof. For each τ ∈ T, define the rotation ρτ (e2πit) = e2πitτ of the unit circle.
Then ϕr =

∫
Pr(τ )ϕ ◦ ρτdm(τ ). Thus for any arc I in T we have

(ϕr)I =
∫

Pr(τ )(ϕ ◦ ρτ )Idm(τ )

and
1
|I|

∫
I

|ϕr − (ϕr)I |dm =
1
|I|

∫
I

|
∫

Pr(τ )(ϕ ◦ ρτ − (ϕ ◦ ρτ )I)dm(τ )|dm

≤
∫

Pr(τ )
{

1
|I|

∫
I

|ϕ ◦ ρτ − (ϕ ◦ ρτ )I |dm

}
dm(τ ).

Obviously, ‖ϕ◦ρτ‖BMO = ‖ϕ‖BMO for every τ ∈ T. Hence ‖ϕr‖BMO ≤ ‖ϕ‖BMO. �

Our final lemma is a previously established result.

Lemma 3.4 ([9, Lemma 2.1]). Let {Bn} be a sequence of compact operators on a
Hilbert space H satisfying the following two conditions:

(i) Both sequences {Bn} and {B∗
n} converge to 0 in the strong operator topology.

(ii) The limit limn→∞ ‖Bn‖ exists.
Then there exists a subsequence {µ(k)}∞k=1 of {n}∞n=1 such that the strong limit

∞∑
k=1

Bµ(k) = s- lim
N→∞

N∑
k=1

Bµ(k)
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exists and has the property

‖
∞∑

k=1

Bµ(k)‖Q = lim
n→∞

‖Bn‖,

where ‖.‖Q denotes the essential norm, i.e., ‖A‖Q = inf{‖A + K‖ : K ∈ K(H)}.

Proof of Proposition 3.1. Let Y be a bounded operator on L2. Suppose that there
exist an a > 0 and a sequence {ϕk} ⊂ L∞ such that

(3.1) ‖[Mϕk
, Y ]‖ > a and ‖ϕk‖∞ ≤ 1

for every k and such that

(3.2) lim
k→∞

‖ϕk‖BMO = 0.

We will complete the proof by finding an f ∈ QC such that [Mf , Y ] is not compact.
We may assume that [Mg, Y ] is compact for every g ∈ C(T), for otherwise there is
no need to proceed any further.

For each k, we have ‖(ϕk)r‖∞ ≤ ‖ϕk‖∞ ≤ 1 and, by Lemma 3.3, ‖(ϕk)r‖BMO ≤
‖ϕk‖BMO for every 0 ≤ r < 1. Also, s-limr↑1[M(ϕk)r

, Y ] = [Mϕk
, Y ]. Thus, replac-

ing each ϕk by an appropriate (ϕk)r if necessary, we may assume that the sequence
{ϕk} above is actually contained in C(T).

We claim that for each n ∈ N, there exist an arc In with |In| ≤ 2/n and a
ψn ∈ C(T) with ‖ψn‖∞ ≤ 1 and ‖ψn‖BMO ≤ 2−n such that

(3.3) ‖MχIn
[Mψn

, Y ]MχIn
‖ ≥ a/4.

For this purpose we consider the arcs Jj = {e2πit : (j − 1)/n ≤ t < j/n}, j = 1, 2,
..., n. We further define J0 = Jn and Jn+1 = J1. Thus
(3.4)

[Mϕk
, Y ] =

∑
1≤j,j′≤n

[Mϕk
, MχJj′

Y MχJj
] =

1∑
i=−1

n∑
j=1

[Mϕk
, MχJj+i

Y MχJj
]+[Mϕk

, L],

where
L =

∑
|j′−j|≥2

MχJ
j′

Y MχJj
.

If j ∈ {1, ..., n} and |j′ − j| ≥ 2, then d(Jj′ , Jj) > 0. Thus there are gj′ ,
gj ∈ C(T) such that gj′ = 1 on Jj′ , gj = 1 on Jj , and gj′gj = 0. Since
gj ∈ C(T), the operator Mgj′ Y Mgj

= Mgj′ [Y, Mgj
] is compact by assumption.

Thus MχJ
j′

Y MχJj
= MχJ

j′
Mgj′ Y Mgj

MχJj
is also compact. It follows that L is a

compact operator. Let ck =
∫

ϕkdm, k ∈ N. Then

lim
k→∞

∫
|ϕk − ck|dm ≤ lim

k→∞
‖ϕk‖BMO = 0.

Since ‖ϕk‖∞ ≤ 1, this implies s-limk→∞ Mϕk−ck
= 0 and s-limk→∞ M∗

ϕk−ck
= 0.

By the compactness of L, we have

(3.5) lim
k→∞

‖[Mϕk
, L]‖ = lim

k→∞
‖[Mϕk−ck

, L]‖ = 0.

By (3.1)–(3.2) and (3.4)–(3.5), there is a k(n) ∈ N such that ‖ϕk(n)‖BMO ≤ 2−n

and such that

‖
1∑

i=−1

n∑
j=1

[Mϕk(n) , MχJj+i
Y MχJj

]‖ ≥ 3a/4.
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We set ψn = ϕk(n). Then ‖ψn‖BMO ≤ 2−n and ‖ψn‖∞ ≤ 1. The above implies
that there is an i(n) ∈ {−1, 0, 1} such that

‖
n∑

j=1

MχJj+i(n)
[Mψn

, Y ]MχJj
‖ = ‖

n∑
j=1

[Mψn
, MχJj+i(n)

Y MχJj
]‖ ≥ a/4.

Since J1, ..., Jn are disjoint, this implies that there is a j(n) ∈ {1, ..., n} such that

‖MχJj(n)+i(n)
[Mψn

, Y ]MχJj(n)
‖ ≥ a/4.

Thus (3.3) holds for In = Jj(n)+i(n) ∪ Jj(n), proving our claim.
For each k ∈ N, let δ(2−k) be the number provided by Lemma 3.2 for ε = 2−k.

Given a k ∈ N, let n(k) ∈ N be such that 2/n(k) ≤ δ(2−k). (Since δ(2−k) ≤ 2−k,
this implies n(k) ≥ 2k+1.) By Lemma 3.2, there is an open arc Qk containing In(k)

and a continuous function 0 ≤ vk ≤ 1 on T such that |Qk| = 2−k, vk = 1 on In(k),
vk = 0 on T\Qk, and ‖vk‖BMO ≤ 2−k+2. Define

gk = vkψn(k),

k ∈ N. Thus gk ∈ C(T), gk = 0 on T\Qk and ‖gk‖∞ ≤ 1. Since |vk| ≤ 1 and
|ψn(k)| ≤ 1, we have |gk − (vk)I(ψn(k))I | ≤ |vk − (vk)I | + |ψn(k) − (ψn(k))I |. Hence

(3.6) ‖gk‖BMO ≤ 2(‖vk‖BMO + ‖ψn(k)‖BMO) ≤ 2(2−k+2 + 2−n(k)) ≤ 2−k+4.

Note that χIn(k)vk = χIn(k) . Therefore

MχIn(k)
[Mgk

, Y ]MχIn(k)
= MχIn(k)

[MχIn(k)
Mgk

, Y ]MχIn(k)

= MχIn(k)
[MχIn(k)

Mψn(k) , Y ]MχIn(k)

= MχIn(k)
[Mψn(k) , Y ]MχIn(k)

.

Combining this identity with (3.3), we have

(3.7) ‖[Mgk
, Y ]‖ ≥ a/4

for every k ∈ N.
Passing to a subsequence of {Qk} if necessary, we may assume that there is a

σ ∈ T such that

(3.8) lim
k→∞

sup
τ∈Qk

|τ − σ| = 0.

Define Un = {σe2πit : |t| < 2−n−1}, n ∈ N. By Lemma 3.2, for each n ∈ N there
exist a 0 < δn < 2−n and a wn ∈ C(T) such that 0 ≤ wn ≤ 1 on T, wn = 0 on
T\Un, ‖wn‖BMO ≤ 2−n+2, and wn = 1 on Vn, where

Vn = {σe2πit : |t| < δn/2}.

Let ηn = 1 − wn, n ∈ N. Then

(3.9) ‖ηn‖BMO = ‖wn‖BMO ≤ 2−n+2.

Also, ‖ηn‖∞ ≤ 1, ηn = 1 on T\Un, and ηn = 0 on Vn. Since limn→∞ |Un| = 0, we
have

(3.10) s- lim
n→∞

Mηn
= 1.
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Again, ‖gkηn‖BMO ≤ 2(‖gk‖BMO + ‖ηn‖BMO). By (3.6)–(3.7) and (3.9)–(3.10), for
each k ∈ N there is an nk ∈ N such that if we set fk = gkηnk

, then ‖fk‖BMO ≤
2−k+6 and

(3.11) ‖[Mfk
, Y ]‖ ≥ a/8.

Obviously, fk ∈ C(T), ‖fk‖∞ ≤ 1, and fk = 0 on (T\Qk) ∪ Vnk
.

Because every Vnk
is a neighborhood of σ and because of (3.8), there is a subse-

quence {k(j)}∞j=1 of {k}∞k=1 such that fk(i)fk(j) = 0 on T for all i �= j. Since fk ∈
C(T), the operator [Mfk

, Y ] is compact by assumption. Since limk→∞ |Qk| = 0,
we have

s- lim
k→∞

[Mfk
, Y ] = 0 = s- lim

k→∞
[Mfk

, Y ]∗.

Thus by (3.11) and Lemma 3.4, there is a subsequence {ν(j)}∞j=1 of {k(j)}∞j=1 such
that the strong limit

s- lim
N→∞

N∑
j=1

[Mfν(j) , Y ] =
∞∑

j=1

[Mfν(j) , Y ]

is not compact. Define f =
∑∞

j=1 fν(j). Because fν(i)fν(j) = 0 for all i �= j,
we have ‖f‖∞ = supj ‖fν(j)‖∞ ≤ 1. Furthermore, because fk ∈ C(T) and∑∞

k=1 ‖fk‖BMO < ∞, we have f ∈ VMO. Hence f ∈ L∞∩VMO = QC. It is
obvious that

[Mf , Y ] =
∞∑

j=1

[Mfν(j) , Y ],

which is not compact. This completes the proof. �

4. A remark on Theorem 1.4

For the “if” part of Theorem 1.4, there are two assumptions on the operator A:
(1) [Th, A] is compact for every continuous function h on the unit circle.
(2) For every ε > 0, there exists a δ = δ(ε) > 0 such that the inequality

‖[Tϕ, A]‖ ≤ ε holds for every ϕ ∈ L∞ satisfying the conditions ‖ϕ‖BMO ≤ δ and
‖ϕ‖∞ ≤ 1.

A moment of reflection on these conditions would bring up the suspicion that (1)
might be redundant. In other words, one would natually ask, does (2) imply (1)?
If (1) could be dropped as an assumption, it would make the statement of Theorem
1.4 more pleasing. But the fact is that (2) does not imply (1), and therefore (1)
cannot be dropped. In the remainder of the section we give an example to show
that (2) does not imply (1).

To construct such an example, we use the John-Nirenberg Theorem again. By
[5, Corollary VI.2.3], there is a universal constant C4 such that the inequality

(4.1) ‖ϕ − ϕT‖4 ≤ C4‖ϕ‖BMO

holds for every ϕ ∈ L∞, where ϕT =
∫

ϕdm and ‖.‖4 denotes the L4-norm.
For each integer n ≥ 0, let en(τ ) = τn, τ ∈ T. Let E be the norm closure of

span{e2k : k ∈ N} in H2 and let E : H2 → E be the orthogonal projection. It is
obvious that

[Te1 , E]e2k = e1+2k , k ∈ N.
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Thus the operator [Te1 , E] is not compact. We will complete the example by showing
that E satisfies (2). In fact we will do a little better; we will show that the inequality

(4.2) ‖[Tϕ, E]‖ ≤ 25/4C4‖ϕ‖BMO

holds for every ϕ ∈ L∞.
To prove (4.2), consider k, �, k′, �′ ∈ N satisfying the conditions k ≤ � and k′ ≤ �′.

For such k, �, k′, �′, it is obvious that

(4.3) 2k + 2 �= 2k′
+ 2′ if either � �= �′ or k �= k′.

For any polynomial p =
∑N

k=1 cke2k in E , we have

p2 =
N∑

k=1

c2
ke2k+2k +

∑
1≤k<≤N

2ckce2k+2� .

By (4.3), we have e2k+2� ⊥ e2k′+2�′ under the conditions (k, �) �= (k′, �′), k, �, k′, �′ ∈
N, k ≤ � and k′ ≤ �′. Thus

(4.4) ‖p‖4
4 = 〈p2, p2〉 =

N∑
k=1

|c2
k|2 +

∑
1≤k<≤N

4|ckc|2 ≤ 2

(
N∑

k=1

|ck|2
)2

= 2‖p‖4
2.

Let ϕ ∈ L∞. If q is a polynomial in H2, then Eq is a polynomial in E . We have

‖Tϕ−ϕT
Eq‖2 ≤

(∫
|(ϕ − ϕT)Eq|2dm

)1/2

≤ ‖ϕ − ϕT‖4‖Eq‖4.

Applying (4.1) to ϕ and (4.4) to Eq, we have

‖Tϕ−ϕT
Eq‖2 ≤ C4‖ϕ‖BMO · 21/4‖Eq‖2 ≤ 21/4C4‖ϕ‖BMO‖q‖2.

Since polynomials are dense in H2, this implies that

(4.5) ‖Tϕ−ϕT
E‖ ≤ 21/4C4‖ϕ‖BMO,

ϕ ∈ L∞. Now (4.2) follows from (4.5) and the identities [Tϕ, E] = Tϕ−ϕT
E −

ETϕ−ϕT
and ‖ETϕ−ϕT

‖ = ‖(ETϕ−ϕT
)∗‖ = ‖Tϕ̄−ϕ̄T

E‖.
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