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SINGULAR INTEGRAL OPERATORS ASSOCIATED TO CURVES
WITH RATIONAL COMPONENTS

MAGALI FOLCH-GABAYET AND JAMES WRIGHT

Abstract. We prove Lp(Rn), 1 < p < ∞, bounds for

Hf(x) = p.v.

∫ ∞

−∞
f(x1 − R1(t), . . . , xn − Rn(t)) dt/t

and

Mf(x) = sup
h>0

1

h

∫ h

0
|f(x1 − R1(t), . . . , xn − Rn(t))| dt

where Rj(t) = Pj(t)/Qj(t), j = 1, 2, . . . , n, are rational functions. Our bounds
depend only on the degrees of the polynomials Pj , Qj and, in particular, they
do not depend on the coefficients of these polynomials.

1. Introduction

To any curve in R
n parametrised by Γ : R → R

n, we associate a maximal
operator

Mf(x) = sup
h>0

1
h

∫ h

0

|f(x − Γ(t))| dt

and a singular integral operator

Hf(x) = p.v.

∫ ∞

−∞
f(x − Γ(t)) dt/t,

defined initially on test functions f ∈ C∞
c (Rn). These operators have a long his-

tory (see, e.g., [5] and [6]) and many Lp estimates have been obtained for various
classes of curves. For example, it is well known that M and H are bounded on
Lp(Rn), 1 < p < ∞, whenever Γ is a polynomial curve; that is, the components
of Γ(t) = (P1(t), . . . , Pn(t)) are polynomials, and furthermore, these estimates are
independent of the coefficients, depending only on the degrees of the polynomials
(see, e.g., [6]).

In this paper we extend this result to curves with rational components.

Theorem 1.1. Let Γ(t) = (R1(t), . . . , Rn(t)) where Rj = Pj/Qj , j = 1, . . . , n, are
rational functions. Then the associated maximal and singular integral operators
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M and H are bounded on Lp(Rn), 1 < p < ∞, with bounds independent of the
coefficients of the polynomials Pj , Qj.

Remarks 1.2.

• In [3], Theorem 1.1 was established in two dimensions n = 2 when R1(t) = t
and R2 is an arbitrary rational function (i.e., in the case where the curve
is a graph of a rational function).

• For a general curve Γ the principal-value integral defining H may not exist,
even for f ∈ C∞

c (Rn). However it is easy to check that when the compo-
nents of Γ are rational functions, the principal-value integral does indeed
exist whenever f ∈ C∞

c (Rn).

In the next section we will outline the ideas which go into the proof of Theorem
1.1. In section 3 we state and prove a series of preliminary lemmas needed for the
proof of Theorem 1.1. In section 4 we establish the basic reduction for the operators
H and M , as outlined in section 2, which allows us to carry out the proof of the
Lp boundedness of H and M in the final section.

Notation: Let A, B be complex-valued quantities. We use the notation A � B
or A = O(B) to denote the estimate |A| ≤ C|B| where C depends only on n and
the degrees of the polynomials defining the curve Γ. We use A ∼ B to denote the
estimates A � B � A.

2. Idea of proof for Theorem 1.1

We illustrate the ideas for the singular integral operator H. By factoring a poly-
nomial P (t) into its linear factors, it is easy to see that outside a bounded number
of “dyadic” intervals, P behaves like various monomials on the complementary
intervals (see Lemma 3.1 below). Hence we can reduce ourselves to bounding

(1) HGf(x) =
∫
|t|∈G

f(x − Γ(t)) dt/t

where G is an interval (possibly very long) on which each rational function Rm =
Pm/Qm defining Γ behaves like c tjm−km for some nonnegative integers jm, km ≥ 0.
We decompose

HGf(x) =
∑

�

∫
|t|∈G∩[2�,2�+1]

f(x − Γ(t)) dt/t

=
∑

�

∫
|t|∈2−�G∩[1,2]

f(x − Γ(2�t)) dt/t

where the last sum can be written as
∑

�∈Z
f ∗ σ

(�)
� (x). Here the “normalised”

measures σ(�) are defined on a test function φ by

(2) 〈σ(�), φ〉 =
∫
|t|∈2−�G∩[1,2]

φ(R1,�(t), . . . , Rn,�(t)) dt/t,

where Rm,�(t) = 2−(jm−km)�Rm(2�t), m = 1, . . . , n, are “normalised” functions.
The measures σ

(�)
� are 2� dilates of σ(�), given by the 1-parameter dilations 2� ◦x =

(2(j1−k1)�x1, . . . , 2(jn−kn)�xn). At this point we would like to appeal to a special
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instance of a general result of Ricci and Stein [4] giving sufficient conditions which
guarantee Lp, 1 < p < ∞, boundedness for singular integral operators of the form

f �→
∑
�∈Z

f ∗ σ
(�)
� .

The family {σ(�)} is required to satisfy three conditions. First, there is a cancellation
condition; besides requiring that each σ(�) have mean zero, the Fourier transform
of σ(�) should also vanish on the subspace V = {ξ ∈ R

n : ξ =
∑

m∈S ξmem} where
S = {m : jm − km = 0}. However for σ(�) defined in (2),

σ̂(�)(ξ) =
∫
|s|∈2−�G∩[1.2]

ei[ξ1R1,�(s)+···+ξnRn,�(s)]ds/s

vanishes only at 0 in general. Hence we would like jm �= km for each m = 1, 2, . . . , n.
The second condition is a uniform regularity condition:

(3)
∣∣σ̂(�)(ξ)

∣∣ ≤ C (1 + |ξ|)−ε

for some C, ε > 0 independent of � ∈ Z. Now σ(�) is a perturbation of a measure
supported on an orbit of the dilation group δ ◦ x = (δj1−k1x1, . . . , δ

jn−knxn). In
[4], Lemma 6.1 gives a necessary and sufficient condition for a measure supported
along an orbit to satisfy the decay estimate (3); namely, the exponents {jm − km}
must be nonzero and distinct. Hence we would not only like the numbers {jm−km}
to be nonzero but also distinct. We will be able to achieve this by using the fact
that the Lp operator norm of HG is invariant under conjugation by the group of
invertible affine transformations. That is, we may replace the rational functions
Γ = (R1, . . . , Rn) by AΓ + �v, where A is a constant invertible n × n matrix and
�v is a constant vector in R

n, without changing the operator norm of HG. We will
describe a procedure in section 4 below, using affine transformations, to reduce us
to bounding HG where now Rm(t) ∼ c tjm−km on G and {jm − km} are nonzero,
distinct numbers. We will then be able to go on to establish the decay estimates
(3), putting us in a position to use the result of Ricci and Stein on Lp boundedness
of singular integral operators of the form f �→

∑
� f ∗ σ

(�)
� .

However there is a third condition that the family {σ(�)} is required to satisfy
which can be viewed as a further regularity condition. It is that there is a finite
measure ν so that |σ(�)| ≤ ν for all � ∈ Z, and unfortunately, this condition is
not satisfied in general by the σ(�) defined in (2). Nevertheless our situation is a
very special case of the Ricci-Stein multi-parameter theory, being generated only
by a 1-parameter group of dilations, albeit the exponents {jm − km} can be pos-
itive or negative. Instead, fortunately, we will be able to employ the results of
Duoandikoetxea and Rubio de Francia in [2] to obtain the Lp bounds for HG and
hence establish Theorem 1.1 in full generality for H. Similar ideas successfully
bound the maximal function M .

3. Preliminaries

The following lemma is a simple variant of a lemma in [1].

Lemma 3.1. Let P (t) = D
∏d

j=1(t − zj) =
∑d

k=0 pktk be a polynomial of degree
d whose roots are ordered so that |z1| ≤ . . . ≤ |zd|. Then there exists a C = C(d)
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such that for any A ≥ C(d) and 1 ≤ j ≤ d, if G = [A|zj |, A−1|zj+1|] is nonempty
(G = [A|zd|,∞) if j = d),

i) P (t) ∼ pjt
j for |t| ∈ G;

ii) pj ∼ D
∏d

�=j+1 z�, and in particular pj �= 0;
iii) if k < j, pk � pj

∏j
�=k+1 z�; and if j < k, pk � pj

∏k
�=j+1 z�

−1.

Proof. Clearly for |t| ∈ G (and any A > 1),

(1 − 1/A)d|D|[
d∏

�=j+1

|z�|] ≤ |P (t)|/|t|j ≤ (1 + 1/A)d|D|[
d∏

�=j+1

|z�|],

which shows that i) follows from ii). To establish ii) we write

pj = (−1)jD
∑

�1<···<�d−j

z�1 · · · z�d−j

= (−1)jD
∑

�1<...<�d−j

�1≤j

z�1 · · · z�d−j
+ (−1)jD zj+1 · · · zd

= I + II,

and hence since |z�| ≤ (1/A)|z�′ | whenever � ≤ j ≤ �′ − 1,

A|I| � |D| |zj+1| · · · |zd| = |II|.
Therefore if A � 1 is large enough,

pj ∼ II = D
d∏

�=j+1

z�,

establishing ii) and hence i). From the formula

pk = (−1)kD
∑

�1<···<�d−k

z�1 · · · z�d−k

we see by ii) that if k < j,

pk � D

d∏
�=k+1

z� ∼ pj

j∏
�=k+1

z�

and if j < k,

pk � D
d∏

�=k+1

z� ∼ pj

k∏
�=j+1

z−1
� .

This completes the proof of the lemma. �

Remark 3.2. Lemma 3.1, part i), shows that with respect to P , R
+ can be decom-

posed as

R
+ =

M⋃
�=1

G� ∪
M−1⋃
�=1

D�

into disjoint intervals (M = O(1)) which depend on the choice of A where the D�

are dyadic in the sense that if D� = [a, b), then b/a = O(1). On the complementary
intervals G� (which we call “gaps”), if |t| ∈ G�, P (t) ∼ pj�

tj� for some j� ≥ 0 (and
of course pj�

�= 0). See [1].
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For a rational function R = P/Q, where P (t) = D
∏dp

�=1(t − z�), Q(t) =
E

∏dq

�=1(t − w�) with |z1| ≤ · · · ≤ |zdp
| and |w1| ≤ · · · ≤ |wdq

|, Lemma 3.1 tells
us that R(t) ∼ [pj/qk]tj−k on a gap G = [A|zj |, A−1|zj+1|] ∩ [A|wk|, A−1|wk+1|],
if A � 1 is large enough. We now examine higher derivatives of R on G in the
following two lemmas. We begin with the case j ≥ k.

Lemma 3.3. Let R = P/Q be a rational function and G a gap as described above.
Then for any integer n ≥ 0, A � Cn can be chosen large enough so that on G, if
j ≥ k,

(4) R(n)(t) = R(t)
[ ∑

k+1≤�1 �=···�=�n≤j

n∏
m=1

1
t − z�m

+ En(t)
]

where
∣∣(d/dt)rEn(t)

∣∣ � Cn,rA
−1|t|−n−r on G for all r ≥ 0.

Proof. We begin with the case n = 1.

R′(t) = R(t)
[
P ′(t)/P (t) − Q′(t)/Q(t)

]
= R(t)

[ dp∑
�=1

1
t − z�

−
dq∑

�=1

1
t − w�

]
.

We make the following two simple observations on G:

(5)
∣∣ 1
t − z�

∣∣, ∣∣ 1
t − w�′

∣∣ ≤ C[A|t|]−1, � > j, �′ > k,

and

(6)
∣∣ 1
t − z�

− 1
t − w�′

∣∣ =
|z� − w�′ |

|t − z�||t − w�′ |
≤ C[A|t|]−1, �, �′ ≤ k.

Hence

R′ = R
[ j∑

�=k+1

1
t − z�

+ E1(t)
]

where

E1(t) =
k∑

�=1

[ 1
t − z�

− 1
t − w�

]
+

dp∑
�=j+1

1
t − z�

−
dq∑

�=k+1

1
t − w�

satisfies |E(r)
1 (t)| ≤ CA−1|t|−r−1, ∀r ≥ 0 on G by (5) and (6), establishing (4) when

n = 1.
The proof now proceeds by induction on n; if (4) holds for derivatives up to

order n − 1,

R(n)(t) = R′(t)
[ ∑

k+1≤�1 �=···�=�n−1≤j

n−1∏
m=1

1
t − z�m

+ En−1(t)
]

+ R(t)
[
−

n−1∑
r=1

∑
k+1≤�1 �=···�=�n−1≤j

1
(t − z�1)

· · · 1
(t − z�r

)2
· · · 1

(t − z�n−1)

+ E′
n−1(t)

]
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= R(t)
[ ∑

k+1≤�1 �=···�=�n−1≤j
k+1≤�≤j

1
t − z�

n−1∏
m=1

1
t − z�m

−
n−1∑
r=1

∑
k+1≤�1 �=···�=�n−1≤j

1
(t − z�r

)2

×
∏

1≤m≤n−1
m �=r

1
(t − z�m

)
+ En(t)

]

where

En(t)=En−1(t)
( j∑
�=k+1

1
t − z�

+E1(t)
)
+E1(t)

∑
k+1≤�1 �=···�=�n−1≤j

n−1∏
m=1

1
t − z�

+E′
n−1(t)

is easily seen to satisfy the derivative bounds on G, proving (4) for general n.
�

Remarks 3.4.

• The sum ∑
k+1≤�1 �=···�=�n≤j

n∏
m=1

1
t − z�m

in (4) is interpreted as zero when j − k ≤ n − 1.
• It will be important for us to keep track of the number of terms in the sum

(4) which in this case is (j − k)(j − k − 1) . . . (j − k − n + 1). This shows
in particular that the sum is empty if j − k ≤ n − 1.

We now turn to the case j < k which unfortunately is somewhat more involved.
As in the case k ≤ j, it will be important for us to keep track of the number of
terms in various sums. To this end we associate to every strictly positive multi-
index α = (α1, . . . , αr), αi > 0, 1 ≤ i ≤ r a size |α| = α1 + · · · + αr and a length
l(α) = r.

Lemma 3.5. Let R = P/Q and G be as in Lemma 3.3 but where now j < k. For
any integer n ≥ 1, A � Cn can be chosen large enough so that on G,

R(n)(t) = R(t)
[

(−1)n
n∑

m=1

∑
|α|=n

l(α)=m

d(α)
∑

j+1≤�1,··· ,�m≤k

1
(t − w�1)α1

. . .
1

(t − w�m
)αm

+ Fn(t)
]

(7)

where
∣∣(d/dt)rFn(t)

∣∣ � Cn,rA
−1|t|−n−r for all r ≥ 0. Here {d(α)} are combinato-

rial numbers defined on strictly positive multi-indices α such that the sums

cm(n) =
∑

|α|=n,l(α)=m

d(α)

are the well-known Sterling numbers of the second kind; i.e., {cm(n)}n
m=1 are the

coefficients of the polynomial

x(x + 1) · · · (x + n − 1) =
n∑

m=1

cm(n)xm.
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Proof. For n = 1 we argue exactly as in Lemma 3.3, using (6) and (5) to obtain

(8) R′(t) = R(t)
[
−

k∑
�=j+1

1
t − w�

+ F1(t)
]

where F1 satisfies the appropriate derivative estimates on G. For general n we
argue by induction: if (7) holds for all derivatives up to order n,

R(n+1)(t)

=R′(t)
[
(−1)n

n∑
m=1

∑
|α|=n

l(α)=m

d(α)
∑

j+1≤�1,··· ,�m≤k

1
(t − w�1)α1

. . .
1

(t − w�m
)αm

+ Fn(t)
]

+ R(t)
[
(−1)n+1

n∑
m=1

∑
|α|=n

l(α)=m

d(α)
m∑

r=1

αr

×
∑

j+1≤�1,...,�m≤k

1
(t − w�1)α1

· · · 1
(t − w�r

)αr+1
· · · 1

(t − w�m
)αm

+ F ′
n(t)

]
.

Using (8) we obtain

R(n+1)(t) = R(t)
[

(−1)n+1
n∑

m=1

∑
|α|=n

l(α)=m

d(α)

×
∑

j+1≤�1,··· ,�m,�≤k

l

1
(t − w�1)α1

. . .
1

(t − w�m
)αm

1
t − w�

+ (−1)n+1
n∑

m=1

∑
|α|=n,l(α)=m

d(α)
m∑

r=1

αr(9)

×
∑

j+1≤�1,...,�m≤k

1
(t − w�1)α1

· · · 1
(t − w�r

)αr+1
· · · 1

(t − w�m
)αm

+ Fn+1(t)
]

where

Fn+1(t) = Fn(t)
[
−

k∑
�=j+1

1
t − w�

+ F ′
n(t)

]

+
[
(−1)nF1(t)

n∑
m=1

∑
|α|=n,l(α)=m

d(α)
∑

j+1≤�1,...,�m≤k

1
(t − w�1)α1

· · · 1
(t − w�m

)αm

]

satisfies the required derivative estimates on G.
Expressing R(n+1)(t) in the form (7) we see from (9) that the coefficients

cm(n + 1) =
∑

|α|=n+1

l(α)=m

d(α)
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satisfy the recursive formulae:

cn+1(n + 1) = 1, ck(n + 1) = nck(n) + ck−1(n), k = 1, . . . , n

where c0(n) = 0. These are the defining formulae for Sterling numbers of the second
kind; the equivalent property for these numbers as the coefficients of the polynomial
with roots at consecutive negative integers can be easily derived by induction:

x(x + 1) · · · (x + n − 1) =
n∑

k=1

ck(n)xk

and so

x(x + 1) · · · (x + n) =
n∑

k=1

ck(n)xk+1 +
n∑

k=1

nck(n)xk

= nc1(n)x +
n∑

k=2

(nck(n) + ck−1(n))xk + xn+1

=
n+1∑
k=1

ck(n + 1)xk

by the above recursive formulae, completing the proof of Lemma 3.5. �

Remark 3.6. The number of terms in the sum occurring in (7) is
n∑

m=1

∑
|α|=n

l(α)=m

d(α)(k − j)m =
n∑

m=1

cm(n)(k − j)m

= (k − j)(k − j + 1) · · · (k − j + n − 1).

We now prove an extension of (6) and a generalisation of (5).

Lemma 3.7. Let P , Q and G be as in Lemmas 3.3 and 3.5 with k ≤ j (the
completely analogous statement for j ≤ k also holds). Let A = {α} and B = {β} be
two 0(1) collections of strictly positive multi-indices of size r; r = |α| = |β|. Then
on G, for A � 1 large enough,

i)
∣∣(t − z�1)

−α1 · · · (t − z�m
)−αm − (t − w�′1

)−β1 · · · (t − w�′n)−βn
∣∣ � A−1|t|−r

for any α ∈ A, β ∈ B, r = α1 + · · · + αm = β1 + · · · + βn, and k + 1 ≤
�1, . . . , �m, �′1, . . . , �

′
n ≤ j.

For each α ∈ A associate a collection {z�1 , . . . , z�m
} where m = l(α) and

�1, . . . , �m ≤ j. Then
ii)

∣∣∑
α∈A(t − z�1)

−α1 · · · (t − z�m
)−αm

∣∣ ∼ |t|−r.

Proof. The estimate in i) follows immediately from (6) by iteratively comparing
factor by factor.

For ii), the upper bound follows easily from (5). For the lower bound, we use
the fact |z| ≥ Re(z) to see that the left hand side is larger than∣∣∣∣∣

∑
α∈A

Re
∏

s(t − z�s
)αs∏

s |t − z�s
|2αs

∣∣∣∣∣ =

∣∣∣∣∣
∑
α∈A

Re[tr + O(A−1tr)]
|t|2r + O(A−1t2r)

∣∣∣∣∣ � |t|−r

for A � 1 large enough, since |z�| � A−1|t| on G whenever � ≤ j.
�
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In order to prove the decay estimate (3) of the Fourier transform of the measures
defined in (2) we will use Lemmas 3.3 and 3.5 to estimate a determinant formed from
the derivatives of the n rational functions R� = P�/Q�, � = 1, . . . , n, which make up
the components of our curve Γ = (R1, . . . , Rn). Here P�(t) = c�

∏p�

s=1(t − z�
s) and

Q�(t) = d�

∏q�

s=1(t − w�
s) are polynomials with |z�

1| ≤ . . . ≤ |z�
p�
| and |w�

1| ≤ . . . ≤
|w�

q�
| and the determinant of derivatives is

� := det
(
Γ′(t), . . . , Γ(n)(t)

)
=

n∏
�=1

R�(t)
∑

π∈Sn

(−1)sgn(π)
[
R

(π(1))
1 /R1

]
· · ·

[
R(π(n))

n /Rn

]
where Sn denotes the group of permutations on n letters. Let us define Λ(t) to be
the sum in the above formula so that � = Λ(t)

∏
� R�(t).

For each R� consider a gap

G� = [A|z�
j�
|, A−1|z�

j�+1|] ∩ [A|w�
k�
|, A−1|w�

k�+1|]

and suppose j� ≥ k� when 1 ≤ � ≤ r and k� > j� when r + 1 ≤ � ≤ n, for some
0 ≤ r ≤ n. The following lemma will estimate Λ (and hence � by Lemma 3.1) on
the intersection G =

⋂n
�=1 G�.

Lemma 3.8. Let R� = P�/Q�, � = 1, 2, . . . , n, Λ and G be as above and set
x� = j� − k� for each �. Suppose that the integers {x�}n

�=1 are nonzero and distinct
(so, in particular, x� > 0, 1 ≤ � ≤ r and x� < 0, r + 1 ≤ � ≤ n). Then for A � 1
large enough,

Λ(t) ∼ t−n(n+1)/2

on G.

Proof. By Lemmas 3.3 and 3.5 we have

n∏
�=1

[
R

(π(�))
� /R�

]
(t) = (−1)

∑n
s=r+1 π(s)

∑
α∈Eπ

1
(t − u1,α)α1

. . .
1

(t − um,α)αm

+ O
(
A−1t−n(n+1)/2

)
for each π ∈ Sn. Here Eπ is a collection of strictly positive multi-indices α with
|α| = n(n + 1)/2 whose cardinality, by Remarks 3.4 and 3.6, satisfies

|Eπ| =
π(1)−1∏

�=0

(xπ(1) − �) · · ·
π(r)−1∏

�=0

(xπ(r) − �)

×
π(r+1)−1∏

�=0

(−xπ(r+1) − �) · · ·
π(n)−1∏

�=0

(−xπ(n) − �)

= (−1)
∑n

s=r+1 π(s)
n∏

m=1

π(m)−1∏
�=0

(xπ(m) − �).(10)

The complex numbers {u�,α} lie among the roots {z�
m}j�

m=k�+1 ∪ {w�
m}k�

m=j�+1.
The upper bound for Λ on G follows easily from Lemma 3.7, part ii).
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For the lower bound we split the permutations π ∈ Sn into two families:

Sn,1 = {π ∈ Sn : sgnπ +
n∑

s=r+1

π(s) is even}

and

Sn,2 = {π ∈ Sn : sgnπ +
n∑

s=r+1

π(s) is odd}.

If we can show that

(11)
∑

π∈Sn,1

|Eπ| �=
∑

π∈Sn,2

|Eπ|,

then we can pair off a term
∏m

�=1(t − u�,α)−α� from α ∈ Eπ and π ∈ Sn,1 with a
term −

∏m
�=1(t − u�,β)−β� from β ∈ Eπ and π ∈ Sn,2, using Lemma 3.7, part i), to

achieve a bound O(A−1t−n(n+1)/2) in the sum defining Λ, showing that

Λ(t) = ±
∑
π∈S

∑
α∈Eπ

1
(t − u1,α)α1

. . .
1

(t − um,α)αm
+ O

(
A−1t−n(n+1)/2

)

where S is either a nonempty subset of Sn,1 (when
∑

π∈Sn,1
|Eπ| >

∑
π∈Sn,2

|Eπ|)
or a nonempty subset of Sn,2 (when

∑
π∈Sn,2

|Eπ| >
∑

π∈Sn,1
|Eπ|). Lemma 3.7,

part ii) can now be employed to show Λ(t) � t−n(n+1)/2 on G if A � 1 is chosen
large enough.

It remains therefore to establish (11). Observe that by (10),

∑
π∈Sn,1

|Eπ| −
∑

π∈Sn,2

|Eπ| = det

⎛
⎜⎜⎜⎝

x1 · · · xn

x1(x1 − 1) xn(xn − 1)
...

. . .
...

x1 . . . (x1 − n + 1) xn . . . (xn − n + 1)

⎞
⎟⎟⎟⎠

and one can easily check that this determinant, call it Dn, is equal to

x1 . . . xn

∏
1≤r<s≤n

(xs − xr),

which is nonzero by our assumptions on the integers {xs}. In fact, considering Dn

as a polynomial of degree n in the variable xn, we have

(12) Dn = p(x1, . . . , xn−1)(xn − xn−1) . . . (xn − x1)xn,

since Dn, as a function of xn, clearly vanishes at x1, x2, . . . , xn−1 and 0. On the
other hand, expanding Dn in the last column shows that

Dn = Dn−1xn + lower order terms in xn

where Dn−1 is the analogous (n − 1) × (n − 1) determinant in the variables x1,
x2, . . . , xn−1.

Hence by induction, we see that

Dn−1 = p(x1, . . . , xn−1) = x1 . . . xn−1

∏
1≤r<s≤n−1

(xs − xr),

establishing the claimed formula for Dn by (12) and thus completing the proof of
the lemma. �
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Remark 3.9. The arguments used above show that | detAk(t)(i|j)| � 1, where
Ak(t)(i|j) is the (n − 1) × (n − 1) matrix formed by deleting the i-th row and the
j-th column from

Ak(t) =

⎛
⎜⎝

2kR′
1(2kt)2−kx1 · · · 2kR′

n(2kt)2−kxn

...
. . .

...
2nkR

(n)
1 (2kt)2−kx1 · · · 2nkR

(n)
n (2kt)2−kxn

⎞
⎟⎠ ,

and where as in Lemma 3.8, x� = j� − k�.

We end this section by stating a very useful estimate for one dimensional os-
cillatory integrals, known as van der Corput’s lemma. A proof can be found in
[6].

Lemma 3.10. Suppose that φ is real-valued and smooth on (a, b), and that |φ(k)(t)|
≥ λ > 0 for all t ∈ (a, b). Then∣∣∣∣∣

∫ b

a

eiφ(t)dt

∣∣∣∣∣ ≤ Ckλ−1/k

holds when either k ≥ 2 or k = 1 and φ′ is monotone.

4. Basic reduction

In this section we will show that we can restrict our analysis of the operators H
and M , defined with respect to a curve Γ = (R1, . . . , Rn) of rational functions, to an
interval G on which each R�(t) ∼ c� tj�−k� where the numbers {j� −k�} are nonzero
and distinct. Furthermore there will be sufficient separation between appropriate
roots of the polynomials defining R� to enable us to obtain derivative bounds as
described in Lemmas 3.3 and 3.5 above. We will adopt the notation R� = P�/Q�

for each 1 ≤ � ≤ n where P�(t) =
∑

p�
jt

j = C�

∏
(t− z�

j) and the roots will always
be ordered so that |z�

1| ≤ |z�
2| ≤ · · · . Similarly Q�(t) =

∑
q�
ktk = D�

∏
(t − w�

k)
where |w�

1| ≤ |w�
2| ≤ · · · for each 1 ≤ � ≤ n. When we pass to transformed

polynomials P̃� and Q̃�, the notation for the transformed coefficients and roots is
adjusted accordingly.

We begin with the singular integral operator H. Applying Lemma 3.1 to every
denominator Q� of R� we can reduce the Lp boundedness of H to bounding

HGf(x) =
∫
|t|∈G

f(x1 − R1(t), . . . , xn − Rn(t)) dt/t

where Q� ∼ c� tk� on G for every 1 ≤ � ≤ n; see Remark 3.2. Here

(13) G ⊂
n⋂

�=1

[A|w�
k�
|, A−1|w�

k�+1|],

which we assume is nonempty. In particular we have the following root separation
between the roots of the polynomials {Q�}; for any two roots w�

k and w�′

k′ where
k ≤ k� and k′ > k�′ ,

(14) A|w�
k| ≤ A−1|w�′

k′ |.
We could have applied Lemma 3.1 to each P� as well as Q� putting ourselves on an
interval where R� ∼ c� tj�−k� , but the numbers {j� − k�} would not necessarily be
nonzero nor distinct. To get ourselves in the situation where the rational functions
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{R�} behave like monomials with powers which are nonzero and distinct, we will
use the fact that the Lp operator norm of HG is invariant under conjugation by
the group of invertible affine transformations. This allows us to replace the curve
Γ = (R1, . . . , Rn) by AΓ + �v, where A is any constant invertible n × n matrix and
�v is any constant vector in R

n, without changing the operator norm of HG.
We will apply n affine transformations in succession, changing only one com-

ponent of Γ each time. The whole process will be carried out in n steps. By the
rth step, we will have transformed the first r − 1 components of Γ, R� → R̃�, 1 ≤
� ≤ r − 1, and successfully reduced the analysis to a subinterval G′ ⊂ G such that
R̃�(t) ∼ c� tj

′
�−k′

� for |t| ∈ G′ where {j′� −k′
�} are nonzero and distinct (furthermore,

there will be sufficient root separation to guarantee higher derivative bounds for
R̃�). In the rth step we will choose an appropriate affine transformation changing
the rth component Rr → R̃r = P̃r/Q̃r, leaving the other components alone, in such
a way that certain coefficients of P̃r vanish. Then by employing Lemma 3.1, part
ii), we will be able to remove 0(1) dyadic intervals from G′ such that on each of the
complementary intervals, R̃r(t) ∼ cr tj

′
r−k′

r where j′r − k′
r is nonzero and distinct

from the numbers j′�−k′
�, 1 ≤ � ≤ r−1 (higher derivative bounds will also hold). We

will only need to annihilate coefficients of the transformed P̃r via the affine trans-
formation since the process will transform the original denominators {Qr} into
{Q̃r =

∏r
�=1 Q�}. Note that for each 1 ≤ r ≤ n, Q̃r(t) = Q1 · · ·Qr(t) ∼ c tk1+···kr

on G because (13) implies

G ⊆
r⋂

�=1

[
A|w�

k�
|, A−1|w�

k�+1|
]

=
[
A sup

1≤�≤r
|w�

k�
|, A−1 inf

1≤�≤r
|w�

k�+1|
]

=
[
A|wk1+···+kr

|, A−1|wk1+···+kr+1|
]

where |w1| ≤ |w2| ≤ · · · denote the roots of Q̃r = Q1Q2 . . . Qr.
We begin with the first step, using the affine transformation I + �v with �v =

(a, 0, . . . , 0) to replace R1 = P1/Q1 with R̃1 = R1 + a = P̃1/Q1, where P̃1 =
P1 + aQ1 =

∑
p̃′jt

j . Choose a so that p̃1
k1

= p1
k1

+ aq1
k1

= 0. By Lemma 3.1, part
ii), if |z̃1

1 | ≤ |z̃1
2 | ≤ . . . denote the roots of P̃1, the interval [A|z̃1

k1
|, A−1|z̃1

k1+1|] is
empty if A � 1 is chosen large enough. Therefore we can decompose G into gaps
and dyadic intervals with respect to P̃1 to reduce matters to bounding

HG1f(x) =
∫
|t|∈G1

f
(
x1 − P̃1/Q1, . . . , xn − Pn/Qn

)
dt/t,

where P̃1(t) ∼ p̃1
j′
1
tj

′
1 on G1 ⊆ G and j′1 − k1 �= 0.

Let us now suppose we have performed r − 1 steps in the process reducing the
analysis to bounding

HG′f(x) =
∫
|t|∈G′

f(x1 − R̃1, . . . , xr−1 − R̃r−1, xr − Rr, . . . , xn − Rn) dt/t

where Q̃�(t) =
∏�

µ=1 Qµ(t) ∼ d� tk
′
� , k′

� = k1 + · · ·+k� and P̃�(t) = c� tj
′
� on G′ ⊆ G

so that the numbers {j′� − k′
�} are nonzero and distinct. The monomial behaviour
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of P̃� on G′ is guaranteed by ensuring that we have the following root separation:
if |z̃�

1| ≤ |z̃�
2| ≤ · · · denote the roots of P̃�, then for any two roots z̃�

j and z̃m
k where

j ≤ j′� and k > j′m,

(15) A|z̃�
j | ≤ A−1|z̃m

k |.

Recall that (14) gives us the analogous root separation for the polynomials {Q�}.
Furthermore we also have root separation between a root from z̃�

j , 1 ≤ � ≤ r − 1,
and a root from w�

k, 1 ≤ � ≤ n. We record here that the above root separation
listed in (15) and (14) implies the following relationship between the coefficients of
P̃�(t) =

∑
p̃�

jt
j and Q�(t) =

∑
q�
ktk:

(16) if µ < j′�, p̃�
µ � p̃�

j′
�

j′
�∏

σ=µ+1

z̃�
σ, and if j′� < µ, p̃�

µ � p̃�
j′
�

µ∏
σ=j′

�+1

[z̃�
σ]−1

for 1 ≤ � ≤ r − 1, and

(17) if µ < k�, q�
µ � q�

k�

k�∏
σ=µ+1

w�
σ, and if k� < µ, q�

µ � q�
k�

µ∏
σ=k�+1

[w�
σ]−1

for 1 ≤ � ≤ n. This is simply Lemma 3.1, part iii), applied to the polynomials {P̃�}
and {Q�} and will play an important role in carrying out the rth step.

The rth step in the process uses the affine transform A + �v where

A =

⎛
⎝ Ir−1 O

a1 . . . ar−1 1 0 . . . 0
O In−r

⎞
⎠

and �v = (0, . . . , 0, ar, 0, . . . , 0) to transform Rr to R̃r, leaving the other components
alone, where R̃r = P̃r/Q̃r, Q̃r =

∏r
�=1 Q� and

P̃r = a1P̃1

r∏
�=2

Q� + · · · + ar−1P̃r−1Qr + ar

r∏
�=1

Q� + Pr

r−1∏
�=1

Q�.

The idea is to choose a1, a2, . . . , ar so that the j′� − k′
� + k′

r, 1 ≤ � ≤ r − 1, and
k′

rth coefficients of P̃r vanish (here k′
� = k1 + · · · + k�). Therefore we need to find

a solution �a = (a1, . . . , ar) to S�a = −(σ1, . . . , σr),

S =

⎛
⎜⎝

σ1
1 · · · σ1

r
...

. . .
...

σr
1 · · · σr

r

⎞
⎟⎠ ,

where for 1 ≤ � ≤ r − 1, σ�
m is the (j′� − k′

� + k′
r)th coefficient of P̃mQm+1 · · ·Qr,

when 1 ≤ m ≤ r − 1, and of Q1 · · ·Qr, when m = r. For � = r, σr
m is the k′

rth
coefficient of P̃mQm+1 · · ·Qr, when 1 ≤ m ≤ r − 1, and of Q1 · · ·Qr, when m = r.
Finally, σ� is the (j′� − k′

� + k′
r)th (when 1 ≤ � ≤ r − 1) and k′

rth (when � = r)
coefficient of PrQ1 · · ·Qr−1. This is accomplished by showing

(18) detS �= 0

when A � 1 is chosen large enough in (14) and (15).
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Remarks 4.1.

• The case r = 1 of (18) where we consider just one polynomial says that if
the kth root is separated from the (k+1)th root, then the kth coefficient of
the polynomial must be nonzero. This is just Lemma 3.1, part (ii), which
we have used extensively.

• The special case r = 2 of (18), where one takes Q1 = 1, P1 = t and Q2 an
arbitrary polynomial was considered in [3].

If (18) holds, then we can successfully solve S�a = −(σ1, . . . , σr) guaranteeing
that the appropriate coefficients of P̃r vanish and hence, by Theorem 3.1, part ii),
if |z̃r

1 | ≤ |z̃r
2 | ≤ · · · denote the roots of P̃r, the intervals [A|z̃r

j |, A−1|z̃r
j+1|] are empty

whenever j ∈ {j′�−k′
� +k′

r}r−1
�=1 or j = k′

r if A � 1 is chosen large enough. Therefore
we can decompose G′ into 0(1) gaps and dyadic intervals with respect to P̃r to
reduce matters to bounding

HG′′f(x) =
∫
|t|∈G′′

f(x1 − R̃1, · · · , xr − R̃r, · · · , xn − Rn)dt/t

where R̃r(t) ∼ cr tj
′
r−k′

r for |t| ∈ G′′ and j′r /∈ {j′� − k′
� + k′

r}r−1
�=1 and j′r �= k′

r,
completing the rth step of the process. It remains to establish (18).

First of all,

detS =
∑

π∈Sr

(−1)sgn(π)σ
π(1)
1 · · ·σπ(r)

r

= σ1
1 · · ·σr

r +
∑
π �=id

(−1)sgn(π)σ
π(1)
1 · · ·σπ(r)

r .

For 1 ≤ m ≤ r − 1, σm
m is the Nmth coefficient of P̃mQm+1 · · ·Qr where Nm =

j′m − k′
m + k′

r = j′m + km+1 + · · · + kr and so

(19) σm
m =

∑
(�,�1,··· ,�r−m):

�+�1+···+�r−m=Nm

p̃m
� qm+1

�1
qm+2
�2

· · · qr
�r−m

= p̃m
j′
m

qm+1
km+1

· · · qr
kr

+
∑

(�,�1,··· ,�r−m) �=(j′
m,km+1,··· ,kr):

�+�1+···+�r−m=Nm

p̃m
� qm+1

�1
qm+2
�2

· · · qr
�r−m

.

Fix (�, �1, . . . , �r−m) �= (j′m, km+1, . . . , kr) satisfying � + �1 + · · ·+ �r−m = Nm, and
set ns = ks − �s−m if m + 1 ≤ s ≤ r, s �= r, nr = j′m − �. Therefore

∑r
s=m ns = 0.

Furthermore if E+ = {m ≤ s ≤ r : ns ≥ 0} and E− = {m ≤ s ≤ r : ns < 0},

−
∑

s∈E−

ns =
∑

s∈E+

ns > 0.

Without loss of generality assume that m ∈ E+. Then (16) implies that p̃m
� �

p̃m
j′
m

∏j′
m

σ=�+1 z̃m
σ . If s ∈ E+ \ {r}, then (17) implies qs

�s−m
� qs

ks

∏ks

σ=�s−m+1 ws
σ and
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if s ∈ E−, then qs
�s−m

� qs
ks

∏�s−m

σ=ks+1[w
s
σ]−1. Hence

p̃m
�

r∏
s=m+1

qs
�s−m

� p̃m
j′
m

r∏
s=m+1

qs
ks

×
j′
m∏

σ=�+1

z̃m
σ

∏
s∈E+\{r}

ks∏
σ=�s−m+1

ws
σ

×
∏

s∈E−

�s−m∏
σ=ks+1

[ws
σ]−1.

The last two products are nonempty and both products contain exactly the same
number of terms, −

∑
s∈E−

ns =
∑

s∈E+
ns > 0. For any term in the first product,

say ws
σ with s ∈ E+ \ {r}, and any term in the second product, say [ws′

σ′ ]−1 with
s′ ∈ E−, we have ws

σ [ws′

σ′ ]−1 � A−1 by (14), (15) and the remark which follows
these estimates. Hence p̃m

� qm+1
�1

· · · qr
�r−m

� A−1p̃m
j′
m

qm+1
km+1

· · · qr
kr

and so by (19),

σm
m ∼ p̃m

j′
m

qm+1
km+1

· · · qr
kr

for 1 ≤ m ≤ r − 1 if A � 1 is large enough. Similarly σr
r ∼ qr

kr
and therefore

σ1
1 · · ·σr

r ∼ qr
kr

r−1∏
m=1

[p̃m
j′
m

qm+1
km+1

· · · qr
kr

].

Therefore (18) will be established once we prove that for every π �= id,

(20) σ
π(1)
1 · · ·σπ(r)

r � A−1qr
kr

r−1∏
m=1

[p̃m
j′
m

qm+1
km+1

· · · qr
kr

].

For notational convenience we will suppose that π is a permutation on {1, . . . ,
r − 1}, that is, π(r) = r (the other cases are similar). Then

σ
π(1)
1 · · ·σπ(r−1)

r−1 =
∑

(�s,�s,1,··· ,�s,r−s),1≤s<r:

�s+�s,1+···+�s,r−s=Nπ(s)

r−1∏
m=1

[p̃m
�m

qm+1
�m,1

· · · qr
�m,r−m

]

where Nπ(s) = j′π(s) + kπ(s)+1 + · · · + kr as before. For each 1 ≤ s ≤ r − 1, fix an
(r − s + 1)-tuple (�s, �s,1, . . . , �s,r−s) so that �s + �s,1 + · · ·+ �s,r−s = Nπ(s) and set

n
(s)
t =

{
�s,t−s − kt, s + 1 ≤ t ≤ r,
�s − j′s, t = s.

Define E+ = {(s, t) : n
(s)
t ≥ 0} and E− = {(s, t) : n

(s)
t < 0}. If

(21) −
∑

(s,t)∈E−

n
(s)
t =

∑
(s,t)∈E+

n
(s)
t > 0,

we can argue exactly as above to see that
r−1∏
s=1

[p̃s
�s

qs+1
�s,1

· · · qr
�s,r−s

] � A−1
r−1∏
s=1

[p̃s
j′
s
qs+1
ks+1 · · · qr

kr
].

This together with σr
r ∼ qr

kr
, proved previously, gives us (20) and therefore (18). It

remains to prove (21).
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For each 1 ≤ s ≤ r − 1,
r∑

t=s

n
(s)
t = �s + �s,1 + · · · + �s,r−s − (j′s + ks+1 + · · · + kr)

and so summing over 1 ≤ s ≤ r − 1 shows that
∑

(s,t) n
(s)
t = 0 since π is assumed

to be a permutation of {1, . . . , r − 1}. Hence

−
∑

(s,t)∈E−

n
(s)
t =

∑
(s,t)∈E+

n
(s)
t

and therefore, if
∑

(s,t)∈E+
n

(s)
t = 0, n

(s)
t = 0 for all (s, t) implying that �s = j′s and

�s,m = ks,m, 1 ≤ m ≤ r − s for each 1 ≤ s ≤ r − 1. In particular, Ns = Nπ(s) for
all 1 ≤ s ≤ r − 1. But π �= id implies there exists an 1 ≤ s0 ≤ r − 1 such that
π(s0) �= s0, which in turn implies that Nπ(s0) �= Ns0 since the numbers {j′s − k′

s}
are distinct. This proves (21) and thus finishes the proof of (20) and hence (18),
completing the basic reduction for H.

A similar procedure allows us to reduce the study of the maximal function M to

MGf(x) = sup
k

∣∣2−k

∫
t∈[2k,2k+1]∩G

f(x − Γ(t)) dt
∣∣

where each component R� of Γ satisfies R�(t) ∼ c� tj�−k� on G, together with higher
order derivative bounds, and where the exponents {j�−k�} are nonzero and distinct.

5. Proof of Theorem 1.1

The previous section described a procedure which reduces the proof of Theorem
1.1 to establishing Lp bounds, 1 < p < ∞, for

HGf(x) =
∫
|t|∈G

f(x1 − R1(t), . . . , xn − Rn(t)) dt/t

=
∑

k

∫
|t|∈G∩[2k ,2k+1]

f(x1 − R1(t), . . . , xn − Rn(t)) dt/t

and

MGf(x) = sup
k

∣∣2−k

∫
t∈G∩[2k,2k+1]

f(x1 − R1(t), . . . , xn − Rn(t)) dt
∣∣

where R�(t) ∼ c� tj�−k� on G, together with appropriate higher derivative bounds,
and where the exponents {L� = j� − k�} are nonzero and distinct. By normalising
the integration in the above sums defining HG and MG we may express

(22) HGf(x) =
∑

k

f ∗ σ
(k)
k (x) and MGf(x) = sup

k
|f ∗ µ

(k)
k (x)|

where σ
(k)
k and µ

(k)
k are 2k dilates, 2k ◦ x = (2L1kx1, . . . , 2Lnkxn), of

〈σ(k), φ〉 :=
∫
|t|∈2−kG∩[1,2]

φ(Γ(k)(t)) dt/t

and

〈µ(k), φ〉 :=
∫

t∈2−kG∩[1,2]

φ(Γ(k)(t)) dt.
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Here Γ(k)(t) = (R(k)
1 (t), . . . , R(k)

n (t)) is a normalised curve so that

(23) R
(k)
� (t) := 2−L�kR�(2kt) ∼ 1 on 2−kG ∩ [1, 2]

for each 1 ≤ � ≤ n. As outlined in section 2, see (3), our first goal is to prove the
regularity estimates

(24) |σ̂(k)(ξ)|, |µ̂(k)(ξ)| ≤ C|ξ|−ε

for some ε > 0, independent of k. We concentrate on establishing (24) for

µ̂(k)(ξ) =
∫

t∈[1,2]∩2−kG

ei[ξ1R
(k)
1 (t)+···+ξnR(k)

n (t)] dt,

and we will do so as an application of Lemmas 3.8 and 3.10. Let φ(t) = ξ1R
(k)
1 (t)+

· · ·+ξnR(k)(t) = ξ ·Γk(t) be the phase in the above oscillatory integral defining µ̂(k)

and consider the vector of derivatives �d(t) = (φ′(t), . . . , φ(n)(t)) = Ak(t)ξ where

Ak(t) =

⎛
⎜⎜⎝

2k(d/dt)R(k)
1 (t) · · · 2k(d/dt)R(k)

n (t)
...

. . .
...

2nk(d/dt)nR
(k)
1 (t) · · · 2nk(d/dt)nR

(k)
n (t)

⎞
⎟⎟⎠ .

Note that

detAk(t) = 2
n(n+1)

2 kΛ(2kt)
n∏

�=1

R
(k)
� (t)

where Λ is defined in section 3 prior to the statement of Lemma 3.8, which shows
that Λ(2kt) ∼ 2−

n(n+1)
2 k on 2−kG ∩ [1, 2] and so, together with (23), we have

detAk(t) ∼ 1 on 2−kG ∩ [1, 2]. Furthermore by Remark 3.9, all the cofactors
Ak(t)(i|j) of Ak(t) are bounded above and so ‖[Ak(t)]−1‖ � 1, implying

(25) |ξ| ≤ ‖[Ak(t)]−1‖ |�d(t)| � |�d(t)| � |φ′(t)| + · · · + |φ(n)(t)|
for t ∈ 2−kG ∩ [1, 2].

We are now in a position to prove (24) for µ̂(k)(ξ) via van der Corput’s lemma,
Lemma 3.10, but in order to do this, we first split the interval [1, 2] ∩ 2−kG =

⋃
I

into 0(1) subintervals such that on each subinterval I we have
• |φ(r)(t)| = max{|φ′(t)|, . . . , |φ(n)(t)|} for some 1 ≤ r ≤ n and
• φ′ is monotone.

On each subinterval I we apply van der Corput’s lemma and obtain (24) with
ε = 1/n for µ̂(k). A similar argument shows that (24) holds for σ̂(k).

As discussed in section 2 we are unable to use the general results of Ricci and
Stein in [4] to complete the proof of Theorem 1.1 since our measures {µ(k)

k } and
{σ(k)

k } defining MG and HG in (22) do not satisfy the further regularity condition
that they are uniformly dominated by a fixed positive finite measure. Such a
regularity condition implies ‖µ(k)

k ‖, ‖σ(k)
k ‖ � 1 and hence

(26) |µ̂(k)(ξ) − µ̂(k)(0)|, |σ̂(k)(ξ)| � |ξ|,
complementing the decay estimates (24). These estimates in fact do hold in our
case and follow immediately from (23). We will use (24) and (26) and their variants,
together with an iteration of certain results for 1-parameter maximal and singular
integral operators established by Duoandikoetxea and Rubio de Francia in [2], to
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prove Theorem 1.1. For the maximal function MG we use the following general
result in [2] which we now describe.

Let {ak} be a lacunary sequence of positive numbers; that is, infk ak/ak+1 > 1
or infk ak+1/ak > 1. Decompose R

n = R
m × R

n−m with 1 ≤ m < n and write
x ∈ R

n in the form x = (x0, x) ∈ R
m ×R

n−m. For any finite measure µ on R
n and

Borel set E ⊆ R
m set µ(0)(E) = µ(E×R

n−m) which defines a measure on R
m. We

now state Theorem C in [2].

Proposition 5.1. Let {µk} be a sequence of positive measures on R
n, ‖µk‖ � 1,

such that

|µ̂k(ξ0, ξ) − µ̂k(ξ0, 0)| ≤ C|ak+1ξ|δ,(27)

|µ̂k(ξ0, ξ)| ≤ C|akξ|−δ(28)

for some δ > 0. Suppose that M0g(x0) = supk |µ
(0)
k ∗ g(x0)| is a bounded operator

on Lp(Rm) for all p > 1. Then Mf(x) = supk |µk ∗f(x)| is also bounded on Lp(Rn)
for all p > 1.

We apply this proposition to the sequence of positive measures {µ(k)
k } defining

MG in (22) with ξ0 = (ξ1, . . . , ξn−1), ξ = ξn and ak = 2kLn , which satisfies the
lacunarity condition since Ln �= 0. The estimates (27) and (28) follow from (23)
and (24). Hence Proposition 5.1 reduces matters to bounding the maximal operator

M0f(x0) = sup
k

∣∣2−k

∫
[2k,2k+1]∩G

f(x0
1 − R1(t), . . . , x0

n−1 − Rn−1(t)) dt
∣∣,

which effectively lowers the dimension by one. The analogues of (27) and (28) for
M0 are easily checked to be satisfied, and therefore we can apply Proposition 5.1
to M0, further lowering the dimension by one, and iterating n times successfully
bounds MG on all Lp, 1 < p ≤ ∞.

The argument for HGf(x) =
∑

k f ∗ σ
(k)
k (x) is slightly more involved. Here we

will use Theorem D′ in [2].

Proposition 5.2. Let {σk} be a sequence of measures on R
n such that ||σk|| � 1,

satisfying

(29) |σ̂k(ξ0, ξ)| ≤ C min(|ak+1ξ|, |akξ|−1)δ

for some δ > 0. Suppose that σ∗(f) = supk ||σk| ∗ f | and σ∗
0(f) = supk ||σ0

k| ∗ f |
are bounded operators on Lp(Rn) and Lq(Rm) respectively. Then Tf =

∑
k σk ∗ f

is bounded on Lp(Rn) for all p satisfying | 1p − 1
2 | < 1

2q .

For notational convenience we write σk for the measures σ
(k)
k defining HG in (22).

We will initially apply Proposition 5.2 with m = n − 1, ξ0 = (ξ1, . . . , ξn−1) and
ξ = ξn, but first we decompose σk = σk,1+σk,2, where σk,2 = σ

(0)
k ⊗φk. Here σ

(0)
k is

defined analogously to µ
(0)
k above, and φk is an L1-normalised (φ̂k(ξn) = φ̂(2kLnξn))

positive Schwartz function on R with integral 1 and σk,1 = σk − σk,2.
From (24) and (23), we see that σk,1 satisfies (29) with ak = 2Lnk. Further-

more the maximal functions σ∗ and σ∗
(0) corresponding to the measures {σk,1} are

bounded on all Lq, 1 < q < ∞, by the same arguments for MG, and so Proposition
5.2 applies to {σk,1}, showing f → supk |f ∗ σk,1| is bounded on all Lp, 1 < p < ∞,
leaving us to bound f → supk |f ∗σk,2|. We have effectively reduced the dimension
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by one and applying the same argument to f → supk |f ∗ σk,2| reduces another
dimension. Iterating this procedure n times establishes the desired Lp bounds for
HG, completing the proof of Theorem 1.1.
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