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ESTIMATES OF HEAT KERNELS

FOR NON-LOCAL REGULAR DIRICHLET FORMS

ALEXANDER GRIGOR’YAN, JIAXIN HU, AND KA-SING LAU

Abstract. In this paper we present new heat kernel upper bounds for a cer-

tain class of non-local regular Dirichlet forms on metric measure spaces, in-
cluding fractal spaces. We use a new purely analytic method where one of
the main tools is the parabolic maximum principle. We deduce an off-diagonal
upper bound of the heat kernel from the on-diagonal one under the volume reg-
ularity hypothesis, restriction of the jump kernel and the survival hypothesis.
As an application, we obtain two-sided estimates of heat kernels for non-local
regular Dirichlet forms with finite effective resistance, including settings with
the walk dimension greater than 2.
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1. Introduction

We are concerned with heat kernel estimates for a class of non-local regular
Dirichlet forms. Let (M,d) be a locally compact separable metric space and let μ
be a Radon measure on M with full support. The triple (M,d, μ) will be referred
to as a metric measure space. Let (E ,F) be a regular Dirichlet form in L2 (M,μ).
As is well known (cf. [11]), any regular Dirichlet form has the generator L that is a
non-positive definite self-adjoint operator in L2 (M,μ), which in turn gives rise to
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the heat semigroup Pt = etL and an associated Hunt process
(
{Xt}t≥0 , {Px}x∈M

)
on M.

If the operator Pt is an integral operator, that is, has the integral kernel pt (x, y),
then the latter is called the heat kernel. At the same time, pt (x, y) is the transition
density of the process {Xt}. The question of the existence and the estimates of the
heat kernel has attracted considerable attention in the literature. The estimates of
the heat kernel could then be used for many applications, in particular, for obtaining
information about the path properties of {Xt} and the spectral properties of the
operator L.

Depending on the setting one expects different types of estimates of the heat
kernel pt (x, y). For example, in R

n with the classical Dirichlet form

E (u, u) =

∫
Rn

|∇u|2 dx,

whose generator is the classical Laplace operator Δ, the heat kernel is the Gauss-
Weierstrass function

pt (x, y) =
1

(4πt)
n/2

exp

(
−|x− y|2

4t

)
that is also the transition density of Brownian motion. For the Dirichlet form

E (u, u) =

∫
Rn

aij (x)
∂u

∂xi

∂u

∂xj
dx

where (aij (x)) is a symmetric uniformly elliptic matrix, the generator is the oper-
ator

L =
∂

∂xi

(
aij

∂

∂xj

)
,

and the heat kernel admits (cf. [1]) the two-sided Gaussian bounds

pt (x, y) �
C

tn/2
exp

(
−|x− y|2

ct

)
.

Similar bounds hold on some classes of Riemannian manifolds (see [14], [33]). Note
that in the above examples the Dirichlet form is local and, hence, the corresponding
Hunt process is a diffusion.

Local Dirichlet forms may also be defined on some singular spaces like fractals,
where the definition is implicit and uses the self-similarity structure (cf. [2], [3],
[21], [27], [32]). On some classes of fractals the heat kernel is known to exist and
to satisfy the following sub-Gaussian estimates:

(1.1) pt (x, y) �
C

tα/β
exp

(
−

(
d(x, y)

ct1/β

)β/(β−1)
)
,

where α > 0 and β > 1 are some parameters that characterize the underlying space
in question, and d (x, y) is an appropriate distance function.

Consider the following example of a non-local Dirichlet form in R
n:

E (u, u) =

∫
Rn

∫
Rn

(u (x)− u (y))
2

|x− y|n+β
dxdy,
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where 0 < β < 2. The generator of this form is const (−Δ)
β/2

, and the heat kernel
admits the bounds

pt (x, y) �
1

tn/β

(
1 +

|x− y|
t1/β

)−(n+β)

.

The associated Hunt process is the symmetric stable process of index β, that is, a
jump process.

Similarly, if L denotes the generator of diffusion with the heat kernel (1.1), then
the operator − (−L)γ for any 0 < γ < 1 is the generator of a non-local Dirichlet
form, and its heat kernel admits the estimate

(1.2) pt (x, y) �
1

tα/β′

(
1 +

d (x, y)

t1/β′

)−(α+β′)
,

where β′ = βγ (see, for example, [13], [26], [36]). It was shown in [20] that (1.1) and
(1.2) exhaust all possible two-sided estimates of heat kernels of self-similar type.

The purpose of this paper is to give equivalent conditions for upper bounds of
the heat kernels of non-local type.

Let us return to the general setup of a metric measure space (M,d, μ) equipped
with a regular Dirichlet form (E ,F). Assume in addition that (E ,F) is conservative,
that is, Pt1 ≡ 1. Denote by V (x, r) the measure of the metric ball B (x, r). We
assume throughout that all metric balls are precompact. In particular, this implies
that V (x, r) is finite.

Let α, β be fixed positive numbers, and let C denote a positive constant that
can be different at different occurrences. Let us state the following conditions that
in general may be true or not.

(V≤) : Upper α-regularity : For all x ∈ M and all r > 0,

V (x, r) ≤ Crα.

(DUE) : On-diagonal upper estimate: The heat kernel pt exists and satisfies the
on-diagonal upper estimate

pt (x, y) ≤
C

tα/β
,

for all t > 0 and μ-almost all x, y ∈ M.
(UE) : Upper estimate of non-local type: The heat kernel pt exists and satisfies

the off-diagonal upper estimate

pt(x, y) ≤
C

tα/β

(
1 +

d(x, y)

t1/β

)−(α+β)

for all t > 0 and μ-almost all x, y ∈ M.
(UEloc) : Upper estimate of local type: The heat kernel pt exists and satisfies the

off-diagonal upper estimate

pt (x, y) ≤
C

tα/β
exp

(
−

(
d(x, y)

ct1/β

)β/(β−1)
)

for all t > 0 and μ-almost all x, y ∈ M, where β > 1.
(S) : Survival estimate: There exist constants ε, δ ∈ (0, 1) such that, for all

x ∈ M, all balls B(x, r) and all t1/β ≤ δr,

Px

(
τB(x,r) ≤ t

)
≤ ε,

where τΩ is the first exit time of the process {Xt} from a set Ω.
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Note that Px

(
τB(x,r) ≤ t

)
is the probability of {Xt} to leave B (x, r) before time

t. The smallness of this probability as is stated in (S) means a high probability
of the process staying in B (x, r) up to time t. The latter can be considered as
the probability of survival of the process up to the time t assuming that outside
B (x, r) the process gets killed.

The above definition of condition (S) is a bit loose because in general Px may
not be defined for all x ∈ M . A rigorous analytic definition of (S) in terms of the
heat semigroup will be given in Section 2.

Condition (V≤) determines the value of the parameter α, while condition (S)
determines β that is a space/time scaling parameter. In the fractal literature β is
called the walk dimension.

Under the standing assumption (V≤), the following characterization of (UEloc)
is known as

(1.3) (UEloc) ⇔ (DUE) + (S) + (“locality”),

where “locality” means that the form (E ,F) is local (see [16] and Remark 2.5
below). In the present paper we prove a similar characterization of the non-local
upper estimate (UE) by relaxing the condition of the locality of (E ,F). Recall that
by a theorem of Beurling and Deny, any regular conservative Dirichlet form admits
a decomposition

(1.4) E(u, v) = E(L)(u, v) + E(J)(u, v),

where E(L) is a local part and

(1.5) E(J) (u, v) =

∫ ∫
M×M\diag

(u(x)− u(y)) (v(x)− v(y)) dj(x, y)

is a jump part with a jump measure j defined on M ×M \ diag . In our setting the
jump measure j will have a density with respect to μ × μ, which will be denoted
by J (x, y) , and so the jump part E(J) becomes

(1.6) E(J) (u, v) =

∫ ∫
M×M

(u(x)− u(y)) (v(x)− v(y))J(x, y)dμ(y)dμ(x).

Let us consider the following condition:

(J≤) : The jump density exists and admits the estimate

J(x, y) ≤ Cd(x, y)−(α+β),

for μ-almost all x, y ∈ M .

In the case of a local form (E ,F) , we have J = 0 so that (J≤) is trivially satisfied.
In general, (J≤) restricts the long jumps and can be regarded as a measure of non-
locality.

Our main result (Theorem 2.3 below) states that, under the standing assumption
(V≤) , the following equivalence holds:

(1.7) (UE) ⇔ (DUE) + (S) + (J≤).

We would like to emphasize that it is an analogy with (1.3) where the locality was
used instead of (J≤).
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Let us comment on the individual conditions in (1.7). It is well known that
(DUE) is equivalent to a certain Nash functional inequality for the Dirichlet form
(E ,F) (cf. [8]). On the other hand, the Nash inequality is known to be true provided

J (x, y) ≥ cd (x, y)−(α+β)

and V (x, r) ≥ crα (see [24] and Proposition 2.6 below). Hence, under these condi-
tions one has also (DUE). It seems that the upper bound (J≤) of the jump density
alone does not imply (DUE).

An equivalence somewhat similar to (1.7) was proved in [6], where instead of
condition (S) one used a stronger condition

Px

(
τB(x,r) ≤ t

)
≤ C

t

rβ

for all t, r > 0, and instead of (J≤) a certain property of the sample paths that also
restricts the long jumps, but in different terms.

Under the assumption β < 2 and some additional hypotheses, another result of
[6] states that, for the pure jump Dirichlet form (1.5),

(UE) ⇔ (DUE) + (J≤).

Hence, in this case the hypothesis (S) in (1.7) can be dropped. Moreover, if
both condition (V ) (that is, V (x, r) � rα) and condition (J) (that is, J(x, y) �
d(x, y)−(α+β)) hold, then (UE) is true without any further hypothesis; see [9, 10].

In general if β ≥ 2 (as may happen on fractal spaces), it is not known whether
(S) can be dropped.

However, conditions (S) and (DUE) in (1.7) can be verified under certain hy-
potheses about effective resistance R(x, y) (cf. the definition at the beginning of
Section 6 as well as [27], [28], [29]). Assume that 0 < α < β, and consider the
following condition, named (R):

R(x, y) � d(x, y)β−α.

This condition (R) implies that the corresponding process is recurrent; see (6.47)
below.

If (E ,F) is parabolic (cf. Definition 6.3) and condition (V ) is satisfied, we prove
in Theorem 6.17 that

(UE) + (NLE) ⇔ (R) + (J≤) ,

where (NLE) stands for the near diagonal lower estimate of the heat kernel (cf.
Section 6.7). Let us mention for comparison that, under the same standing assump-
tions,

(UEloc) + (NLE) ⇔ (R) + (“locality”)

(cf. [31, Theorem 3.1] and Corollary 6.18).
The techniques for obtaining heat kernel bounds for non-local Dirichlet forms

have been developed by a number of authors; see for example [4,6,7,9,10] and the
references therein. The basic approach to obtaining heat kernel upper estimates
used in these papers consists of two steps. The first step is to obtain the heat kernel
upper bounds for a truncated Dirichlet form, that is, in the case when the jump
density J (x, y) has a bounded range. In this case one uses the Davies method as
it was presented in the seminal work [8] and where the cut-off functions of form
(λ− d(x0, x))+ were used (where λ is a positive constant). This method can be
used as long as the cut-off functions belong to the domain of the Dirichlet form,
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which is the case only when β < 2 (hence, if β ≥ 2, then this method does not
work).

The second step is to obtain heat kernel estimates for the original Dirichlet
form by comparing the heat semigroup of the truncated Dirichlet form with the
original heat semigroup. We remark that while the first step was done by purely
analytic means, the second step in the above-mentioned papers used a probabilistic
argument.

In this article, we develop an alternative approach to obtaining upper bounds
that is new in the following two aspects:

(1) We give a new method of obtaining heat kernel estimates for truncated
Dirichlet forms without restriction on the walk dimension.

(2) We prove new simple relations between the truncated and original heat
semigroups, using the parabolic maximum principle developed in [15].
This argument is purely analytic.

The structure of the paper is as follows. In Section 2 we state the main results
of this paper: Theorems 2.1 and 2.3. In Section 3 we obtain tail estimates for
non-local Dirichlet forms, the main technical results here being Theorem 3.1 and
Corollary 3.2. In Section 4, we obtain heat kernel estimates for the truncated heat
semigroup; see Theorem 4.9. In Section 5, we prove the main theorem, Theorem
2.1.

In Section 6 we apply Theorem 2.1 to obtain two-sided heat kernel bounds using
effective resistance, where the main results are Theorems 6.13 and 6.17.

In Appendix A we state for convenience of the reader the parabolic maximum
principle that is the main technical tool used in this paper. In Appendix B we list
all lettered hypotheses used.

Notation. The letters c, c1, C1, etc. denote positive constants whose values are
unimportant and may differ at different occurrences. The relation f � g between
two non-negative functions f, g means that there is a constant C ≥ 1 such that
C−1f ≤ g ≤ Cf for a specified range of the variables.

2. Terminology and main results

Let (M,d, μ) be a metric measure space that is unbounded. Recall that a Dirich-
let form (E ,F) in L2 (M,μ) is a symmetric, non-negative definite, bilinear form
E : F × F → R defined on a dense subspace F of L2 (M,μ), which satisfies in
addition the following properties:

(1) Closedness: F is a Hilbert space with respect to the following inner
product:

E1(f, g) := E(f, g) + (f, g) .

(2) The Markov property: if f ∈ F , then also f̃ := (f ∧ 1)+ belongs to F
and E(f̃) ≤ E (f) , where E (f) := E (f, f) .

Then (E ,F) has the generator L that is a non-positive definite, self-adjoint
operator on L2 (M,μ) with domain D ⊂ F such that

E (f, g) = (−Lf, g)
for all f ∈ D and g ∈ F . The generator L determines the heat semigroup {Pt}t≥0

by Pt = etL in the sense of functional calculus of self-adjoint operators. It is known
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that {Pt}t≥0 is a strongly continuous, contractive, symmetric semigroup in L2, and
is Markovian, that is, 0 ≤ Ptf ≤ 1 for any t > 0 if 0 ≤ f ≤ 1.

The Markovian property of the heat semigroup implies that the operator Pt

preserves the inequalities between functions, which allows us to use monotone limits
to extend Pt from L2 to L∞ (in fact, Pt extends to any Lq, 1 ≤ q ≤ ∞, as a
contraction; cf. [11, p. 37]). In particular, Pt1 is defined. The form (E ,F) is called
conservative if Pt1 = 1 for every t > 0.

The Dirichlet form (E ,F) can be recovered from the heat semigroup as follows.
For any f ∈ L2, the function

t 
→ 1

t
(f − Ptf, f)

is increasing as t is decreasing. In particular, it has the limit as t → 0. It turns out
that the limit is finite if and only if f ∈ F , and

(2.1) lim
t→0+

1

t
(f − Ptf, f) = E (f) .

Fix some ρ ∈ [0,+∞). A Dirichlet form (E ,F) is said to be ρ-local if E(f, g) = 0
for any two functions f, g ∈ F with compact supports such that

dist (supp f, supp g) > ρ.

We call a form (E ,F) quasi-local if it is ρ-local for some 0 < ρ < ∞.
For a non-empty open Ω ⊂ M , let F(Ω) be the closure of F ∩C0(Ω) in the norm

of F . It is known that if (E ,F) is regular, then (E ,F(Ω)) is a regular Dirichlet form
in L2(Ω, μ) since F(Ω) is dense in L2(Ω, μ). Denote by PΩ

t the heat semigroup of
(E ,F(Ω)).

Let us give a probabilistic interpretation of the heat semigroups Pt and PΩ
t . For

any regular Dirichlet form (E ,F), there is an associated Hunt process. Denote by
Xt, t ≥ 0, the trajectories of a process and by Px, x ∈ M, the probability measure in
the space of trajectories emanating from the point x. Denote by Ex the expectation
of the probability measure Px. Then the relation between the Dirichlet form and
the associated Hunt process is given by the following identity:

(2.2) Ptf(x) = Ex [f(Xt)]

for all bounded (or non-negative) Borel functions f and all t > 0, and for μ-
almost all x ∈ M (note that Ptf is a function from L∞ and, hence, is defined up
to a set of measure zero, whereas Exf(Xt) is defined pointwise for all x ∈ M).
By [11, Theorem 7.2.1, p. 380], such a process always exists but, in general, is
not unique. For a non-empty subset Ω of M, one has the following identity (see
[11, p. 153, eq. (4.1.2)]): for all bounded (or non-negative) Borel functions f and
for all t > 0,

(2.3) PΩ
t f(x) = Ex

[
1{t<τΩ}f(Xt)

]
,

where τΩ is the first exit time τΩ defined by

(2.4) τΩ = inf {t > 0 : Xt /∈ Ω} .

In particular, if f = 1Ω, we see from (2.3) that

(2.5) PΩ
t 1Ω(x) = Px (t < τΩ) .
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A family {pt}t>0 of μ × μ-measurable functions on M × M is called the heat
kernel of the form (E ,F) if pt is the integral kernel of the operator Pt, that is, for
any t > 0 and for any f ∈ L2(M,μ),

(2.6) Ptf (x) =

∫
M

pt (x, y) f (y) dμ (y)

for μ-almost all x ∈ M , where {Pt}t≥0 is the heat semigroup of (E ,F) as mentioned
above.

For any x ∈ M and r > 0, denote by

B(x, r) = {y ∈ M : d(y, x) < r}
a metric ball in M with center x and radius r. We assume throughout that all balls
are precompact. Set V (x, r) := μ (B(x, r)).

In addition to conditions (DUE) and (UE) defined in the Introduction, consider
the following condition:

(UEΦ) : The heat kernel pt exists and there exist C,α > 0, β > 0 such that

(2.7) pt(x, y) ≤
C

tα/β
Φ

(
d(x, y)

t1/β

)
for all t > 0 and μ-almost all x, y ∈ M , where Φ : [0,∞) → [0,∞) is a
continuous, non-increasing function such that

(2.8)

∫ ∞

0

sα−1Φ(s)ds < ∞.

Let us restate in analytic terms the survival condition mentioned in the Intro-
duction:

(S) : Survival estimate. There exist constants ε, δ ∈ (0, 1) and β > 0 such
that, for all balls B = B(x0, r) and for all t1/β ≤ δr,

(2.9) 1− PB
t 1B(x) ≤ ε for μ-almost all x ∈ 1

4
B,

where λB = B (x0, λr).

By (2.5), we have that

1− PB
t 1B(x) = 1− Px (t < τB)

= Px (τB ≤ t) ,

which implies the equivalence of the two definitions of (S).
Finally, consider two more conditions.

(T) : Tail estimate. There exist constants ε, δ ∈ (0, 1) and β > 0 such that,
for all balls B = B(x0, r) and for all t1/β ≤ δr,

Pt1Bc(x) ≤ ε for μ-almost all x ∈ 1

4
B.

(Tstrong) : Strong tail estimate. There exist constants c > 0 and β > 0 such that,

for all balls B = B(x0, r) and for all t > 0,

Pt1Bc(x) ≤ ct

rβ
for μ-almost all x ∈ 1

4
B.

Clearly, we have that (Tstrong) ⇒ (T ) .

We now state the main technical result of this paper.
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Theorem 2.1. Let (M,d, μ) be a metric measure space with precompact balls, and
let (E ,F) be a regular conservative Dirichlet form in L2 (M,μ) with jump density
J . Then the following implication holds:

(2.10) (V≤) + (DUE) + (J≤) + (S) ⇒ (UE) .

The proof of Theorem 2.1 will be given in Section 5.

Remark 2.2. Also define the condition

(V) : There exist constants c, C, α > 0 such that, for all x ∈ M and all r > 0,

crα ≤ V (x, r) ≤ Crα.

If the measure μ satisfies (V ), then μ is called α-regular.

By [17, Theorem 3.2], if (E ,F) is conservative, then

(V≤) + (UE) ⇒ (V ) .

Hence, the hypotheses of Theorem 2.1 imply that μ is α-regular.

The following main theorem provides convenient equivalent conditions for (UE)
and is a combination of Theorem 2.1 with previously known results.

Theorem 2.3. Let (M,d, μ) be a metric measure space with precompact balls, and
let (E ,F) be a regular conservative Dirichlet form in L2 (M,μ) with jump density
J . If (V≤) holds, then the following equivalences are true:

(UE) ⇔ (UEΦ) + (J≤)

⇔ (DUE) + (J≤) + (T )

⇔ (DUE) + (J≤) + (S)

⇔ (DUE) + (J≤) + (Tstrong) .(2.11)

Proof. Observe that the implication (UE) ⇒ (J≤) holds by [6, p. 150], and (UE) ⇒
(UEΦ) is trivial by taking Φ(s) = (1 + s)

−(α+β)
. The implication (UEΦ) ⇒

(DUE) is obvious. The implication (UEΦ) ⇒ (T ) was proved in [17, formula
(3.6), p. 2072]. Since (E ,F) is conservative, the equivalence (T ) ⇔ (S) holds by
[15, Theorem 3.1, p. 96]. By Theorem 2.1 we have

(DUE) + (J≤) + (S) ⇒ (UE) ,

which closes the cycle of implications, thus proving the first three equivalences.
Finally, the implication (UE) ⇒ (Tstrong) is true (see also [17, formula (3.6),

p. 2072]), and hence

(UE) ⇒ (DUE) + (J≤) + (Tstrong)

⇒ (DUE) + (J≤) + (T ) ⇒ (UE) ,

which finishes the proof. �

Remark 2.4. If (E ,F) has only a jump part and 0 < β < 2, then (V≤) and (J≤)
imply that (E ,F) is conservative (see [19, 35]).

Remark 2.5. Under the standing assumptions of Theorem 2.3 the following equiv-
alence is also true:

(UEloc) ⇔ (DUE) + (“locality”) + (S) .
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Indeed, since (UEloc) is stronger than (UE), it implies (DUE) and (S) by Theorem
2.3. Next, (UEloc) ⇒(“locality”) by [20, Lemma 3.1]. The opposite implication

(DUE) + (“locality”) + (S) ⇒ (UEloc)

was proved in [16].

In order to state some consequence of Theorem 2.3, we need the following propo-
sition.

Define first the following condition:

(J≥) : There exist constants C,α, β > 0 such that, for μ-almost all x �= y,

J(x, y) ≥ C−1d(x, y)−(α+β).

Proposition 2.6. Let (M,d, μ) be a metric measure space, and let (E ,F) be a
regular Dirichlet form in L2 (M,μ) with jump density J . Then

(2.12) (V ) + (J≥) ⇒ (DUE) .

Proof. As was proved in [24, Theorem 3.1], under (V ) the following inequality holds
for all non-zero functions u ∈ L1 ∩ L2:∫

M

∫
M

(u (x)− u (y))
2

d (x, y)α+β
dμ (x) dμ (y) ≥ c||u||2(1+β/α)

2 ‖u‖−2β/α
1 ,

where c is a positive constant. Using (1.4), (1.6) and (J≥) we obtain

E (u) = E(L) (u) + E(J) (u)

≥ C

∫
M

∫
M

(u (x)− u (y))2

d (x, y)
α+β

dμ (x) dμ (y)

≥ c||u||2(1+β/α)
2 ‖u‖−2β/α

1

for all u ∈ F ∩ L1. Hence, (DUE) follows by [8]. �

Corollary 2.7. Let (M,d, μ) be a metric measure space with precompact balls, and
let (E ,F) be a regular conservative Dirichlet form in L2 (M,μ) with jump density
J . If (V ) holds and J(x, y) � d(x, y)−(α+β), then

(2.13) (UE) ⇔ (S) .

Proof. Let us show that (S) ⇒ (UE) . Indeed, (DUE) holds by Proposition 2.6.
Hence, (UE) is satisfied by Theorem 2.3. The opposite implication (UE) ⇒ (S)
also holds by Theorem 2.3. �

Therefore, if (V ) holds and J(x, y) � d(x, y)−(α+β), then in order to obtain
off-diagonal upper bounds of heat kernels, one needs only to verify the survival
condition (S) . We will show in Section 6 that the survival condition (S) holds for
a class of measure spaces with effective resistance metrics.

Remark 2.8. The upper estimate (UE) is best possible for non-local forms in the
following sense: if the heat kernel pt satisfies the estimate

pt(x, y) ≤
1

tα/β
Φ

(
d(x, y)

t1/β

)
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for all t > 0 and μ-almost all x, y ∈ M , where Φ is a continuous decreasing function
on [0,+∞), then necessarily

Φ (s) ≥ c (1 + s)
−(α+β)

for some c > 0 (see [20, Lemma 3.1]).

3. Tail estimates for quasi-local Dirichlet forms

In this section we give the tail estimate for an arbitrary ρ-local regular Dirichlet
form

(
E(ρ),F (ρ)

)
in L2(M,μ). We use the superscript (ρ) in the notation of this

form in order to emphasize that the results of this section will be applied in Sections
4 and 5 for the Dirichlet form, also denoted by

(
E(ρ),F (ρ)

)
, that is obtained by ρ-

truncation of the jump density of the original Dirichlet form (E ,F). However, in
this section

(
E(ρ),F (ρ)

)
stands for any ρ-local regular Dirichlet form.

Denote by {QΩ
t } the heat semigroup of the form (E(ρ),F (ρ)(Ω)) restricted to a

non-empty open set Ω ⊂ M. Denote by

Uρ = {x : d(x, U) < ρ}
the ρ-neighborhood of a set U ⊂ M if ρ > 0, and let Uρ = U if ρ = 0. We will
use the following inequality obtained in [18, Corollary 4.8, Remark 4.10]. Let Ω, U
be two open subsets of M such that Uρ is precompact and Uρ ⊂ Ω. Then, for any
0 ≤ f ∈ L∞(M) such that f |U ≡ 0 and for all t > 0 and μ-almost all x ∈ Uρ,

(3.1) QΩ
t f(x) ≤

(
1−QU

t 1U (x)
)

sup
0<s≤t

‖QΩ
s f‖L∞(Uρ).

Theorem 3.1. Let φ(r, ·) be a non-decreasing function in (0,∞) for any r ∈ (0,∞).
Assume that, for any ball B = B (x, r) and for any t ∈ (0, T0) where T0 ∈ (0,∞],

(3.2) 1−QB
t 1B ≤ φ(r, t) in

1

4
B.

Then, for any ball B = B (x, r) , t ∈ (0, T0) and any integer k ≥ 1,

(3.3) Qt1B(x,k(r+ρ))c ≤ φ(r, t)k in
1

4
B.

Consequently, for any ball B(x,R) with R > ρ and t ∈ (0, T0), for any integer
k ≥ 1,

(3.4) Qt1B(x,kR)c ≤ φ(R− ρ, t)k−1 in B(x,R).

Proof. We will prove (3.3) by induction in k. Indeed, let Bk = B(x, k(r+ρ)). Then
(3.3) holds for k = 1, since by (3.2) we have in 1

4B

Qt1Bc
1
≤ 1−Qt1B1

≤ 1−QB
t 1B ≤ φ(r, t).

For the inductive step from k to k + 1, consider the function

u(t, ·) = Qt1Bc
k+1

.

Applying (3.1) with Ω = M , U = B and f = 1Bc
k+1

, we obtain the following

inequality in Uρ = B1:

(3.5) u(t, ·) ≤
(
1−QB

t 1B

)
sup

0<s≤t
‖u (s, ·) ‖L∞(B1).

Note that, for every z ∈ B1,

Bc
k+1 ⊂ B(z, k(r + ρ))c,
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and that, for 0 < s ≤ t,

φ(r, s) ≤ φ(r, t).

Applying the inductive hypothesis for the ball B(z, k(r+ρ)), we obtain the following
inequality in B(z, 1

4r):

u (s, ·) = Qs1Bc
k+1

≤ Qs1B(z,k(r+ρ))c ≤ φ(r, s)k ≤ φ(r, t)k.

Covering the ball B1 by a countable family of balls like B(z, 1
4r), we obtain that

sup
0<s≤t

‖u (s, ·) ‖L∞(B1) ≤ φ(r, t)k.

Therefore, it follows from (3.5) and (3.2) that

u (t, ·) ≤ φ(r, t)k+1 in
1

4
B,

proving (3.3).
Finally, in order to show (3.4), let r := R− ρ > 0. It follows from (3.3) that, for

any y ∈ M and k ≥ 1,

(3.6) Qt1B(y,kR)c ≤ φ(R− ρ, t)k in B(y, r/4).

Fixing x ∈ M , using (3.6) for any y ∈ B (x,R), and noticing that

B (y, kR) ⊂ B (x, (k + 1)R) ,

we obtain

Qt1B(x,(k+1)R)c ≤ Qt1B(y,kR)c ≤ φ(R− ρ, t)k in B(y, r/4).

Covering B (x,R) by a countable family of balls like B(y, r/4), we obtain

Qt1B(x,(k+1)R)c ≤ φ(R− ρ, t)k,

whence (3.8) follows by renaming k to k − 1. �

Corollary 3.2. Assume that there exist constants ε, δ ∈ (0, 1) such that, for all balls
B of radius r and for all t ∈ (0, T0) where T0 ∈ (0,∞] provided that t1/β ≤ δ (r ∧ ρ),

(3.7) 1−QB
t 1B ≤ ε in

1

4
B.

Then, for any ball B(x, r) and t ∈ (0, T0),

(3.8) Qt1B(x,r)c ≤ C exp

(
−c

(
r

ρ
∧ ρ

t1/β

))
in B(x, ρ),

where the constants C, c > 0 depend only on ε, δ.

Proof. If r ≤ 2ρ or if δρ ≤ t1/β , then (3.8) is trivially satisfied by choosing a large
enough constant C, because Qt1B(x,r)c ≤ 1 and

r

ρ
∧ ρ

t1/β
≤ max

{
2, δ−1

}
.

Assume that r
ρ > 2 and t1/β < δρ. Define the function φ(r, t) as follows:

φ(r, t) =

{
ε, if t1/β ≤ δρ,
1, otherwise.
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Clearly, φ(r, t) is increasing in t, and (3.7) implies that (3.2) holds with this function
φ. Choose an integer k ≥ 1 such that

k <
r

2ρ
≤ k + 1.

Applying the inequality (3.4) of Theorem 3.1 with R = 2ρ and noticing that
φ (ρ, t) = ε because t1/β < δρ, we obtain that in B(x, 2ρ),

Qt1B(x,r)c ≤ Qt1B(x,kR)c ≤ φ(ρ, t)k−1

= εk−1 = exp

(
−(k − 1) log

1

ε

)
≤ exp

(
−

(
r

2ρ
− 2

)
log

1

ε

)
= C exp

(
−c

r

ρ

)
,

whence (3.8) follows. �

4. Heat semigroup of the truncated Dirichlet form

Let (E ,F) be a regular Dirichlet form in L2 that allows a jump density J (x, y)
in the jump part. Fix ρ ∈ (0,∞) and define the bilinear form E(ρ) (u, v) by
(4.1)

E(ρ)(u, v) = E(L)(u, v) +

∫
M

∫
B(x,ρ)

(u(x)− u(y)) (v(x)− v(y))J(x, y)dμ(y)dμ(x).

Clearly, the form E(ρ) (u, v) is well defined for u, v ∈ F and

(4.2) E(ρ) (u) ≤ E (u) for all u ∈ F .

In this section, we prove that the form
(
E(ρ),F

)
can be extended to a regular

Dirichlet form
(
E(ρ),F (ρ)

)
and obtain upper estimates of the heat kernel qt of the

truncated Dirichlet form
(
E(ρ),F (ρ)

)
.

Proposition 4.1. For all u ∈ F , we have

(4.3) E(u) ≤ E(ρ)(u) + 4 ‖u‖22 esup
x∈M

∫
B(x,ρ)c

J(x, y)dμ(y).

Proof. It follows from (1.4), (1.5) and (4.1) that

E(u, u)− E(ρ)(u, u) =

∫
M

∫
B(x,ρ)c

(u(x)− u(y))2 J(x, y)dμ(y)dμ(x)

≤ 2

∫
M

∫
B(x,ρ)c

(
u(x)2 + u(y)2

)
J(x, y)dμ(y)dμ(x)

≤ 4

∫
M

∫
B(x,ρ)c

u(x)2J(x, y)dμ(y)dμ(x)

≤ 4‖u‖22 esup
x∈M

∫
B(x,ρ)c

J(x, y)dμ(y),

which was to be proved. �

Proposition 4.2. Assume that

(4.4) esup
x∈M

∫
B(x,ρ)c

J(x, y)dμ(y) < ∞.
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Then the form
(
E(ρ),F

)
is closable, and its closure

(
E(ρ),F (ρ)

)
in L2 is a regular,

ρ-local Dirichlet form in L2.

Remark 4.3. Under the hypotheses (V≤) and (J≤) condition (4.4) is satisfied (see
the proof of Proposition 4.7).

Proof. It follows easily from (4.1) that the form
(
E(ρ),F

)
is symmetric, non-negative

definite, and Markovian. In order to prove that it is closable, it suffices to show
that if {un}∞n=1 is a sequence from F such that

un
L2

→ 0 and E(ρ) (un − um) → 0 as n,m → ∞,

then E(ρ) (un) → 0 as n → ∞. Indeed, by (4.3) we have

E (un − um) ≤ E(ρ) (un − um) + const ‖un − um‖22 → 0

as n,m → ∞. By the closedness of (E ,F), we conclude that E (un) → 0, whence
the claim follows from (4.2).

Let F (ρ) be the domain of the closure of
(
E(ρ),F

)
. Then

(
E(ρ),F (ρ)

)
is a Dirichlet

form. Let us prove that it is regular, that is, F (ρ) ∩ C0 is dense both in C0 and
F (ρ). The former follows from the fact that F ∩ C0 is dense in C0 and F ⊂ F (ρ).
To prove the latter, observe that, by construction of F (ρ), for any u ∈ F (ρ) and any
ε > 0 there exists v ∈ F such that

E(ρ) (u− v)
1/2

+ ‖u− v‖2 < ε.

By the regularity of (E ,F), there exists f ∈ F ∩ C0, such that

E (v − f)1/2 + ‖v − f‖2 < ε.

Adding up these two inequalities, using (4.2) and the triangle inequalities, we obtain

E(ρ) (u− f)1/2 + ‖u− f‖2 < const ε,

which proved the density of F ∩ C0 in F (ρ).
To show that

(
E(ρ),F (ρ)

)
is ρ-local, consider functions u, v ∈ F with compact

supports and such that

dist (supp u, supp v) > ρ.

If both points x, y are outside one of the supports supp u, supp v, then the integrand
function in (4.1) vanishes. If they belong to different supports, then d (x, y) > ρ
so that the couple (x, y) is outside the domain of integration in (4.1). Hence, the
integral in (4.1) vanishes. Since E(L) is local, we see that E(L)(u, v) = 0, and hence
E(ρ)(u, v) = 0, which finishes the proof. �

We now have two regular Dirichlet forms (E ,F) and
(
E(ρ),F (ρ)

)
. For any non-

empty open subset Ω ⊂ M , denote by
{
PΩ
t

}
t>0

and
{
QΩ

t

}
t>0

the heat semigroups

of (E ,F(Ω)) and (E(ρ),F (ρ)(Ω)) respectively. Here we investigate the relationship
between these two semigroups.

Proposition 4.4. For any non-empty open subset Ω of M and any non-negative
f ∈ L2 ∩ L1(M,μ), we have that, for all t > 0 and almost all x ∈ Ω,

(4.5) PΩ
t f(x) ≤ QΩ

t f(x) + 2t‖f‖1 esup
x∈M,y∈B(x,ρ)c

J(x, y).
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Proof. Without loss of generality we assume that Ω is precompact; otherwise we
exhaust Ω by a sequence of precompact open subsets and then pass to the limit. It
suffices to assume that ‖f‖1 ≤ 1. Note that the function

v(t, ·) = QΩ
t f

is a weak solution of the heat equation associated with the form
(
E(ρ),F (ρ) (Ω)

)
,

that is, for any ψ ∈ F (ρ)(Ω) and t > 0,

(4.6)

(
∂v

∂t
, ψ

)
+ E(ρ)(v, ψ) = 0

(see Appendix 7 for details).
Let ϕ be a cut-off function of the pair (Ω,M), that is, ϕ ∈ F ∩ C0, 0 ≤ ϕ ≤ 1,

and ϕ ≡ 1 in an open neighborhood of Ω. Consider the function

(4.7) u(t, x) = v(t, x) + 2w(ρ)tϕ(x),

where

w(ρ) := esup
x∈M,y∈B(x,ρ)c

J(x, y).

We claim that u is a weak supersolution of the heat equation, associated with
(E ,F (Ω)) , that is,

(4.8)

(
∂u

∂t
, ψ

)
+ E (u, ψ) ≥ 0

for all non-negative ψ ∈ F(Ω) and t > 0. Fix such a function ψ and note that it
satisfies (4.6) because F (Ω) ⊂ F (ρ) (Ω). Since ϕ = 1 in Ω, we see that (ϕ, ψ) = ‖ψ‖1
and

(4.9) E(ϕ, ψ) = lim
t→0

t−1 (ϕ− Ptϕ, ψ) = lim
t→0

t−1 (1− Ptϕ, ψ) ≥ 0.

Therefore, it follows from (4.7), (4.6) and (4.9) that(
∂u

∂t
, ψ

)
+ E (u, ψ) =

(
∂v

∂t
+ 2w(ρ)ϕ, ψ

)
+ E (v + 2w(ρ)tϕ, ψ)

=

(
∂v

∂t
, ψ

)
+ 2w(ρ)‖ψ‖1 + E (v, ψ) + 2w(ρ)t E (ϕ, ψ)

≥ −E(ρ) (v, ψ) + 2w(ρ)‖ψ‖1 + E (v, ψ) .(4.10)

On the other hand, using the facts that v, ψ ≥ 0 and that

‖v(t, ·)‖1 =
∥∥QΩ

t f
∥∥
1
≤ ‖f‖1 ≤ 1,

we have that

E (v, ψ)− E(ρ) (v, ψ)

=

∫
M

∫
B(x,ρ)c

(v(t, x)− v(t, y)) (ψ(x)− ψ(y))J(x, y)dμ(y)dμ(x)

≥ −
∫
M

∫
B(x,ρ)c

(v(t, x)ψ(y) + v(t, y)ψ(x))J(x, y)dμ(y)dμ(x)

≥ −2w(ρ)

∫
M

ψ(x)dμ(x)

∫
B(x,ρ)c

v(t, y)dμ(y) ≥ −2w(ρ)‖ψ‖1.(4.11)

Combining (4.10) and (4.11), we obtain (4.8).
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Finally, observing that

u (t, ·) L2(Ω)−→ f as t → 0,

we conclude that by the parabolic comparison principle

u(t, ·) ≥ PΩ
t f(·)

in (0,∞)× Ω (cf. [15, Lemma 4.16] or Lemma 7.3 in the Appendix). Substituting
u from (4.7) and using that ϕ ≡ 1 in Ω, we obtain (4.5). �

Corollary 4.5. For an open set Ω ⊂ M , let pΩt and qΩt be the heat kernels of
(E ,F(Ω)) and

(
E(ρ),F (ρ)(Ω)

)
, respectively. Then

(4.12) pΩt (x, y) ≤ qΩt (x, y) + 2t esup
x∈M,y∈B(x,ρ)c

J(x, y)

for all t > 0 and almost all x, y ∈ Ω. In particular, for Ω = M ,

(4.13) pt(x, y) ≤ qt(x, y) + 2t esup
x∈M,y∈B(x,ρ)c

J(x, y)

for all t > 0 and almost all x, y ∈ M .

Proof. Inequality (4.12) immediately follows from (4.5). �

Proposition 4.6. For any open subset Ω of M and any non-negative f ∈ L2 ∩
L∞(M,μ), we have that, for all t > 0 and almost all x ∈ Ω,

(4.14)
∣∣PΩ

t f(x)−QΩ
t f(x)

∣∣ ≤ 2t‖f‖∞ esup
x∈M

∫
B(x,ρ)c

J(x, y)dμ(y).

Proof. The proof is similar to that of Proposition 4.4. It suffices to assume that
‖f‖∞ ≤ 1. As in the proof of Proposition 4.4, set v (t, ·) = QΩ

t f and

(4.15) u(t, x) = v(t, x) + 2w(ρ)tϕ(x),

where ϕ as before is a cut-off function of the pair (Ω,M), but w (ρ) is now defined
by

(4.16) w(ρ) := esup
x∈M

∫
B(x,ρ)c

J(x, y)dμ(y).

Then u satisfies (4.8) for all non-negative ψ ∈ F (Ω) and t > 0, because similar to
(4.11) we have

E (v, ψ)− E(ρ) (v, ψ)

≥ −
∫
M

∫
B(x,ρ)c

(v(t, x)ψ(y) + v(t, y)ψ(x))J(x, y)dμ(y)dμ(x)

≥ −2 ‖v(t, ·)‖∞
∫
M

ψ(x)dμ(x)

∫
B(x,ρ)c

J(x, y)dμ(y)

≥ −2w(ρ)‖ψ‖1,
where we have used that

‖v(t, ·)‖∞ =
∥∥QΩ

t f
∥∥
∞ ≤ ‖f‖∞ ≤ 1.

Repeating the end of the proof of Proposition 4.4, we obtain that, for all t > 0 and
almost all x ∈ Ω,

(4.17) PΩ
t f(x) ≤ QΩ

t f(x) + 2w(ρ)t.
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In order to show the inequality

(4.18) PΩ
t f(x) ≥ QΩ

t f(x)− 2w(ρ)t,

we instead consider the function

u = PΩ
t f(x) + 2w(ρ)tϕ.

In a similar way, one can verify that u is a supersolution of (4.6). Hence, by the
comparison principle of Lemma 7.3, we obtain that u ≥ QΩ

t f in (0,∞) × Ω, thus
finishing the proof. �

Next we show the existence of the heat kernel qt of
(
E(ρ),F (ρ)

)
and derive its

on-diagonal upper bound.

Proposition 4.7. Let (E ,F) be a regular Dirichlet form in L2 with a jump density
J (x, y) and let

(
E(ρ),F (ρ)

)
be the truncated form as in (4.1). If (E ,F) satisfies the

conditions (DUE), (V≤) and (J≤), then the heat kernel qt of
(
E(ρ),F (ρ)

)
exists and

satisfies the on-diagonal upper estimate

(4.19) qt(x, y) ≤
C

tα/β
exp

(
4ρ−βt

)
for all t > 0 and μ-almost all x, y ∈ M , where C > 0 depends on the constants in
the hypotheses but is independent of ρ.

Proof. First observe that (DUE) implies the Nash inequality:

(4.20) ‖u‖2(1+
2β
α )

2 ≤ CE(u)

for all u ∈ F ∩L1 with ‖u‖1 = 1, for C > 0 (cf. [8, Theorem (2.1)]). By conditions
(V≤) and (J≤) , we have that∫

B(x,ρ)c
J(x, y)dμ(y) ≤ C

∫
B(x,ρ)c

d(x, y)−(α+β)dμ(y)

= C

∫ ∞

ρ

s−(α+β)dV (x, s)

≤ cρ−β,

and hence there exists c > 0 independent of ρ such that

(4.21) w(ρ) := esup
x∈M

∫
B(x,ρ)c

J(x, y)dμ(y) ≤ cρ−β.

Therefore, we obtain from (4.20) and (4.3) that for all u ∈ F (ρ) ∩ L1 with
‖u‖1 = 1,

‖u‖2(1+
2β
α )

2 ≤ C
(
E(ρ)(u) + 4ρ−β‖u‖22

)
.

Hence, by [8, Theorem (2.1)], the heat kernel qt of
(
E(ρ),F (ρ)

)
exists and satisfies

(4.19). �

The following proposition gives a survival estimate for the Dirichlet heat semi-
group

{
QB

t

}
t>0

associated with
(
E(ρ),F (ρ)

)
for any ball B.
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Proposition 4.8. If conditions (S), (J≤) and (V≤) are satisfied, then we have that,
for any ε′ ∈ (ε, 1), there exists δ′ > 0 independent of ρ such that, for all t > 0 and
all balls B of radius r,

(4.22) 1−QB
t 1B(x) ≤ ε′ for μ-almost all x ∈ 1

4
B,

provided that t1/β ≤ δ′ (r ∧ ρ).

Proof. We show (4.22) by using Proposition 4.6. Indeed, let B = B(x0, r) and
choose Ω = B and f = 1B in (4.14). It follows, using (4.21), that for all t > 0 and
almost all x ∈ B,

PB
t 1B(x) ≤ QB

t 1B(x) + 2Cρ−βt‖1B‖∞ = QB
t 1B(x) + cρ−βt.

Hence, we have from condition (S) that

1−QB
t 1B(x) ≤ 1− PB

t 1B(x) + cρ−βt(4.23)

≤ ε+ cρ−βt ≤ ε′ in
1

4
B

if t1/β ≤ δr and if cρ−βt ≤ ε′ − ε, for any ε′ ∈ (ε, 1). This finishes the proof. �
The following theorem gives the upper estimate of the heat kernel qt of(

E(ρ),F (ρ)
)
.

Theorem 4.9. Let
(
E(ρ),F (ρ)

)
be the truncated Dirichlet form as above. If (E ,F)

satisfies the conditions (DUE), (J≤) , (S) and (V≤), then, for all t > 0 and μ-almost
all x, y ∈ M ,

(4.24) qt(x, y) ≤
C

tα/β
exp

(
4ρ−βt

)
exp

(
−c

(
d(x, y)

ρ
∧ ρ

t1/β

))
,

where the constants C, c > 0 depend on the constants in the hypotheses but are
independent of ρ.

Proof. Fix x0, y0 ∈ M and t > 0. Set r = 1
2d(x0, y0). By the semigroup property,

we have that

q2t(x, y) =

∫
M

qt(x, z)qt(z, y)dμ(z)

≤
∫
B(x0,r)c

qt(x, z)qt(z, y)dμ(z)

+

∫
B(y0,r)c

qt(x, z)qt(z, y)dμ(z).(4.25)

Using (4.19) and (3.8) with T0 = ∞, we obtain that∫
B(x0,r)c

qt(x, z)qt(z, y)dμ(z) ≤ C

tα/β
exp

(
4ρ−βt

) ∫
B(x0,r)c

qt(x, z)dμ(z)

≤ C

tα/β
exp

(
4ρ−βt

)
exp

(
−c

(
r

ρ
∧ ρ

t1/β

))
for μ-almost all x ∈ B(x0, ρ) and y ∈ M. Similarly,∫

B(y0,r)c
qt(x, z)qt(z, y)dμ(z) ≤

C

tα/β
exp

(
4ρ−βt

)
exp

(
−c

(
r

ρ
∧ ρ

t1/β

))
for μ-almost all y ∈ B(y0, ρ) and x ∈ M. Hence, inequality (4.24) follows. �
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5. Proof of Theorem 2.1

In this section, we prove Theorem 2.1. The proof of the main implication (2.10)
will be done in two steps. In the first step we show that, for any real n ≥ 0,

(5.1) pt(x, y) ≤
c(n)

tα/β

(
1 +

d(x, y)

t1/β

)− (α+β)n
n+α+β

for almost all x, y ∈ M and all t > 0. In the second step, we obtain the desired
estimate (UE) by a self-improvement of (5.1).

Lemma 5.1. Assume that all the hypotheses of Theorem 2.1 hold. Then

(V≤) + (DUE) + (J≤) + (S) ⇒ (5.1).

Proof. Since the estimate (5.1) becomes stronger for larger n, it suffices to assume
that n ≥ α + β. Fix some t > 0, x, y ∈ M and set r = d(x, y). If r < t1/β , then
(5.1) follows from (DUE). Hence, we assume in the sequel that

(5.2) r ≥ t1/β .

Let ρ > 0 be such that

(5.3)
ρ

t1/β
≥ 1 and

ρ

t1/β
≥ r

ρ

(we specify the value of ρ below). Using Theorem 4.9 and the elementary inequality

exp (−cs) ≤ c1(n)s
−n for all s > 0,

we obtain from (4.24) and (5.3) that

qt(x, y) ≤
C1

tα/β
exp

(
−c1

r

ρ

)
≤ C(n)

tα/β

(
r

ρ

)−n

.

Therefore, it follows from (4.13) and (J≤) that

pt(x, y) ≤ qt(x, y) + cρ−(α+β)t

≤ C(n)

tα/β

[(ρ

r

)n

+ ρ−(α+β)t1+α/β
]
.(5.4)

Now choose ρ such that (ρ

r

)n

= ρ−(α+β)t1+α/β ,

that is,

ρ = r
n

n+α+β

(
t1/β

) α+β
n+α+β

.

This ρ satisfies (5.3), since by (5.2) and n ≥ α+ β,

ρ

t1/β
=

( r

t1/β

) n
n+α+β ≥ 1,

ρ

t1/β
=

( r

t1/β

) n
n+α+β ≥

( r

t1/β

) α+β
n+α+β

=
r

ρ
.

Substituting the value of ρ to (5.4), we obtain

(5.5) pt(x, y) ≤
2C(n)

tα/β

(ρ

r

)n

=
c(n)

tα/β

( r

t1/β

)− (α+β)n
n+α+β

,

which finishes the proof. �
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As a second step, we now prove Theorem 2.1.

Proof of Theorem 2.1. To show (2.10), we divide the proof into four steps.

Step 1. For all r > 0 and μ-almost all x, it follows from (5.1) (cf. [17, Inequality
(3.7), p. 2072]) that∫

B(x,r)c
pt(x, y)dμ(y) ≤

∫
B(x,r)c

c(n)

tα/β

(
1 +

d(x, y)

t1/β

)− (α+β)n
n+α+β

dμ(y)

≤ c(n)

∫ ∞

1
2 rt

−1/β

sα−1 (1 + s)−
(α+β)n
n+α+β ds

≤ C(n)
(
rt−1/β

)−θ

,(5.6)

where

(5.7) θ =
nβ − α (α+ β)

n+ α+ β
∈ (0, β),

provided that

(5.8) n > α (1 + α/β) .

Step 2. Let B be any ball of radius r. Using [18, Lemma 6.1], we obtain from (5.6)
that there is c > 0 such that

(5.9) 1− PB
t 1B(x) ≤ c

(
rt−1/β

)−θ

for μ-a.a. x ∈ 1

4
B.

Note that the conservativeness of (E ,F) is required in [18, Lemma 6.1]. Therefore,
using (4.23),

(5.10) 1−QB
t 1B(x) ≤ c1

[(
rt−1/β

)−θ

+ ρ−βt

]
:= φ(r, t)

for all t > 0 and μ-almost all x ∈ 1
4B, where c1 > 0 is independent of the ball B

and ρ.

Step 3. We prove the following improvement of estimate (4.24): for all t > 0, k ≥ 1,
and all x0, y0 ∈ M with d(x0, y0) > 4kρ,

(5.11) qt(x, y) ≤
C(k)

tα/β
exp

(
4ρ−βt

) (
1 + ρt−1/β

)−θ(k−1)

,

for μ-almost all x ∈ B(x0, ρ), y ∈ B(y0, ρ), where the constant C(k) is independent
of ρ. The argument is similar to that of Theorem 4.9, but we use the sharper
estimate (5.10) instead of survival estimate (S). Indeed, fix k ≥ 1, t > 0 and fix
x0, y0 ∈ M. Set

r =
1

2
d(x0, y0) > 2kρ.

Assume that

ρt−1/β > 1;

otherwise (5.11) follows directly from (4.19).
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Applying inequality (3.4) in Theorem 3.1 with R = 2ρ and with function φ(r, t)
from (5.10), we obtain that in B(x0, ρ),

Qt1B(x0,r)c ≤ Qt1B(x0,2kρ)c ≤ φ(ρ, t)k−1

= ck−1
1

[(
ρt−1/β

)−θ

+ ρ−βt

]k−1

≤ C(k)
(
ρt−1/β

)−θ(k−1)

,

since

ρ−βt =
(
ρt−1/β

)−β

≤
(
ρt−1/β

)−θ

.

Similarly, we have that in B(y0, ρ),

Qt1B(y0,r)c ≤ C(k)
(
ρt−1/β

)−θ(k−1)

.

Therefore, it follows from (4.25) and (4.19) that

q2t(x, y) ≤ ‖qt(·, y)‖L∞(M) Qt1B(x0,r)c(x) + ‖qt(x, ·)‖L∞(M) Qt1B(y0,r)c(y)

≤ C(k)

tα/β
exp

(
4ρ−βt

) (
ρt−1/β

)−θ(k−1)

for all t > 0 and μ-almost all x ∈ B(x0, ρ), y ∈ B(y0, ρ), thus proving (5.11).

Step 4. Finally, we prove (UE). Fix x0, y0 ∈ M, and let r = 1
2d(x0, y0) as in the

above step. We show that

(5.12) pt(x, y) ≤
c

tα/β

(
1 +

r

t1/β

)−(α+β)

for all t > 0 and μ-almost all x ∈ B(x0, ρ), y ∈ B(y0, ρ), for all small enough ρ > 0.
Indeed, it suffices to assume that rt−1/β is sufficiently large. Fix an integer n such
that (5.8) holds, and hence the number θ from (5.7) is also fixed. Let

(5.13) k = 2 + [(α+ β) /θ]

so that

θ(k − 1) ≥ α+ β,

and let ρ = r
8k . Then

ρ−βt =

(
rt−1/β

8k

)−β

≤ C,

and hence, using (4.13) again and (5.11),

pt(x, y) ≤ qt(x, y) + cρ−(α+β)t

≤ C

tα/β

(
1 +

r

8kt1/β

)−θ(k−1)

+ c
( r

8k

)−(α+β)

t

≤ c

tα/β

( r

t1/β

)−(α+β)

for all t > 0 and μ-almost all x ∈ B(x0, ρ), y ∈ B(y0, ρ), thus proving (5.12).
Therefore, (UE) follows. �
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6. Heat kernel bounds using effective resistance

In this section we show how Theorem 2.3 can be applied for a certain class of
metric measure spaces with effective resistance.

Let (E ,F) be a regular Dirichlet form in L2 (M,μ) as before. Recall that the
effective resistance R(A,B) between two disjoint non-empty closed subsets A and
B of M is defined by

(6.1) R(A,B)−1 = inf {E (u) : u ∈ F ∩ C0, u|A = 1 and u|B = 0} .

It follows from (6.1) that, for any fixed A, R(A,B) is a non-increasing function of
B. Denote

R(x,B) := R({x}, B) and R(x, y) := R({x}, {y}).
In general, it may happen that R(x, y) = ∞ for some points x, y ∈ M . In this
section we will exclude this case. We assume that the following two conditions
hold:

(R1) : There exist constants C, γ > 0 such that

(6.2) |u(x)− u(y)|2 ≤ Cd(x, y)γE (u)

for all u ∈ F ∩ C0 and all x, y ∈ M .
(R2) : There exist constants C, γ > 0 such that, for all balls B = B(x, r),

(6.3) R(x,B(x, r)c) ≥ C−1rγ .

Observe that condition (R1) is the Morrey-Sobolev type inequality in the frame-
work of Dirichlet forms. As we will see, it implies that all functions in F are Hölder
continuous.

Consider also the following estimates of the effective resistance:

(R≤) : There exist constants C, γ > 0 such that, for all x, y ∈ M,

(6.4) R(x, y) ≤ Cd(x, y)γ .

(R≥) : There exist constants C, γ > 0 such that, for all x, y ∈ M,

(6.5) R(x, y) ≥ C−1d(x, y)γ .

Applying the definition of (6.1) to A = {x} and B = {y} we see that

(R1) ⇒ (R≤) .

Observe that also

(R2) ⇒ (R≥) .

Indeed, for any two points x, y ∈ M, taking r = d(x, y) in (6.3) and noticing that
y ∈ B (x, r)

c
, we obtain

R(x, y) ≥ R(x,B(x, r)c) ≥ C−1rγ = C−1d(x, y)γ .

In the next subsections, we will investigate various sufficient conditions for (R1)
and (R2), as well as their consequences. Then we will prove Theorem 6.13 below
that states the equivalence (UE) ⇔ (J≤) under the standing hypotheses (R1) and
(R2).
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6.1. Condition (R1).

Lemma 6.1. If (R1) and (V ≥) are satisfied, then any function u ∈ F admits
a continuous version that satisfies (6.2). Consequently, all functions in F have
Hölder continuous versions with the Hölder exponent γ/2.

Proof. By the regularity of (E ,F), for every u ∈ F there exists a sequence {un}∞n=1

⊂ F∩C0 such that ‖un − u‖2 → 0 and E (u− un) → 0 as n → ∞. By (R1) we have

(6.6) |un(y)− un(x)|2 ≤ Cd(x, y)γE (un)

for all x, y ∈ M and n ≥ 1. Since the sequence {E (un)} is uniformly bounded, it
follows from (6.6) that the sequence {un}∞n=1 is equicontinuous in (M,d) . Let us
prove that the sequence {un}∞n=1 is uniformly bounded in M in sup-norm. Indeed,
it follows from (6.6) that

|un(y)− un(x)| ≤ cd(x, y)γ/2,

with some c > 0, and hence

un(x)
2 ≥

(
un(y)− cd(x, y)γ/2

)2

+
.

Integrating this inequality with respect to x ∈ M with a fixed y and setting m =
|un(y)|, we obtain

‖un‖22 ≥
∫
M

(
m− cd(x, y)γ/2

)2

+
dμ(x) ≥

∫ R

0

(
m− csγ/2

)2

dV (x, s),

where R > 0 is chosen so that 1
2m = cRγ/2. It follows that m− csγ/2 ≥ 1

2m and

‖un‖22 ≥
∫ R

0

1

4
m2dV (x, s) =

1

4
m2V (x,R) ≥ c1m

2Rα = c2m
2+2 γ

α ,

where we have also used (V ≥). It follows that

|un (y)| ≤ C ‖un‖
α

α+γ

2 .

Since the sequence {‖un‖2} is uniformly bounded and the constant C is independent
of n and y, we conclude that the sequence {sup |un|} is uniformly bounded as well.

By the Arzela-Ascoli theorem, the sequence {un} has a subsequence that con-
verges locally uniformly to a continuous function ũ, that is, a continuous version of
u. Obviously, ũ satisfies (6.2) that proves the Hölder continuity. �

The following proposition is useful for verifying (R1).

Proposition 6.2. Let (E ,F) be a regular Dirichlet form (E ,F) in L2 (M,μ). If
(V ) and (J≥) are satisfied with 0 < α < β, then (R1) holds with γ = β − α.
Consequently, all functions in F are Hölder continuous with the Hölder exponent
1
2 (β − α) .

Proof. We use in the proof the following fact: if μ is α-regular and 0 < α < β, then
there exists a constant C > 0 such that for all functions u ∈ L2 (M,μ) the following
inequality holds:
(6.7)

|u(y)− u(x)|2 ≤ Cd(x, y)β−α sup
0<r<r0

∫
M

∫
B(x,r)

1

rα+β
|u(y)− u(x)|2dμ(y)dμ(x)
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for all Lebesgue points x, y ∈ M of u with d (x, y) < r0/3, where r0 ∈ (0,+∞] is
fixed but arbitrary (cf. [17, the proof of Theorem 4.11(iii)]).

Since by hypothesis μ is α-regular and J(x, y) ≥ cd(x, y)−(α+β), we have, for all
u ∈ F ∩ C0 and for all r > 0,

E(J) (u) =

∫ ∫
M×M

|u(y)− u(x)|2J(x, y)dμ(y)dμ(x)

≥ c

∫ ∫
M×M

|u(y)− u(x)|2d(x, y)−(α+β)dμ(y)dμ(x)

≥ c

∫
M

∫
B(x,r)

1

rα+β
|u(y)− u(x)|2dμ(y)dμ(x).

Combining this with (6.7), we obtain

(6.8) |u(y)− u(x)|2 ≤ Cd(x, y)β−αE (u) ,

which yields (R1) with γ = β − α.
The second claim follows from Lemma 6.1. �

6.2. Parabolicity. Condition (R1) can also be obtained from (R≤) assuming in
addition the parabolicity of (E ,F).

For any precompact set K define its capacity by

(6.9) cap(K) = inf {E (u) : u ∈ F ∩ C0, u|K = 1} ,
that is, cap(K) = R (K, {∞})−1

. Obviously, cap(K) is a monotone increasing
function of K.

Definition 6.3. A Dirichlet form (E ,F) is called parabolic1 if cap(K) = 0 for any
compact subset of M .

A trivial sufficient condition for the parabolicity is that 1 ∈ F and E (1, 1) = 0.
Indeed, in this case the constant function 1 can be used as a test function u in (6.9)
that yields cap (K) = 0.

Lemma 6.4. Let (E ,F) be a regular Dirichlet form in L2. Then the following
statements hold:

parabolicity ⇒ conservativeness.

Proof. Indeed, if (E ,F) is parabolic, then there exists a sequence of functions
{ϕn}∞n=1 from F such that 0 ≤ ϕn ↑ 1 and

E (ϕn) → 0

as n ↑ ∞. In particular, we have that

E (ϕn, v) → 0

as n ↑ ∞, for any v ∈ F∩L1. Hence, (E ,F) is conservative (cf. [11, Theorem 1.6.6,
p. 63]). �

1The term “parabolic” comes from classification theory of Riemann surfaces. A simply con-
nected non-compact Riemann surface is conformally equivalent either to the Euclidean plane R

2

or to the hyperbolic plane H
2. In the first case the surface is called parabolic, whereas in the

second case – hyperbolic. It is known that the parabolicity of the Riemann surface is equivalent
to the vanishing of the capacity of any compact subset (cf. [12]).
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The following gives a criterion of verifying the parabolicity.

Proposition 6.5. Let (E ,F) be a Dirichlet form in L2 (M,μ) and let (M,d) be
unbounded. Then the following implication holds:

(R1) + (R≥) ⇒ parabolicity of (E ,F) .

Proof. Let K be a compact subset of M and fix x0 ∈ K. Fix a number η ∈ (0, 1) to
be determined later on, and choose a point x /∈ K such that K ⊂ B(x0, ηr) where
r = d(x0,x). Let ψx ∈ F such that ψx(x0) = 1, ψx(x) = 0, 0 ≤ ψx ≤ 1 in M, and

E (ψx) = R(x0, x)
−1.

It follows from (R1) , (R≥) that, for all y ∈ B(x0, ηr),

(1− ψx(y))
2 = (ψx(x0)− ψx(y))

2 ≤ Cd(x0, y)
γE (ψx)

≤ C
(ηr)γ

R(x0, x)
≤ cηγ .

Now choose η so small that cηγ ≤ 1
4 . Hence, we have ψx ≥ 1

2 in B(x0, ηr) ⊃ K. It
follows that f := 2ψx ≥ 1 on K, and

cap(K) ≤ E (f) = 4E (ψx)

= 4R(x0, x)
−1 ≤ Cr−γ

by using condition (R≥). Letting r = d(x0,x) → ∞, we obtain that cap(K) = 0,
showing that (E ,F) is parabolic. �

Proposition 6.6. Assume that (E ,F) is parabolic. Then (R≤) ⇒ (R1) .

Proof. We need to prove (6.2) for any u ∈ F∩C0 and all x, y∈M . If u (x) = u (y),
then (6.2) is trivially satisfied, so that we assume in the sequel that u(x) �= u(y).

Let {Ωn}∞n=1 be an increasing sequence of precompact open sets that exhausts
M . We can assume that all Ωn contain x and y. Since cap (Ωn) = 0, there exists
ϕn ∈ F ∩ C0 such that ϕn|Ωn

= 1 and E (ϕn) < 1
n ; in particular, E (ϕn) → 0 as

n → ∞.
For fixed x, y as above, define the function ũ on M by

ũn =
u− u(y)ϕn

u(x)− u(y)
.

It is obvious that ũn ∈ F∩C0 and ũn(x) = 1, ũn(y) = 0. Hence, by definition,

R(x, y)−1 ≤ E (ũn)

=
E (u)− 2u(y)E (u, ϕn) + u(y)2E (ϕn)

(u(x)− u(y))
2 .

Passing to the limit as n → ∞, we obtain

(6.10) (u (x)− u (y))2 ≤ R(x, y)E (u) .

Substituting here the estimate (R≤) we obtain (6.2). �
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Define the condition (R) as the conjunction of (R≤) and (R≥). That is,

(R) : For all x, y ∈ M,

R (x, y) � d (x, y)γ .

We see from Propositions 6.5 and 6.6 that, under condition (R) ,

parabolicity ⇔ (R1) .

6.3. Condition (R2) with β < 2.

Proposition 6.7. Let (E ,F) be a regular Dirichlet form in L2 with E(L) ≡ 0 and the
jump density J(x, y). Assume that (V≤) and (J≤) hold with some 0 < α < β < 2.
Assume also that F contains all Lipschitz functions with compact supports. Then
condition (R2) holds with γ = β − α. Moreover, (E ,F) is parabolic.

Remark 6.8. By hypothesis we have

E (φ) = E(J)(φ) =

∫ ∫
M×M

(φ(x)− φ(y))2 J(x, y)dμ(y)dμ(x).

As we will see from the proof, the right hand side here is finite for any Lipschitz
function φ with compact support, provided (V≤) and (J≤) hold. Therefore, the
condition that F must contain all such functions is reasonable and not restrictive.
In fact, one can define F as the closure of the space of Lipschitz functions with
compact support.

The condition β < 2 is closely related to the use of Lipschitz functions and
cannot be dropped. It is not known if a similar statement is true for β ≥ 2.

Proof. Set B = B(x0, r). Let φ be a Lipschitz function on M with the Lipschitz
constant L, such that φ ≡ 0 in Bc. Then φ ∈ F . Since the function |φ (x)− φ (y)|
is symmetric in x, y and vanishes if (x, y) ∈ Bc × Bc, in particular, if (x, y) ∈
(2B)c × (2B)c, it follows that

E(φ) = E(J)(φ) ≤ C

∫
M

∫
M

(φ(x)− φ(y))
2

d(x, y)α+β
dμ(y)dμ(x)

≤ C

(∫
2B

∫
2B

+2

∫
2B

∫
(2B)c

)
(φ(x)− φ(y))2

d(x, y)α+β
dμ(y)dμ(x).(6.11)

Using (V≤), the Lipschitz condition, and 2B ⊂ B (x, 4r), the first integral in (6.11)
can be estimated by

L2

∫
2B

(∫
B(x,4r)

dμ (y)

d(x, y)α+β−2

)
dμ(x) ≤ L2μ(2B)

∫ 4r

0

s2−(α+β) · sα−1ds

≤ CL2rα−β+2,

where we have also used β < 2.
In the second integral in (6.11) we have φ (y) = 0. Since φ (x) = 0 outside B,

the integration in x can be reduced to B instead of 2B. Hence, the second integral
is estimated by∫

B

φ(x)2

(∫
B(x,r)c

dμ (y)

d(x, y)α+β

)
dμ(x) ≤ C ‖φ‖2∞ μ(B)

∫ ∞

r

s−(α+β) · sα−1ds

≤ C ‖φ‖2∞ rα−β.(6.12)
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Hence, we obtain

(6.13) E (φ) ≤ CL2rα−β+2 + C ‖φ‖2∞ rα−β .

Specify the function φ by

φ(x) =

(
1− d(x0, x)

r

)
+

and observe that it vanishes in Bc, has the Lipschitz constant L = 1
r , and ‖φ‖∞ =

ϕ (x0) = 1. It follows from (6.1) and (6.13) that

R(x0, B
c)−1 ≤ E(φ) ≤ Crα−β,

thus proving (R2).
Finally, for any compact subset K of M, let rn ↑ ∞ as n → ∞ so that K ⊂

B(x0, r1/2). Set

φn(x) =

(
1− d(x0, x)

rn

)
+

.

Then φn ≥ 1
2 in K. Set un = (2φn) ∧ 1. We have

cap(K) ≤ E (un) ≤ 4E (φn) ≤
C

rβ−α
n

→ 0

as n → ∞, showing that cap(K) = 0. Hence, (E ,F) is parabolic. �

6.4. Condition (R2) with general β. Fix some 0 < α < β and set γ = β − α.
In this section we obtain (R2) for an arbitrary value of β at the expense of using
more hypotheses.

Proposition 6.9. Let (E ,F) be a regular Dirichlet form in L2. Then

(V≤) + (J≤) + (R≥) + (R1) ⇒ (R2) .

Proof. We first claim that, for any u1, u2 ∈ F ,

(6.14) E (u1 ∧ u2) ≤ E (u1) + E (u2) .

Indeed, set v1 = u1 − u2 and v2 = u1 + u2 so that

u1 ∧ u2 =
1

2
(v2 − |v1|)

and

E (u1 ∧ u2) =
1

4
E (v2 − |v1|) =

1

4
(E (v2) + E (|v1|)− 2E (v2, |v1|))

≤ 1

2
(E (v2) + E (|v1|))

≤ 1

2
(E (v2) + E (v1))

=
1

2
(E (u1 + u2) + E (u1 − u2))

= E (u1) + E (u2) ,

which proves (6.14).
The following argument is motivated by [5, the proof of Lemma 2.4]. Fix a ball

B = B(x0, r). For x ∈ B \ 1
2B, let ψx ∈ F such that

ψx(x0) = 1, ψx(x) = 0, 0 ≤ ψx ≤ 1 in M,
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and

E (ψx) = R(x0, x)
−1.

Fix some small enough η > 0. It follows from (R1) , (R≥) that, for all y ∈ B(x, ηr),

ψx(y)
2 = |ψx(y)− ψx(x)|2 ≤ Cd(x, y)γE (ψx)

≤ C
(ηr)γ

R(x0, x)
≤ cηγ ≤ 1

4
,

provided η is small enough. Hence, we have ψx ≤ 1
2 in B(x, ηr) (cf. Figure 1).

Since μ is α-regular, there exists an integer N independent of x0, r such that the

x0

r/2

ψx(x0)=1

r

r

B(x,ηr)

x

ψx(x)=0
ψx < 1/2 in B(x,ηr)_

Figure 1. Function ψx and covering for B \ 1
2B

annulus B \ 1
2B can be covered by N balls {B(xi, ηr)}Ni=1. Define the function

f = ψx1
∧ ψx2

∧ · · · ∧ ψxN
,

and set

g = 2

(
f − 1

2

)
+

.

We have f (x0) = 1 and, by the above argument, f ≤ 1
2 in B \ 1

2B. It follows that

g(x0) = 1, g ≡ 0 in B \ 1
2B, and 0 ≤ g ≤ 1 in M . Using the Markov property of

(E ,F), (6.14), and (R≥) , we have

(6.15) E (g) ≤ 4E (f) ≤ 4
N∑
i=1

E (ψxi
) = 4

N∑
i=1

R(x0, xi)
−1 ≤ crα−β.

Consider the functions

g1 = gφ and g2 = g1Bc ,

where φ is a cut-off function of the pair ( 12B,B) (cf. Figure 2).
Observe that

supp g1 ⊂ 1

2
B, g1(x0) = 1, and g = g1 + g2.
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x0

r/2

r

g1 = g, g1(x0) = 1
g2 = 0

g1 = g2 = g = 0

g1 = 0
g2 = g

Figure 2. Functions g1 and g2

Also, g1 ∈ F by construction and g2 ∈ F because g2 = g − g1. Since the supports
of g1 and g2 are disjoint, we obtain

(6.16) E(L) (g) = E(L) (g1 + g2) = E(L) (g1) + E(L) (g2) ≥ E(L) (g1) .

On the other hand, using (J≤) and (V≤) and arguing as in (6.12), we obtain

E(J) (g1, g2) =

∫ ∫
M×M

(g1(x)− g1(y)) (g2(x)− g2(y))J(x, y)dμ(y)dμ(x)

= −2

∫
1
2B

∫
Bc

g1(x)g2(y)J(x, y)dμ(y)dμ(x)

≥ −2

∫
1
2B

∫
B(x,r/2)c

g1(x)g2(y)J(x, y)dμ(y)dμ(x)

≥ −crα−β.

It follows that

E(J) (g) = E(J) (g1 + g2)

= E(J) (g1) + E(J) (g2) + 2E(J) (g1, g2)

≥ E(J) (g1)− crα−β.(6.17)

Combining (6.16), (6.17), and (6.15), we obtain

E (g1) = E(L) (g1) + E(J) (g1)

≤ E(L) (g) + E(J) (g) + crα−β

= E (g) + crα−β

≤ Crα−β.

Since g1 is a test function for the resistance R (x0, B
c), we conclude that

R (x0, B
c)−1 ≤ E (g1) ≤ Crα−β,

which was to be proved. �
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Corollary 6.10. Let (E ,F) be a regular Dirichlet form in L2. Then

parabolicity+ (V≤) + (J≤) + (R) ⇒ (R1) + (R2) .

Proof. Indeed, by Proposition 6.6 we have

parabolicity + (R≤) ⇒ (R1) ,

and the rest follows directly from Proposition 6.9. �

6.5. The Green function. Assuming that (M,d) is non-compact and condition
(R1) is satisfied, we construct the Dirichlet Green function, vanishing outside a
precompact open set Ω ⊂ M . It turns out that it can be expressed in terms of
effective resistance and harmonic function in Ω.

By condition (R1) , for any precompact open subset Ω of M, the space F (Ω) is a

Hilbert space under norm E (u)
1/2

because, for u ∈ F (Ω) and for x ∈ Ω, y ∈ M \Ω,
we have from (R1) that

|u(x)|2 = |u(y)− u(x)|2 ≤ Cd(x, y)γE (u) ,

and thus the integration over Ω gives that ‖u‖22 ≤ c(Ω)E (u) . Therefore, by the
Arzelà-Ascoli theorem, the embedding

F (Ω) ↪→ C
(
Ω

)
is compact.

By the standard argument of PDE, it follows that, for any fixed precompact
open subset Ω and any fixed x ∈ Ω, the variational problem

(6.18) inf {E (u) : u ∈ F (Ω) , u(x) = 1}
possesses a solution, that is, there exists a function ψΩ (x, ·) ∈ F (Ω) satisfying that
ψΩ (x, x) = 1, 0 ≤ ψΩ (x, ·) ≤ 1 on M , such that

(6.19) R(x,Ωc)−1 = E (ψΩ (x, ·)) .
For any x ∈ Ω, the function ψΩ,x (·) := ψΩ (x, ·) is harmonic in M \ ({x} ∪ Ωc) in
the sense that

(6.20) E (ψΩ,x, ϕ) = 0

for any test function ϕ ∈ F (Ω) with ϕ(x) = 0, because the function f := ψΩ,x +
λϕ ∈ F (Ω) , f(x) = 1 for any real λ, and

E (ψΩ,x) ≤ E (f) = E (ψΩ,x + λϕ)

= E (ψΩ,x) + 2λE (ψΩ,x, ϕ) + λ2E (ϕ) ,

showing that E (ψΩ,x, ϕ) = 0.
The effective resistance R(x,Ωc) together with the harmonic function ψΩ (x, ·)

gives rise to the Green function as follows:

(6.21) gΩ(x, y) :=

{
R(x,Ωc)ψΩ(x, y), if x, y ∈ Ω,

0, otherwise.

Such a way of defining a Green function was first addressed in [28, Section 4] if Ω
(instead of a ball) is a finite subset of M, and then was extended to infinite subsets
Ω in [29, Section 4]. See also that [23, Section 4] follows the same pattern as in [28]
when Ω is infinite.
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Clearly, it follows from (6.21) that gΩ(x, y) ≥ 0 for any x, y ∈ M, and gΩ(x, ·) ∈
F (Ω). Moreover, for any ϕ ∈ F (Ω) and any fixed x ∈ Ω,

(6.22) E (gΩ(x, ·), ϕ) = ϕ(x),

because, if ϕ(x) = 0, then (6.22) follows directly from (6.20), and if ϕ(x) �= 0, then
(6.22) follows by replacing the function ϕ(·) in (6.20) by ψΩ (x, ·)− ϕ(·)/ϕ(x) and
then using (6.19) and (6.21). For any x, y ∈ Ω, letting ϕ(·) = gΩ(y, ·) in (6.22), we
obtain that

gΩ(y, x) = E (gΩ(x, ·), gΩ(y, ·))
= E (gΩ(y, ·), gΩ(x, ·)) = gΩ(x, y),(6.23)

that is, the Green function gΩ(x, y) is symmetric in x, y ∈ Ω.
We estimate the Green function gB(x, y) for any ball B.

Proposition 6.11. Let (E ,F) be a regular Dirichlet form in L2 that satisfies
(R1) and (R2). Assume that there exists a constant N > 1 such that the an-
nuli B (x,Nr) \ B (x, r) are non-empty for all x ∈ M and r > 0. Then there exist
constants C > 0, η ∈ (0, 1) such that, for all balls B = B(x0, r),

gB(x, y) ≤ Crγ for all x, y ∈ B,(6.24)

gB(x0, y) ≥ C−1rγ for all y ∈ B(x0, ηr).(6.25)

Proof. Set Ω = B = B(x0, r) and let ψB (x, ·) be as in (6.19). Choosing a point
z ∈ 2B \B and using (R1), we obtain, for any u ∈ F ∩C0 such that u (x0) = 1 and
u|Bc = 0, that

1 = (u (x0)− u (z))
2 ≤ Cd(x, z)γE (u) ≤ CrγE (u) ,

whence

R (x0, B
c)

−1
= inf E (u) ≥ C−1r−γ

and R (x0, B
c) ≤ Crγ . Applying the latter inequality to the ball B (x, 2r) instead

of B (x0, r), we obtain, for any x ∈ B,

R(x,Bc) ≤ R(x,B (x, 2r)c) ≤ Crγ .

Substituting this estimate into (6.21) and using 0 ≤ ψB (x, ·) ≤ 1 we obtain (6.24).
To show (6.25) observe that by (6.19) and (R2)

E (ψB (x0, ·)) = R(x0, B
c)−1 ≤ cr−γ .

Then, using (R1), we obtain, for any y ∈ B (x0, ηr),

(1− ψB (x0, y))
2

= (ψB (x0, x0)− ψB (x0, y))
2

≤ Cd (x0, y)
γ E (ψB (x0, ·))

≤ C

(
d (x0, y)

r

)γ

≤ Cηγ .

If η is small enough, then Cηγ < 1
4 , whence it follows that

ψB (x0, y) ≥
1

2
in B(x0, ηr).
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Using again (6.21) and (R2), we obtain, for all y ∈ B(x0, ηr),

gB(x0, y) = R(x0, B
c)ψB(x0, y) ≥

1

2
crγ ,

which proves (6.25). �

Let LB be the generator of (E ,F (B)). Given f ∈ L2 (B), consider the function

(6.26) u(x) =

∫
B

gB(x, y)f(y)dμ(y),

where gB(x, y) is the Green function defined by (6.21). Then u ∈ F (B) and u is a
weak solution to the Poisson-type equation

(6.27) −LBu = f in B,

that is, for any ϕ ∈ F (B),

(6.28) E (u, ϕ) =

∫
B

f(x)ϕ(x)dμ(x).

Indeed, by (6.22) and the dominated convergence theorem, we obtain that, for any
ϕ ∈ F (B) ,

E (u, ϕ) = lim
t→0

1

t
(u− Ptu, ϕ)

= lim
t→0

1

t

∫
B

(gB(·, y)− Pt (gB(·, y)) , ϕ) f(y)dμ(y)

=

∫
B

E (gB(·, y), ϕ) f(y)dμ(y)

=

∫
B

ϕ(y)f(y)dμ(y),

that proves (6.28).

Proposition 6.12. Assume that μ is α-regular and (E ,F) satisfies the conditions
(R1) and (R2). Let f be any cut-off function for the pair

(
1
2B,B

)
, where B =

B(x0, r) is an arbitrary ball. Then the solution u defined by (6.26) satisfies the
following estimates:

(6.29) u (x) ≤ Crγ+α in B (x0, r)

and

(6.30) u(x) ≥ crγ+α in B(x0, ηr),

where C, c > 0 and η ∈ (0, 1/2) are constants that depend only on the constants in
the hypotheses (and do not depend on the ball B).

Proof. Observe that the α-regularity of μ implies that the annuli B (x,Nr)\B (x, r)
are non-empty provided N is a large enough constant. Hence, Proposition 6.11
holds in the present setting. By reducing the constant η from the statement of this
proposition, we can assume that η < 1

2 .
It follows from (6.24) and (6.26) that, using the fact that 0 ≤ f ≤ 1 in M,

u(x) =

∫
B

gB(x, y)f(y)dμ(y) ≤
∫
B

gB(x, y)dμ(y)

≤ Crγμ(B) ≤ Crγ+α.(6.31)
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Similarly, observing that f = 1 in ηB and using (6.25), we obtain

u(x0) =

∫
B

gB(x0, y)f(y)dμ(y)

≥
∫
B(x0,ηr)

gB(x0, y)dμ(y)

≥ crγμ(B(x0, ηr)) ≥ c1r
γ+α.(6.32)

Taking ϕ = u in (6.28) and using (6.31) we obtain

E (u) =

∫
B

f(x)u(x)dμ(x) ≤ Crγ+αμ (B) ≤ crγ+2α.

By Lemma 6.1, function u satisfies (6.2), so that for any x ∈ B (x0, ηr),

|u(x)− u(x0)|2 ≤ cd(x, x0)
γE (u)

≤ Crγ+2αd(x, x0)
γ

≤ Cηγr2(γ+α).

Choosing η small enough and comparing with (6.32), we obtain that

|u(x)− u(x0)| <
1

2
u (x0) ,

whence u(x) ≥ 1
2u (x0) ≥ crγ+α follows. �

6.6. Upper bounds of the heat kernel under (R1) and (R2). We now use the
estimates in (6.29)-(6.30) to obtain the survival estimate (S) and (DUE).

Theorem 6.13. Let (E ,F) be a regular Dirichlet form in L2 (M,μ). Assume that
μ is α-regular and conditions (R1), (R2) are satisfied with some γ > 0. Then the
survival estimate (S) and (DUE) hold with β = α+ γ. Consequently, we have

(6.33) (UE) ⇔ (J≤).

Proof. Let us first prove (S). Fix a ball B = B(x0, r). We claim that for all t > 0
and μ-almost all x ∈ B,

(6.34) PB
t 1B(x) ≥

u(x)− t

‖u‖∞
,

where u is given by (6.26) with f being a cut-off function of the pair
(
1
2B,B

)
.

Indeed, fix a cut-off function φ of the pair (B,M) and consider the function

w(t, x) = u(x)− tφ(x)− ‖u‖∞ PB
t 1B(x).

Clearly, (6.34) is equivalent to w ≤ 0. Let us first show that w(t, x) is a weak
subsolution of the heat equation in (0,∞)× B. We use the following facts:

(1) PB
t 1B is a weak solution of the heat equation in (0,∞)×B; in partic-

ular, (
∂

∂t
PB
t 1B , ϕ

)
+ E

(
PB
t 1B , ϕ

)
= 0

for any ϕ ∈ F (B).
(2) E (φ, ϕ) ≥ 0 for any 0 ≤ ϕ ∈ F (B) (see (4.9)).
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Using these as well as (6.28) we obtain for any 0 ≤ ϕ ∈ F (B) and t > 0,(
∂w

∂t
, ϕ

)
+ E (w,ϕ) =

(
−φ− ‖u‖∞

∂

∂t
PB
t 1B , ϕ

)
+E

(
u− tφ− ‖u‖∞ PB

t 1B , ϕ
)

= − (φ, ϕ) + E (u, ϕ)− tE (φ, ϕ)

≤ (f − φ, ϕ) ≤ 0,

which proves that w(t, x) is a weak subsolution of the heat equation in (0,∞)×B.
On the other hand, we have as t → 0+

w(t, ·) L2(B)→ u− ‖u‖∞ 1B ≤ 0,

and hence w+ satisfies the initial condition

w+(t, ·)
L2(B)→ 0 .

Therefore, by the parabolic maximum principle of Proposition 7.1 we conclude that
w ≤ 0 for all t > 0 and μ-almost all x ∈ B, thus proving (6.34).

Using (6.34) and the estimates (6.29)-(6.30) of Proposition 6.12, we obtain that,
for μ-almost all x ∈ B(x0, ηr),

PB
t 1B(x) ≥ u(x)− t

‖u‖∞
≥ c− c1tr

−β

≥ c

2
,

provided tr−β is small enough. This proves (S) although with constant η in (2.9)
instead of 1

4 . Using the ball covering argument as in the proof of Theorem 3.1 one

can replace a small value of η by any value < 1, in particular, by 1
4 .

Next we show that condition (R1) implies (DUE). It suffices to show that con-
dition (R1) implies the Faber-Krahn inequality

(6.35) λmin (Ω) := inf
f∈F∩C0(Ω)

E (f)

‖f‖22
≥ cμ (Ω)−β/α

for all non-empty bounded2 open subsets Ω of M, which in turn implies (DUE) (see
for example [16, Lemmas 5.4 and 5.5]). Motivated by the argument in [22, Lemma
4.2], consider a function f ∈ F ∩ C0(Ω) normalized so that sup |f | = 1, and let
x ∈ Ω be a point such that |f(x)| = 1. Let r be the largest radius such that
B(x, r) ⊂ Ω. Then the ball B (x, 2r) is not covered by Ω so that there exists a
point y ∈ B (x, 2r)\Ω (note that M is unbounded by condition (V )). In particular,
y /∈ supp f (see Figure 3).

Noting that E(J) (f) ≤ E (f) and by the α-regularity of μ,

r ≤ C [μ (B(x, r))]
1/α ≤ C [μ (Ω)]

1/α
,

2If (6.35) is satisfied for bounded Ω, then (6.35) is also satisfied for all open Ω by the exhaustion
argument.
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x

y

B(x,r)

B(x,2r)

Ω 

supp f

Figure 3

we obtain from (R1) that

1 = |f(y)− f(x)|2

≤ Cd(y, x)β−αE(J) (f)

≤ C (2r)
β−α E (f) ≤ C2β−α [μ (Ω)]

β/α−1 E (f) .

Since ‖f‖22 ≤ μ (Ω), it follows that

E (f)

‖f‖22
≥ c [μ (Ω)]

−β/α
,

for some c > 0, thus proving the Faber-Krahn inequality.
Finally, observe that (E ,F) is parabolic by Proposition 6.5, and hence is con-

servative by Lemma 6.4. Therefore, the equivalence (6.33) follows directly from
Theorem 2.3. �

Corollary 6.14. Let (E ,F) be a regular Dirichlet form in L2 with a jump density
J(x, y) and let 0 < α < β. Then

(6.36) (V ) + (J) + (R2) ⇒ (UE) .

Proof. Note that (V )+(J) ⇒ (R1) by Proposition 6.2. Hence, the conclusion (6.36)
follows from Theorem 6.13. �

Remark 6.15. Besides the hypotheses of Corollary 6.14, if in addition E(L) ≡ 0
and β < 2, and if F contains all Lipschitz functions with compact supports, then
condition (R2) also holds by Proposition 6.7. Therefore, it follows from (6.36) that

(6.37) (V ) + (J) ⇒ (UE) .

Note that conclusion (6.37) was addressed in [6, 9].

Example 6.16. Let M be the Sierpinski gasket in R
n and let

E (f) =

∫
M

∫
M

(f(x)− f(y))2

|x− y|α+β
dμ(y)dμ(x),

F =
{
f ∈ L2(M,μ) : E (f) < ∞

}
,
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where α = log(n+1)
log 2 is the Hausdorff dimension of M , μ is the α-dimensional Haus-

dorff measure on M (so that condition (V ) holds), and

α < β < β∗ :=
log(n+ 3)

log 2

(possibly β ≥ 2). Then (E ,F) is a regular Dirichlet form in L2 and condition (J) is
satisfied. Note that condition (R1) is true where γ = β − α (see [17, Theorem 4.11
(iii), p. 2085]). In order to obtain (UE), by Corollary 6.14 and Proposition 6.9, it
suffices to verify condition (R≥) with γ = β − α.

Indeed, let (E0,F0) be the standard local, conservative, self-similar Dirichlet
form on the Sierpinski gasket, and let R0 be the associated effective resistance with
respect to (E0,F0). It is known (cf. [25]) that

R0(x, y) � |x− y|β∗−α,(6.38)

E0(f) � sup
r>0

r−(α+β∗)

∫
M

∫
B(x,r)

(f(x)− f(y))2dμ(y)dμ(x).(6.39)

For any r > 0, we have that

E1 (f) : =

∫
M

∫
B(x,r)

(f(x)− f(y))2

|x− y|α+β
dμ(y)dμ(x)

=
∞∑
k=0

∫
M

∫
B(x,2−kr)\B(x,2−k−1r)

(f(x)− f(y))2

|x− y|α+β
dμ(y)dμ(x)

≤
∞∑
k=0

(
2−k−1r

)−α−β
∫
M

∫
B(x,2−kr)

(f(x)− f(y))2dμ(y)dμ(x)

≤
∞∑
k=0

(
2−k−1r

)−α−β ·
[(
2−kr

)α+β∗ E0(f)
]

(using (6.39))

≤ crβ∗−βE0(f).
On the other hand, we have that, using condition (V ),

E2 (f) : =

∫
M

∫
B(x,r)c

(f(x)− f(y))2

|x− y|α+β
dμ(y)dμ(x)

≤
∫
M

∫
B(x,r)c

2
(
f(x)2 + f(y)2

)
|x− y|α+β

dμ(y)dμ(x)

≤ Cr−β ‖f‖22 .
It follows that, for all r > 0,

E (f) = E1 (f) + E2 (f)
≤ C

[
rβ∗−βE0(f) + r−β ‖f‖22

]
.(6.40)

Minimizing the right-hand side of (6.40), we conclude that

(6.41) E (f) ≤ c
(
‖f‖22

)(β∗−β)/β∗
· E0(f)β/β∗ .

Now fix two points x0, y0 ∈ M , and let r := |x0−y0|
2 . By (6.38), we can choose

the test function f such that f(x0) = 1, f |B(x0,r)c = 0, and

E0(f) � R0(x0, y0)
−1 � r−(β∗−α).
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Thus, using the Faber-Krahn inequality λmin(B(x0, r)) ≥ cr−β∗ , we have that

‖f‖22 ≤ E0(f)
λmin(B(x0, r))

≤ crβ∗E0(f) ≤ Crα.

Combining this with (6.41), we obtain that

E (f) ≤ c (Crα)(β∗−β)/β∗ · E0(f)β/β∗

≤ C (Crα)
(β∗−β)/β∗ · r−(β∗−α)β/β∗ = C

′
rα−β,

and hence

R(x0, y0)
−1 ≤ E (f) ≤ C

′
rα−β

= C
′
(
|x0 − y0|

2

)α−β

,

that is, R(x0, y0) ≥ c|x0 − y0|β−α. This proves that condition (R≥) holds.

6.7. Two-sided estimates of the heat kernel. Let us introduce the following
condition:

(NLE) : (The near diagonal lower estimate) There exist δ ∈ (0, 1) and c > 0 such
that, for all t > 0 and almost all x, y ∈ M such that d (x, y) ≤ δt1/β,

pt(x, y) ≥ ct−α/β.

Theorem 6.17. Let (E ,F) be a regular Dirichlet form in L2 (M,μ). Fix parameters
0 < α < β and set γ = β − α. Then the following equivalences are true:

parabolicity+ (V ) + (J≤) + (R) ⇔ (UE) + (NLE)

⇔ (UE) + (NLE) + continuity,

where “continuity” means that for any t > 0 the heat kernel pt (x, y) is continuous
in (x, y) ∈ M ×M.

Proof. We first show the implication

parabolicity + (V ) + (J≤) + (R) ⇒ (UE) + (NLE) + continuity.

By Corollary 6.10 both conditions (R1) and (R2) are satisfied. Hence, by Theorem
6.13, we obtain (UE) .

Let us show that pt (x, y) as a function of x, y admits a continuous version. By
(R1) and Lemma 6.1, all functions from F are Hölder continuous and, moreover,
satisfy (6.2). By (UE) we have, for any f ∈ L2,

‖Ptf‖L∞ ≤ Ct−α/β ‖f‖2 .

Since Ptf ∈ F , it admits a continuous version that will also be denoted by Ptf .
Then we can write, for all t > 0 and x ∈ M ,

|Ptf (x)| ≤ Ct−α/β ‖f‖2 .

By the Riesz representation theorem, there is a function pt (x, ·) ∈ L2 such that

(6.42) Ptf (x) = (pt (x, ·) , f) .
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The function pt (x, y) as a function of x, y is symmetric in the following sense:
pt (x, y) = pt (y, x) for almost all x, y ∈ M . Using the semigroup identity Pt+s =
PtPs and the symmetry of the heat kernel, we obtain

(pt+s (x, ·) , f) =

∫
M

pt (x, z)

(∫
M

ps (z, y) f (y) dμ (y)

)
dμ (z)

=

∫
M

(∫
M

pt (x, z) ps (y, z) dμ (z)

)
f (y) dμ (y) ,

whence

(6.43) pt+s (x, y) =

∫
M

pt (x, z) ps (y, z) dμ (z) = (pt (x, ·) , ps (y, ·))

for almost all y. The right-hand side is well defined for all x, y ∈ M and is continuous
separately in x and in y because it has the form (6.42). Therefore, the left-hand side,
that is, pt+s (x, y), has a pointwise version that is continuous in x and y separately.
Switching to this version we obtain, in particular, that the identity (6.43) is true
pointwise.

On the other hand, using the spectral resolution {Eλ} of the generator L and
the elementary inequality λe−2λt ≤ 1

2et that is true for all λ ≥ 0 and t > 0, we
obtain

E (Ptf) =

∫ ∞

0

λe−2λtd (Eλf, f) ≤
1

2et
‖f‖22 for f ∈ L2.

Applying this inequality with f = pt(x, ·) and using (UE) and (6.43) yields

E (p2t(x, ·)) ≤ 1

2et
‖pt(x, ·)‖22

=
1

2et
p2t(x, x) ≤ Ct−1−α/β,(6.44)

for all t > 0 and x ∈ M .
Since by (6.43) pt+s (x, ·) ∈ F , we obtain by (6.2) and (6.44) that

|pt(x, y1)− pt(x, y2)|2 ≤ Cd(y1, y2)
γE (pt (x, ·)) ≤ Ct−1−α/βd(y1, y2)

γ

so that the function pt (x, y) is continuous in y uniformly in x. Hence, pt (x, y) is
continuous jointly in x, y.

To verify (NLE), we use a standard argument. It follows from (UE) and the
α-regularity of μ that, for all x ∈ M and t, r > 0,∫

B(x,r)c
pt(x, y)dμ(y) ≤ c

∫ ∞

rt−1/β/2

sα−1(1 + s)−(α+β)ds ≤ 1

2

provided rt−1/β ≥ C for some large C. Choosing r = Ct1/β, we obtain∫
B(x,r)

pt(x, y)dμ(y) = 1−
∫
B(x,r)c

pt(x, y)dμ(y) ≥
1

2
.
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By the semigroup property, the symmetry of pt and the Cauchy-Schwarz inequality,
we have

p2t(x, x) =

∫
M

pt(x, y)
2dμ(y)

≥ 1

V (x, r)

[∫
B(x,r)

pt(x, y)dμ(y)

]2

≥ cr−α = c1t
−α/β.(6.45)

Combining (6.44) with (R1) we obtain, for all y ∈ B(x, δt1/β),

|p2t(x, x)− p2t(x, y)|2 ≤ Cd(x, y)β−αE (p2t(x, ·))
≤ Cd(x, y)β−αt−1−α/β(6.46)

≤ Cδβ−αt−2α/β .

If δ is small enough, then Cδβ−α < 1
4c

2
1 where c1 is the constant in (6.45). It follows

that

p2t(x, y) ≥ p2t(x, x)−
c1t

−α/β

2
≥ c1t

−α/β

2
,

thus proving (NLE) .
Next we show the opposite implication,

(UE) + (NLE) ⇒ parabolicity + (V ) + (J≤) + (R) .

Note that (E ,F) is conservative by Lemma 6.4. By [17, Theorem 3.2], (UE) +
(NLE) ⇒ (V ). By Theorem 2.3, we have (UE) ⇒ (J≤). To show (R1) , we use
the following inequality:

E (u) ≥ 1

2t

∫
M

∫
M

(u(x)− u(y))2 pt(x, y)dμ(y)dμ(x),

that is true for any u ∈ F and for any t > 0 (see [17]). Fix some r > 0 and choose
t from the identity r = δt1/β . It follows from (NLE) that, for any u ∈ F ,

E (u) ≥ 1

2t

∫
M

∫
B(x,r)

(u(x)− u(y))
2
pt(x, y)dμ(y)dμ(x)

≥ c

2t1+α/β

∫
M

∫
B(x,r)

(u(x)− u(y))2 dμ(y)dμ(x)

= Cr−(α+β)

∫
M

∫
B(x,r)

(u(x)− u(y))2 dμ(y)dμ(x).

Combining this with (6.7), we obtain (R1), which also implies (R≤).
As in the previous part of the proof, (UE) and (R1) imply that the heat kernel

is continuous. Using (NLE) and α < β we have

(6.47)

∫ ∞

0

pt (x, y) dt ≥
∫ ∞

(d(x,y)/δ)β
ct−α/βdt = ∞,

which implies that (E ,F) is recurrent (cf. [11, formula (1.6.2), p. 55]), that is (cf.
[11, Theorem 1.6.3, p.58]), there exists a sequence {un}∞n=1 ⊂ F such that

lim
n→∞

un = 1 μ-a.e. and lim
n→∞

E (un) = 0.

Let K be a compact subset of M and let x0 ∈ K. Then there exists an integer Nx0

such that un(x0) ≥ 3
4 for all n > Nx0

. It follows from (R1) that there exists η small
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enough such that un(x) ≥ 1
2 for all x ∈ B(x0, η) and all n > Nx0

. Covering K by a

finite number of the balls {B(xi, η)}, we obtain that un (x) ≥ 1
2 for all x ∈ K and

all n ≥ N , for some large integer N. Set

vn := (2un) ∧ 1.

We see that vn ∈ F , vn = 1 in K for all n ≥ N , and

lim
n→∞

E (vn) ≤ 4 lim
n→∞

E (un) = 0,

whence it follows that

cap(K) ≤ lim
n→∞

E (vn) = 0,

and hence (E ,F) is parabolic.
Finally, let us now prove (R≥). Indeed, fix x, y ∈ M. By (6.10) and (6.44) we

have, for x, y ∈ M and t > 0,

pt(x, x)− pt(x, y) ≤ R (x, y)1/2 E (pt (x, ·))1/2

≤ CR(x, y)1/2t−1/2−α/(2β).

On the other hand, it follows from (NLE), (UE) that

pt(x, x)− pt(x, y) ≥ c1t
−α/β − C1t

−α/β

(
1 +

d(x, y)

t1/β

)−(α+β)

≥ 1

2
c1t

−α/β ,

provided d(x, y) = ct1/β with a large enough constant c. It follows from the above
two estimates that

CR(x, y)1/2t−1/2−α/(2β) ≥ 1

2
c1t

−α/β,

whence

R (x, y) ≥
( c1
2C

)2

t
β−α
β = cd (x, y)β−α ,

which proves (R≥) . �

Corollary 6.18. Let (E ,F) be a regular Dirichlet form in L2 (M,μ). Fix parame-
ters 0 < α < β and set γ = β − α. Then the following equivalence is true:

(6.48) parabolicity+ (V ) + “locality”+ (R) ⇔ (UEloc) + (NLE) .

Proof. Since (UEloc) ⇒ (UE), we obtain that by Theorem 6.17

(UEloc) + (NLE) ⇒ parabolicity + (V ) + (R) ,

whereas (UEloc) ⇒(“locality”) by [20, Lemma 3.1]. Since the locality is a stronger
assumption than (J≤), by Theorems 6.17 and 2.3 we have

parabolicity + (V ) + “locality” + (R) ⇒ (UE) + (NLE) ⇒ (DUE) + (S) .

Finally, by (1.3) we obtain (UEloc). �

Remark 6.19. If (E ,F) is parabolic, then R(x, y) is symmetric in x, y. Assume in
addition that R is a metric in M (called the effective resistance metric). Setting
d(x, y) = R(x, y), we see that conditions (R1) , (R2) and (R) are satisfied with
γ = 1. Therefore, Theorem 6.17 implies that

(V ) + (J≤) ⇔ (UE) + (NLE) ,
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and Corollary 6.18 implies that

(V ) + (“locality”) ⇔ (UEloc) + (NLE) .

The latter was also proved in [31, Theorem 3.1] by a probabilistic method.

Example 6.20. Let M be a nested fractal in R
n (cf. [34]) that is generated by an

iterated function system {fi}Ni=1, N ≥ 2 with contraction ratio 0 < s < 1:

|fi(x)− fi(y)| = s|x− y| for all x, y ∈ R
n.

Let (E ,F) be a local regular Dirichlet form introduced in [27] that is self-similar:

E (u) = r−1
N∑

k=1

E (u ◦ fi) ,

where 0 < r < 1. It was shown that the associated effective resistance R is a metric
(cf. [27]). Moreover,

R(x, y) � |x− y|
log r
log s for all x, y ∈ M ;

see [25, p. 163]. If the open set condition holds for {fi}Ni=1 , then the Hausdorff
dimension of M is

α =
logN

log (1/s)
,

and the α-dimensional Hausdorff measure μ is α-regular. In this case, we see that
both conditions (V ) and (R) are true. Noting that (E ,F) is parabolic because
1 ∈ F , we obtain (UEloc) and (NLE) by using Corollary 6.18. Kumagai [30]
obtained the same result by a probabilistic method; see also [21].

7. Appendix A: Parabolic maximum principle

Let (M,d, μ) be a metric measure space. Let (E ,F) be a Dirichlet form in
L2(M,μ) and L be its generator. Let I be an interval in R, and let Ω be an open
subset of M . A function u : I → F is said to be a weak subsolution (resp. a weak
supersolution) of the heat equation

(7.1)
∂u

∂t
+ Lu = 0

in I × Ω if the Frechet derivative ∂u
∂t of u exists in I in the norm of L2(Ω) and, for

any t ∈ I and any non-negative function ψ ∈ F (Ω),

(7.2)

(
∂u

∂t
(t, ·), ψ

)
+ E (u(t, ·), ψ) ≤ 0 (resp. ≥ 0).

If the inequality in (7.2) is replaced by equality, then u is called a weak solution
of the heat equation (7.1) in I × Ω. It is known that Ptf is a weak solution in
(0,∞)× Ω for any open Ω ⊂ M (cf. [15, Example 4.10]).

Proposition 7.1 (Parabolic maximum principle [15]). Let u be a weak subsolution
of the heat equation in (0, T )×Ω, where T ∈ (0,+∞] and Ω is an open subset of M .
Assume in addition that u satisfies the following boundary and initial conditions:

• u+(t, ·) ∈ F(Ω) for any t ∈ (0, T );

• u+ (t, ·) L2(Ω)−→ 0 as t → 0.

Then u(t, x) ≤ 0 for any t ∈ (0, T ) and μ-almost all x ∈ Ω.
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Remark 7.2. It was shown in [15, Lemma 4.4] that, for a regular Dirichlet form
(E ,F), if u ∈ F and if u ≤ v for some v ∈ F(Ω), then u+ ∈ F(Ω).

Lemma 7.3 (Lemma 4.16, p. 122, [15]). Let U be an open subset of M , and
0 ≤ f ∈ L2 (U). If u : R+ → F is a weak non-negative supersolution to the heat
equation in R+ × U and

(7.3) u (t, ·) L2(U)−→ f as t → 0,

then, for all t > 0,

(7.4) u (t, ·) ≥ PU
t f in M.

8. Appendix B: List of lettered conditions

Here we list all the lettered conditions used in the text.
Replacing the sign � in condition, say, (X) by ≤ and ≥, one obtains conditions

(X≤) and (X≥), respectively. The letters α, β always denote fixed positive reals.
The constant γ is always equal to β − α and appears only in the case when β > α.

(V) : There exist constants c, C, α > 0 such that, for all x ∈ M and all r > 0,

V (x, r) � Crα.

(J) : The jump density exists and admits the estimate

J(x, y) � Cd(x, y)−(α+β),

for μ-almost all x, y ∈ M .
(DUE) : On-diagonal upper estimate: the heat kernel pt exists and satisfies the

on-diagonal upper estimate

pt (x, y) ≤
C

tα/β
,

for all t > 0 and μ-almost all x, y ∈ M.
(UE) : Upper estimate of non-local type: the heat kernel pt exists and satisfies

the off-diagonal upper estimate

pt(x, y) ≤
C

tα/β

(
1 +

d(x, y)

t1/β

)−(α+β)

for all t > 0 and μ-almost all x, y ∈ M.
(UEloc) : Upper estimate of a local type: the heat kernel pt exists and satisfies

the off-diagonal upper estimate

pt (x, y) ≤
C

tα/β
exp

(
−

(
d(x, y)

ct1/β

)β/(β−1)
)

for all t > 0 and μ-almost all x, y ∈ M (here β > 1).
(UEΦ) : The heat kernel pt exists and satisfies the estimate

pt(x, y) ≤
C

tα/β
Φ

(
d(x, y)

t1/β

)
for all t > 0 and μ-almost all x, y ∈ M , where Φ : [0,∞) → [0,∞) is a
continuous, non-increasing function such that∫ ∞

0

sα−1Φ(s)ds < ∞.
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(NLE) : (The near diagonal lower estimate) There exists δ ∈ (0, 1) such that,
for all t > 0 and almost all x, y ∈ M such that d (x, y) ≤ δt1/β ,

pt(x, y) ≥ ct−α/β.

(S) : Survival estimate. There exist constants ε, δ ∈ (0, 1) such that, for all
balls B = B(x0, r) and for all t1/β ≤ δr,

1− PB
t 1B(x) ≤ ε for μ-almost all x ∈ 1

4
B.

(T) : Tail estimate. There exist constants ε, δ ∈ (0, 1) such that, for all balls
B = B(x0, r) and for all t1/β ≤ δr,

Pt1Bc(x) ≤ ε for μ-almost all x ∈ 1

4
B.

(Tstrong) : Strong tail estimate. There exist constants c > 0 and β > 0 such that,

for all balls B = B(x0, r) and for all t > 0,

Pt1Bc(x) ≤ ct

rβ
for μ-almost all x ∈ 1

4
B.

(R1) : For all u ∈ F ∩ C0 and all x, y ∈ M , the following inequality holds:

|u(x)− u(y)|2 ≤ Cd(x, y)γE (u) .

(R2) : For all x ∈ M and r > 0,

R(x,B(x, r)c) ≥ C−1rγ .

(R) : For all x, y ∈ M,

R (x, y) � Cd (x, y)
γ
.
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