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BOUNDED MEAN OSCILLATION AND THE UNIQUENESS
OF ACTIVE SCALAR EQUATIONS

JONAS AZZAM AND JACOB BEDROSSIAN

ABSTRACT. We consider a number of uniqueness questions for several wide
classes of active scalar equations, unifying and generalizing the techniques of
several authors. As special cases of our results, we provide a significantly
simplified proof to the known uniqueness result for the 2D Euler equations in
L'N BMO and provide a mild improvement to the recent results of Rusin for
the 2D inviscid surface quasi-geostrophic (SQG) equations, which are now to
our knowledge the best results known for this model. We also obtain what
are (to our knowledge) the strongest known uniqueness results for the Patlak-
Keller-Segel models with nonlinear diffusion. We obtain these results via tech-
nical refinements of energy methods which are well-known in the L? setting
but are less well-known in the H ! setting. The H~! method can be consid-
ered a generalization of Yudovich’s classical method and is naturally applied
to equations such as the Patlak-Keller-Segel models with nonlinear diffusion
and other variants. Important points of our analysis are an LP-BM O interpo-
lation lemma and a Sobolev embedding lemma which shows that velocity fields
v with Vv € BMO are locally log-Lipschitz; the latter is known in harmonic
analysis but does not seem to have been connected to this setting.

1. INTRODUCTION

The term active scalar refers to a wide variety of nonlinear advection-diffusion
equations for a scalar density which, through a nonlocal operator such as an elliptic
PDE, gives rise to the advective velocity field (to the authors’ knowledge, the
terminology is originally due to P. Constantin [I2], although we are using it for
a wider class). The purpose of this paper is to study the uniqueness of sufficiently
regular weak solutions to such equations in R? for dimensions d > 2. Our main
interest will be achieving uniqueness at relatively low regularity, and we will not
be overly concerned with how quickly our solutions decay at infinity. The methods
can also be extended to more general domains, for example, bounded Lipschitz
domains, as elaborated further in §5l

The best known active scalar equations are the 2D Euler equations (v = 0) and
Navier-Stokes equations (v > 0) in vorticity form

wy +v - Vw = rAw,
{ v=VtA)lw.

The classical proof of uniqueness due to Yudovich [39] proves that weak solutions

are unique provided w(t) € L>(0,T; L*(R?)) N L>(0,T; L>°(R?)). He also devel-

oped the classical existence theory for solutions to 2D Euler of this form based

on the method characteristics (see also [27]). Given two weak solutions wi,ws his
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method estimated the evolution of ||vy(t) — va(t)]|2 (with the obvious notation).
Measuring [|w; — wa|| -1, however, provides a natural generalization of Yudovich’s
method to many other active scalars of interest (see [4L5L[7,29] and below). Later,
Yudovich extended his proof to cover cases with unbounded vorticity [40], but with
certain restrictions on the growth of ||w|, as p — oo, which ruled out logarith-
mic singularities. In that article, Yudovich also seems to have been the first to
note the connection between the Osgood condition for the uniqueness of ODEs
and the uniqueness of the 2D Euler equations. Vishik [37] later proved what is
to our knowledge the optimal known uniqueness results, which include the class
w(t) € L*>=(0,T; LY(R?)) N L>°(0,T; BMO(R?)). His methods, in which of course
the Osgood condition plays a role, are based on wavelet decompositions and a
precise Littlewood-Paley decomposition of solutions to the 2D Euler equations in
standard Eulerian form. One of the several results of our article is that Yudovich’s
significantly simpler method can also be used to prove uniqueness to the 2D Euler
equations with w € L' N BMO. We emphasize here that we only prove uniqueness
in this class, not the more difficult question of existence. Ultimately, the reason
this is possible rests on the facts that Calderén-Zygmund-type singular integral
operators map BMO to itself [34] and vector fields v with Vv € BMO are locally
log-Lipschitz (Lemma [Il below) and hence satisfy the Osgood condition.
The first class of active scalars we study are PDE of the form

(1) pe+V - (pVp) = AA(p),

where A is nondecreasing (potentially zero) and V is a linear operator which is
roughly smoothing of order one (e.g. derivatives of solutions to second order ellip-
tic PDEs, S~! pseudo-differential operators, etc.). As mentioned above, the most
famous of such equations are of course the 2D Euler and Navier-Stokes equations.
Other examples include the parabolic-elliptic Patlak-Keller-Segel model and related
variants [4,[7H9], where one would have for example Vp = —V(A)~!p, as well as
the inviscid aggregation equations [0l[6L[24]. As alluded to above, we will essentially
apply Yudovich’s energy method to these equations, measuring the difference of
weak solutions in H~!. This also has the very useful additional benefit of treating
nonlinear filtration-type diffusion very naturally, which is well-known to be a mono-
tone operator in H~! [36]. Indeed, the proof applies regardless of how pathological
or strongly degenerate the nonlinear diffusion is. This technique was applied in
[4[7] to Patlak-Keller-Segel models and aggregation equations with porous media
type diffusion.

A second class of active scalar we consider is essentially variants of the 2D surface
quasi-geostrophic (SQG) equations studied by, for example, [10]13]21122L30,38],

(2) pt+Vp-Vp=—v(=A)p,

with » > 0, v € (0,1] and V a linear operator of roughly Calderén-Zygmund-type
which is divergence free, i.e. V-Vp = 0. The 2D SQG equations are the special
case given by Vp = VX (—A)~Y2p = (= Rap, R1p), where R; are the standard Riesz
transforms. To study these equations we measure the difference of weak solutions
in L?, but largely we use similar methods and techniques as used for the class ().
Uniqueness results for both [I) and (2] are discussed below in §3

For inviscid active scalar equations, the authors are not aware of any uniqueness
results which extend to problems with velocity fields less regular than those that
satisfy the Osgood condition. Quantitative stability estimates, such as those here
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and those in [25,26L[30,37], transfer the regularity of the velocity field into stability
in time of the norm being measured. In the Eulerian framework of an H~! estimate
here, or in the work of Vishik [37], the intuition for this is not immediately apparent,
as the modulus of continuity of the velocity field is not explicitly used in the proof.
However, the Lagrangian methods of Loeper [6,[IT,25\26], which measure stability
in the Euclidean Wasserstein distance, make direct use of the Osgood condition as
one which ensures that characteristics are well-posed and hence the induced flow
map has sufficient stability and regularity properties. In contrast, nonuniqueness
results for the 2D Euler equations [15,[B1182] apply only to problems of far lower
regularity than those which satisfy the Osgood condition, leaving a rather wide gap
between the cases which are settled. The DiPerna-Lions theory of renormalized
solutions provides uniqueness for linear transport equations under very weak hy-
potheses; however, perhaps not coincidentally, these solutions do not seem to have
well understood stability properties [11[16].

For viscous problems, it is well-known that linear diffusion should improve the
picture by providing a potentially useful negative term in stability estimates. In §4]
we show that this can be applied also in the H~! method for models of the form @
with A(p) = p. As a special case, our results show that fot [ 1pl? + |Vp|? dzdt < oo
is sufficient for uniqueness of weak solutions to ().

Some of the simplicity of the method arises from the use of scale-invariant (ho-
mogeneous) norms: for the first class we estimate stability in H~1, for the second
class, we estimate stability in L2. The use of more norms which could treat specific
length-scales with more precision, such as Besov-type norms as in [37], likely allows
one to loosen requirements on the integrability of solutions at infinity and also treat
active scalars such that the velocity operator V' is of a type in-between those above,
for example, as studied in [14]. All of this, of course, would complicate the proof
significantly.

Turning back to the 2D Euler equations as the canonical example, we point out
here that the regularity implied by w € BMO, as opposed to the integrability,
is very crucial. Lemma ] below shows that w € L' N BMO imparts a certain
amount of control on the integrability, that is, ||w||, < p as p — co. However, we
emphasize that this integrability alone is not enough for the following proof to work.
Yudovich’s proof in [40] uses only integrability and requires a stronger restriction
on how fast |lw||, can be allowed to grow in p. The results in [20] indicate that
initial data which satisfies Yudovich’s restrictions (but are not BMO) can result
in velocity fields which are not log-Lipschitz (but still Osgood), and hence are in
fact less regular than those studied here. Hence, it is important to emphasize that
simply having logarithmic singularities in the density is not the key idea. The
regularity conveyed by BMO is used twice in our work: that Calderén-Zygmund-
type singular integral operators map BMO to itself and that velocity fields with
Vv € BMO are locally log-Lipschitz (Lemma [I]).

Notation and conventions. We briefly mention the definitions of weak solution we
are using. Our theorems will generally require stronger regularity assumptions than
these definitions; these simply provide the baseline. We use the following defini-
tion of weak solution to ([Il). This notion is stronger than a standard distribution
solution, as we must be able to measure the stability of solutions H !, which will
require taking test functions in H'. In 2D, a slight modification (suggested in [0])
must be made as H 1(R?) is not a sensible function space.
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Definition 1 (Weak solution to (@). If d > 3, let V = H' (hence V* = H™!);
and if d = 2, then let V = {f eL>:Vfe LQ}. We say a measurable function
p:[0,T] x R — R is a weak solution on some time interval [0, 7] to () if p; €
L2(0,T;V*(RY)), VA(p) € L?(0,T; L%(R%)), pVp € L*(0,T; L*(R%)) and for all
¢ € L*(0,T;V) we have

/0 (pr. 6(1)) dt = — / / (VA(p(t)) — p()Vp(t)) V(t)dt.

For () we may take the standard notion of distribution solution, as we need
only to measure stability in L2.

Definition 2 (Weak solution to (). We say a measurable function p : [0, T]xR?% —
R is a weak solution on some time interval [0,7] to @) if p € L?(0,7T; L?) and for
all p € C((0,T) x R?) we have

T
/ /p (¢t —Vp-Vo+v(—A)"¢)dxdt = 0.
0

We denote the set {u > k} := {z € D : u(z) > k} if S C R% then |S| denotes the
Lebesgue measure and 1g denotes the standard characteristic function. We denote

fa :=][Afdx=ﬁ/Af.

We denote the standard Lebesgue spaces || f|, = ([ [f[" dx)l/p. We take the uni-
tary convention of the Fourier transform,

1 —ix-
fl&) = W/f(x)e fdg,

and denote the homogeneous Sobolev spaces H* as the closure of the Schwartz space
under the norm || f| . := || [£]° f||L§ and the inhomogeneous Sobolev spaces H® as

the closure of the Schwartz space under the norm || f|| g := ||(1 + \E\Q)S/Qf”Lg.
We use N to denote the Newtonian potential:
= log |z| d=2
271— ) )
N(z) = { I'(d/2+1) -

2—d
dd s =yl d=3

We will denote space-time norms with the shorthand

||fHLng = ”fHLf(&T;LZ(Rd))a

as the time interval and domain will usually be obvious from context. In formulas
we use the notation C(p,k,M,...) to denote a generic constant, which may be
different from line to line or even from term to term in the same computation.
In general, these constants will depend on more parameters than those listed, for
instance, those associated with the problem such as I and the dimension, but
these dependencies are suppressed. We use the notation f <,k g to denote
f < C(p,k,...)g, where again, dependencies that are not relevant are suppressed.
We will also frequently work with dyadic cubes,

d
U {H[ai,ai +2":a; € Q”Z} ,

neZ \i=1
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and the side length of such a cube @ in this collection will be denoted by ¢(Q). For
A > 0, we write AQ for the cube of the same center as () but A times the radius.

2. LEMMAS

We begin with a few relatively short lemmas which, while simple, provide the key
technical tools for this work. The first lemma is essentially a logarithmic variant of
Morrey’s inequality, allowing one to assert the log-Lipschitz regularity of a vector
field based on the gradient having bounded mean oscillation. Although, as discussed
above, we do not need to make explicit use of this lemma, it reflects probably the
most fundamental observation, as this regularity is ultimately connected to the
stability necessary to prove the uniqueness theorems below. It also shows that for
inviscid problems, the Lagrangian proof of Loeper [26] could likely be extended
to cover all of the (inviscid) cases considered in Theorem [2] below as well as the
Vlasov-Poisson equation (one would only need to extend Theorem 2.9 in [26]).

Lemma 1. Let v € LP(R?) for some 1 < p < oo such that Vv € BMO(R?) and

sup / [Vu|dz < .
z€R? J B(z,1)

Thenv € L™ and for |z — y| sufficiently small (depending on sup,cpa fB(w 1 |Vl dz
but not on x,y),

lv(z) = v(y)| S & = yllog [z — yl| [[Vv]| Baro-

This lemma is known in harmonic analysis (cf. [28, Theorem A.2, Proposition
A.3]). In the aforementioned reference, for example, it is used to establish that
quasi-conformal vector fields are log-Lipschitz. A standard proof involves first show-
ing that a function satisfying the conditions of the lemma is in the Zygmund class
whose functions are log-Lipschitz continuous. For the reader’s convenience, how-
ever, we supply a self-contained proof in the appendix.

The John-Nirenberg inequality [34] is one classical way to quantify the idea that
functions in BM O have at most logarithmic singularities and, in particular, asserts
that any f € BMO is in L} . The following interpolation-type lemma provides
a slight variant of this idea which will prove to be a simple but very important
technical tool. In order to treat bounded domains, we will also prove the lemma in
the natural class of so-called uniform domains.

Definition 3. A domain 2 is a C-uniform domain if, for any points x,y € 2, there
is a curve v C Q connecting x and y with length(y) < C|z — y| and such that for
all 2 € 7y, B(z, Mndle=zblv==lhy c .

There are several different equivalent definitions of uniform domains in the lit-
erature (see [35]), but this one will suffice for our purposes. Visually, a uniform
domain is one where any pair of points x and y have a crescent shap of bounded
eccentricity contained in € whose corners are x and y. Moreover, it is straight-
forward to confirm that Lipschitz domains are uniform. The class of C-uniform
domains is natural here due to the extension theorem of Peter Jones [19], which we
will exploit in proving the following lemma.

LA “cigar” shape is the more common, albeit misleading, terminology in the literature.
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Lemma 2. Let f € LP° N BMO(Q), where Q is a C-uniform domain, py < oc.
Then, for p, pop < p < 00,

1_Po 1—20 Po
(3) fllp Sapo P 7 1l pasolflpo -

In particular, for large p, the LP norm grows at most linearly as p — oo.

Proof. We first prove the lemma in the case of Q = R? where the proof proceeds
naturally. We will use the Calderén-Zygmund decomposition which splits f into a
sum of two parts: a “good” part that is uniformly bounded, which we will bound
using the pg-norm of f, and a “bad” part, which, though not bounded, has mean
zero locally and may be bounded by the BMO norm of f (see [34] 1.4]).

Without loss of generality, we may assume f has compact support. Define the
dyadic maximal function

M (x) = sup ﬁ /Q ] (),

z€Q

where the supremum is taken over all dyadic cubes ) containing x.
Let a > 0 be chosen later, E, = {Mf > a}, fi = fxge, f2 = f — f1. Note by
the Lebesgue differentiation theorem f; < «. Then

(4) LAlE < a7 P0 || fl[7e.

Let {Qx} be the collection of maximal dyadic cubes with disjoint interiors such

that
]l > o
Qkr

Each z € E, is certainly contained in such a cube @ by the definition of E,, and
that cube must necessarily be contained in E,, for otherwise, there is y € Q N EY,
and by definition of M f(y), M f(y) > «, a contradiction. This maximality also

implies that
f isaa
Qk

Since f is in BMO, we also have (see [34, IV.1.3 (13)])

][Q 1 = foul” a Gllfllmao) -

We now estimate

/|f2|p=;/% 717
s2p§kj(/% If—ka”+/Qk fauP)

Sd 2pz (pll fllBrro)” 1Qk| + a?|Qy|
%
=2 ((pl fllBmo)? + ) [{M f > a}]

< » o o IS
Spo.d 2P (Pl fllBrro)? + >W’
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where in the last line we used the Chebichev and Hardy-Littlewood maximal in-
equalities in showing

M £115s 1S
M >0} < i <,

We now let o = || f||p, and obtain
o) 12 Sa 2@l 5 msso)” + 1171,

Note that (@) implies ||f1|[5 < [|f|[5,- Adding this estimate to (B) and taking
pth-roots of both sides gives

(6) 1£llp Sapo Pllf I BAIO + [ flpo-

Now, since this holds for all functions f € BMO N LP° and this class is scale and
dilation invariant, we can scale the argument of f by a factor § and the inequality
will still hold. Let fs(z) = f(dx). The effect on the norms is

_d _d
fsllp = 6721 llps [ fsllpe = 0~ #0[[fllpo, and || fsllBao = [Ifl|Baro-
Hence, letting n = 5’5, we have that for all 7,

1 R
ne ||pr Sd,po pllfllBao +nro Hf||p0'

y— (P|f||Bsz)p0
[1£11po

Choosing 7 such that

implies
_1 1
1£llp Sape 17 @IflIBA0 + 070 ([ flpy)
_1
=2n"rpl|fllBmo

—_Po
P

=2 (20 bl llowio

Po 1-20 Lo
=2p 7 |[fllgasoll fllps -

We now begin the process of generalizing the lemma to C-uniform domains, but
first focus on the case of unbounded domains. The proof of R? does not translate
immediately to this setting; if we pick a > 0 and maximal cubes Q; in Q as before,
the cubes may be maximal merely because their parent cubes are not contained in
Q, and hence we cannot guarantee JCQ7 |f] ~ a.. To overcome this issue, we employ

an extension theorem of Peter Jones to reduce to the R? case.
Theorem 1 ([19]). If Q is a C-uniform domain, there is a bounded linear extension

operator from BMO(Q2) onto BMO(RY) whose norm depends quantitatively on d and
C.

We can actually write the extension operator explicitly. First, let W = W ()
be the Whitney cube decomposition for the domain Q (cf. [33 p. 16]). The cubes
W have disjoint interiors, UQeW Q = (Q, and satisfy that for all z € Q € W,

(7) Q) ~q dist(Q, 09Q) ~q dist(z, 0Q)

with constants independent of €2 (such a collection exists for any open set ).
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Let W’ be a Whitney decomposition for (2€)°, and for each ' € W’, assign to
it the closest cube T'(Q’) € W such that ((T(Q")) > £(Q’). If Q is an unbounded C-
uniform domain, then we may always find such a T(Q’). To see this, pick z,y € Q
and connect them by a curve satisfying the properties in Definition Bl Pick z €
such that min{|z — z|, |y — 2|} > @ Then z is contained in a Whitney cube Q
such that

dist(Q, 00Q) ~q dist(z,0Q) 2 |z — y|.

Thus, if 2 is unbounded, we may pick x and y so that |z — y| is as large as we like,
and hence, for any Q' € W', we may always find T(Q’) € W with £(T(Q")) > £(Q").
Now we can write the extension. For f € BMO(Q2), define (cf. [I9], pp. 54-57])

(8) f=r+ Z][ NE

We claim that there is C” depending only on C' and d so that

(9) T(Q) CC"Q and Q' C C"T(Q") whenever L(T(Q")) > £(Q").
By Lemma 2.10 in [19], we know that

(10) if ((T(Q) > £(Q"), then d(Q",T(Q)) Sc.a UQ) < UT(Q))

(which holds regardless of whether € is bounded or unbounded), and by virtue
of T(Q') and Q" being Whitney cubes in Q and (£2¢)° respectively, we also know
UT(Q")) ~c,q £(Q), which implies ([@).

Hence, if z € Q' € W', then

(1) forsf fiseaf | if1s0Ms)

where, by an abuse of notation, M f now denotes the uncentered maximal function
(that is, M f(zx) is the supremum of averages over all cubes containing x, not just
dyadic cubes). Moreover, we are considering f to be defined over R? with f = 0 in
Q°. Hence, by Theorem [1l (B) (which we have proved for functions in BMO(R?)),
and the Hardy-Littlewood maximal inequality,

7 —zo 5 1= i
||fHLP(Q) < HfHLP(]Rd) spo,d pl P HfHBMo(Rd)HfHLpo(Rd)

1—20

1—Po Po
S caP 7 Hf”BMpo(Q)”MfHLppo(Rd)

1-20 2o
Sdmo ||f|‘BMI(J)(Q)||fHLppo(Rd)-

We now prove Lemma [2] in the case of a bounded C-uniform domain. In this
setting (again, citing the construction in [19]), the extension f is defined in a way
similar to before, but we need to address the fact that for any cube @Q’ there
might not be a cube T(Q') € Q with £(T(Q")) > £(Q') (recall that, before, the
unboundedness of ) played a role in showing that one existed).

First, we claim that there is C’ depending only on C' and d so that any bounded
C-uniform domain €2 contains a Whitney cube Qg so that

(12) Qo C N C C'Qo.
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To see this, pick z,y € Q so that |z — y| > 5(2&

can find Q¢ C 2 such that

. Then, just as we did earlier, we

U(Qo) Zc,a lv —y| 2 €K2),
which proves the claim.

b )d(%—%)
- SO
) ) [Qo| PO
that |tQ|? = [tQo|?o . Notice (@) is invariant under such dilations, and ¢ remains
C-uniform with the same constant C. It is easy to verify that the collection tW =
{tQ : Q € W} still satisfies the properties of a Whitney cube decomposition for
tQ) (with constants depending only on d and not on ¢t). To simplify notation, we
will suppress the value ¢ below or assume without loss of generality that ¢ = 1, and

henceforth we assume that

Next, the proof is simpler if we scale R? by a factor t = (

(13) €27 = [Qo| 7.

Now for each Q' € W', assign to it a cube T(Q') € W closest to @’ such that
LT (Q")) > £(Q") if such a cube exists; if not, choose T(Q") = Qo.

Let f € BMO(Q), and define f exactly as in (8) (which the association Q' —
T(Q') just defined). Applying Theorem [ directly to f would again immediately
imply @) if we knew ||f]lp, < ||f]lpy, but f is constant and potentially nonzero
outside far away from 2. To remedy this, we instead consider g = f — fg, extended
to be zero in Q°¢, and our first goal is to show that for all 2 € RY,

(14) ()| Sca Mg().
Establishing this estimate is similar to (IJ). Let x € Q' € W'. If T(Q') < £(Q"),
>

then T(Q') = Qo and (I4) is trivial since g(z) = 0. Otherwise, T(Q') > ¢(Q’), and
we may apply (@) and proceed as we did in (II]) to obtain

gl<f ol Senaf 9] < My(o),
Q) B(z,C"(Q"))

which proves (I4).
Now we may proceed:

~ L 1
(15)  lgllLro®ey S [1MgllLeo@ay Spo.a ll9llLro @) < ||f”LT’0(Q)+|Q|p0][ /]

Qo
a1

(1) swuwm+am(f )"

a7) < Wil + () <prﬂ%

(W)
(18) S cra llfllLeo -
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Thus,

1
I1sey < lollion 19203 f 11
0

- 1 Po
<l + 1} ( f |f|p0)
Qo

Sdpo Pl Bro@)l| + 111 Lro ray + [1f]|ro (@)

S cra P9l Brow) + [ fllLeo (o)

= pllfllBmoc) + 1f1Lro (),
where in the last line we used the fact that the BAM O norm of a function is unaf-
fected by adding or subtracting a constant (in this case, the constant is fg,). The

penultimate line used Theorem [l We have now arrived at (@), and from here we
may proceed as before in the R? case. O

The next lemma provides straightforward sufficient conditions to be in the Hardy
space H', which arises when treating the R? case in Theorem [ below. It is not
relevant for the treatment of bounded domains. The lemma is also general enough
to find used elsewhere [3].

Lemma 3. Let f € L' N LP for some p > 1 and satisfy ffda: =0, M; =
[ z||f(z)|dz < co. Then f € H' and

[f 1 Sap [1fllp + M

Proof. We will prove this using the duality between BMO and H'. Therefore, let
IKllBao = 1. In what follows, we denote Kg := mf‘ K(z)dx. By the
mean-zero condition on f,

/dexs/ IK—Klllf\dach/ K — Ky |f] de.
|z|<1

|z|>1
By Holder and p > 1 with ||K||garo = 1, we have

1/p’
T < Iflly (/ K=K f? dx>
lel<1

S 1 1lp-

The second inequality can be found in the proof of the John-Nirenberg inequality
in [34]. We now deal with the second term. Define the dyadic annuli A, :=
{zeR?: 2" < |z| <2"*!} for n > 0. Let E, := {x € A, : |[K— K| >2"}. By
definition we have then

TQ:Z K = Kal [f] dx + [IC = IC1| | f| dox = Ta1 + Tho.
E, A,

n>0 \E,

z|<R

= T1 +T2

The second term can be estimated via

(19) Ty < 2° /A flde < /A 2] £ (2)] da
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Since £ € BMO, we have |[Kon+1 — Kon
Applying this to T5; implies

<a 1, and therefore |[Kon — K1| Sy n.

1/p
Ty < ( K- Kl dz> 11,

1/p’
|{\/c IC1|>>\}ﬂA|)\p_1d>\) £l

1/p’
< (p/ (1K = Kan| > A— Cn} 1 A, A7 -ldA) 1l

for some C = C(d) > 0. Using the John-Nirenberg inequality [34], there is some
¢ = ¢(d) > 0 such that

1/p’
/ K- /C1|f|dar<<|A| / *C"A“dx) T

e’} , 1/p'
5 (2ndeCan e—)\c>\p _1d)\) Hf”p

Therefore, for large n we have

(20) / K — K| | flda S 202/ =1n/p (Cen/p’ o=e2" /6" ||

n

Summing () and 20) over n then implies

Ty %y I llp + Mo =

3. UNIQUENESS OF WEAK SOLUTIONS TO () AND (2]

We will require that the nonlocal linear operator V satisfy the following three
conditions.

C1. ||Vpllq S llellp with 1+ % = =1 +% and 1 <p < g < 0.
C2. The regularity requirement that VV : BMO(R?) — BMO(RY) is a
bounded linear operator which additionally satisfies |VV fl, < p||f|lp for

all p spﬁiciently large.
C3. The H ! stability estimate |V f|l2 < || f]| g-1-

Remark 1. The first condition can be weakened to require that V : L% — L% for
any 1 < q1,q2 < 0.

Remark 2. Condition C1 is a basic integrability requirement which is mainly to
control the decay of the velocity field at infinity. Condition C2 is what provides
sufficient regularity on the vector field to ensure log-Lipschitz continuity via Lemma
[ Only these two conditions are necessary to apply the proof of Theorem [ to
linear problems in which the vector field is fixed independent of p. Condition C3
will be used as a stability condition which controls the dependence of the vector
field V' (p1 — p2) on p1 — p2, and hence is necessary to deal with the nonlinear aspect
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of the problem. Condition C3 holds in several classes in known cases, including;:

(a) If V is a Fourier multiplier, then C2 implies C3, since differentiation and
V' will commute. This covers all cases of the form Vp = K % p for any K
such that VK is a singular integral operator of Calderén-Zygmund type.
Common examples include: the 2D Euler equations, a number of parabolic-
elliptic Patlak-Keller-Segel systems and many general aggregation equa-
tions.

(b) Vp = Vcand Le = f, where L is a second-order uniformly elliptic PDE,
will satisfy C3 with minimal conditions on the coefficients. For example,
for Le = =V - (A(x)Ve) + v(z)c = f, it suffices to take A,y € L*> with
A symmetric and uniformly positive definite and v(x) > 0. Hence in this
case it seems C2 is more stringent than C3. Theorem [2]is applied in this
context in [3].

(c) If Vp is a pseudo-differential operator in the standard symbol class S—! (as
defined in [34]), then it will satisfy both C2 and C3.

Of course, C3 fails for many models. For example, in the case of the 2D SQG
equations, Vp = VE(=A)"Y2p = (=Ryp, R1p), and C3 fails in this case (it holds
with H—! replaced by L2, which allows Theorem [B]). It can also fail in the case
of (b) above if A(z) is only symmetric positive semi-definite. However, we should
note that we are unaware of an example in which C2 holds and C3 fails, unless one
is interested in extending this method to nonlinear nonlocal operators V'[p], where
C3 must be replaced by [[V[p1] = Vip2]llz < [lo1 — pallg-:-

Theorem 2 (H’l method). Suppose V' satisfies properties C1-3 and consider the
active scalar

(21) pe+ V- (pVp) = AA(p),

where A : R — [0,00) is measurable and nondecreasing (possibly zero). Suppose
there exist two weak solutions p1(t), p2(t) defined on [0,T] which satisfy p;(t) €
L2(0,T; BMO(RY)) N C([0,T]; LP°(RY)), where if d > 3 we assume 1 < pg <
2d/(d+2) and if d = 2 we take po = 1. In d = 2 we additionally assume p;(z)x €
13°(0,T; LL(R™). Then if p1(0) = pa(0), then p(£) = pa(t) on [0, 7).

Proof. Define w := p; — po and let ¢ = —A * w. First, notice by Lemma [ that
pi(t) € L?(0,T; LP) for all p > po. If d > 3, note also that po/(po — 1) > 2d/(d — 2).
By Young’s inequality we have

IVo(B)lloo < VN1, (o) 22, lwll2a + [VN1ra\ 5, o)

2d—1
which implies V¢ € LZL°. If d > 3 we similarly have
[()lloe < N 15, (0) [l 22 1wlloa + VN 1ra\ 5, (o)l 2 (@]l

2d

ra_|[w|p,
Po—T Po

and therefore ¢(t) € L?L°. In R?, by Lemmal[3] w(t) € H! uniformly for a.e. time;
hence, ¢(t) € L{°L® from the duality of H! and BMO,

1
ot = | [ 5 1ogl — ylw@)dy] S o,

In particular, —A¢ defines a bounded distribution, and hence we have —A¢ = w

in the weak sense. In d > 3 note by Young’s inequality for L7555 that
1900z S ol 2, IVAT o o

d+2
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hence V¢ € L?L2. Proving this in d = 2 is more delicate as it does not follow
from only LP estimates on w; we follow a procedure similar to that taken in [5]. By

Parseval’s theorem it suffices to prove that % € L?L2. First, notice that

/|V¢(t,x)2dx_/’%(t,g)rdgﬁ/lglq |“’(2|5 d§+/| (t,€)]? de.

The latter term is controlled by Parseval’s theorem since w € LZL2. The first
term is not a priori controlled as [£ |72 is not integrable in R?; however, it suffices
to prove that @(t) is uniformly Lipschitz continuous. By the Riemann-Lebesgue
lemma, w(t,z) € C([0,T]; LL(R?)) implies w(t, &) € Cy([0,T]; Cr(R?)). Since (1))
is in divergence form, we have [w(t,z)dz = 0 and therefore w(¢,0) = 0. The
Lipschitz continuity follows from the control on the first moment: let &;,& € R
then by the mean value theorem for i € {1, 2},

[ (e - ey da

: X _
W/|pi(x)|’1—e (§1—¢&2)

<& —szw/m-@c)\ 2| d
= Mi(p;) &1 — &2

1pi(&1) — pi(&2)| < W

dx

Hence, V¢(t) € L2 uniformly in time. Therefore, regardless of dimension we have
that V¢ € LZ2L2NL2LS° and we can finally compute the evolution. By the regularity
assumptions of the solution and the regularity properties of ¢ deduced above, we
may use ¢ as a test function in the definition of weak solution and compute the
time evolution of ||[V(t)]|2:

2dt/|v¢| dx /V¢ V(btdx—/qﬁwtdz
- / OV - (VA(pr) — VA(p2) — wVpy — pa(Vipr — V) d

- / (A(pr) — Ap2)) (p1 — p2)d + / V- wVpide

+/V¢-pz(Vp1 — Vp)dx
=T14+T2+1T3.

Since A is nondecreasing we have

T1=- / (A(p1) — A(p2)) (p1 — p2)dz < 0.

We now deal with T2, which is most related to the regularity of the advective ve-
locity field. Since w = —A¢ and the boundary terms vanish due to the integrability
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conditions on w,

T2=-%" / 8500, 6(V p1) jda
ij
= Z/5i¢8ij¢(VP1)j + 0;00;¢0;(V p1) jdx
ij
=3 [0, (310087) (Vor), +0.00,00,Vpi)
ij

< / V| [V de.

Using VVp; € L BMO, and Lemma[2we then have
1-1/p
[Ivvalvefas < vl ( [ 1vapre dx)

1-1/p
S @IIVVpillBao + [IVVpillp,) <||V¢II§£’/(”_”_2/V¢|2GZ$>

< 0IVVprllBao + 1) | V8|7 V||3 7.

Now we turn to T'3, which concerns the stability of the map p — Vp. By Lemma
again we have

T3] < llp2llp Ve (Vo1 = Vio)llp/m-1)
5 (pHPQHBMO + HpQHpO) quf)Hzp/(p_l)HVpl — Vp2||2p/(p—1)
< wloellzaio + 1) VI IV oL = Voo PV 6]~V pr = Voall, ™7

Assumptions C1 and C2 together with Morrey’s inequality imply Vp; € L?L°.
Assumption C3 implies |V (p1 — p2)ll2 S |Vé|l2. Therefore, for all p sufficiently
large we have

d _
S IVeI3 < pf@)Vel o,

(14+2/p)

for some positive f(t) € L?/ . Integrating, we get

Vo057 — Vo(0)]]3/7 < / f(s)ds.
0

Since p1(0) = p2(0) this implies

t P »
9oz < ([ 76305) < (155 )’

Hence, if we restrict ¢ < ¢y < 2*3||f|\;;?/2 we have [|[Vo(t)||3 < 277, we may

t (OvT)7
send p — oo and we prove ||[V¢(t)||2 = 0 a.e. in time 0 € [0, %y]. However, clearly we
can simply iterate and prove that ||V (¢t)||2 = 0 on [0, T] and therefore w(t) = 0. O

The following result combines the methods of the above theorem with an L2
estimate to provide a simplified and more general proof of the results in [30]. In
particular, we do not need to assume that logarithmic singularities in the derivatives
occur on a bounded set.
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Theorem 3 (L2 estimates). Let V' be a bounded linear operator V: BMO(R%;R) —
BMO(R% R®) which satisfies |V flp, < pllfllp for all2 < p < oo and V-V f = 0.
Consider the active scalar,

pe+Vp-Vp=—v(=A)p,

for some v € (0,1] and v > 0. Suppose there exist two weak solutions pi(t),
p2(t) defined on [0,T) which satisfy pi(t) € Cy([0,T); L2(RY)) and Vp; €
L3(0,T; BMO(RY) N LPo(RY)) for some py € [1,00). If p1(0) = pa(0), then
p1(t) = pa(t) on [0,7).

Remark 3. It will be evident from the proof that we need only assume Vp €
LiT(0,T; BMO N LP°).

Remark 4. If v > 0, then we may potentially relax the conditions of this theorem;
see # below. However, note that depending on the decay of Vp, there are still
dissipative cases covered by this theorem that are not covered by Theorem [ below.

Proof. We estimate the L? norm of w := p; — py. First, notice that by Lemma [I]
pi,w € L?L and are in fact log-Lipschitz continuous for a.e. time. Using the
divergence free condition,

2dt/| ‘ dw_—l// (— A)'ywdx—/wVpQVw—l—wVpg-deac
= —V/||V|'YW\2dx+/wVp2-dea:

< /wVpg -Vwdz.

Using Lemma [ for p > po and the boundedness of the mapping V : L#/(P—1)
LQP/(p_l), we get

1-1/p
< p— =
55 [ ol ds < 19l | [ 1wVl de]

(p—1)/2p (p—1)/2p
2p 2_p
< Voo + [Voslly) [ [ vui dx] [ [ dx}

2p 2 (p=1)/p
5 (pHVpQ”BMO + ||Vp2||p0) <p_—1> |:/ |w|1’—1 dz]

< 0lIVp2ll Baro + 1V p2llp,) [1wl|27 w3
Since Vp; € L?(0,T; BMO, N LP), for p sufficiently large we have

1 d 2 2_2/
< p
5ol S pf @) wl3 ™,

for some 0 < f(t) € Lf/(l+2/p)(O,T). As above in the proof of Theorem [2 this
suffices. O

2— 2/p

4. STABILITY RESULTS FOR ACTIVE SCALARS WITH DISSIPATION

In §3] the sign-definite dissipative effects were ignored and viscous and inviscid
systems were treated in the same fashion. It is well-known that for the dissipative
2D quasi-geostrophic equations one can still have uniqueness at lower regularities
than what is provided by Theorem [3 (see for example [2I138] and the references
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therein). In light of existing results on 2D SQG, the following easy general theorem
is proved by a standard application of Gagliardo-Nirenberg or Sobolev embedding
and essentially mirrors contraction mapping arguments for local existence and small
data critical theory, but we state and prove it for completeness.

Theorem 4 (L? estimates for dissipative active scalars). Suppose there is some

q > d/(2v) with ¢ > 1 such that V : Lo — Lo is a bounded linear operator.
Consider the dissipative active scalar,

pe+Vp-Vp=—-v(=A)p,

for some v € (0,1] and v > 0. Suppose there exist two weak solutions pi(t), p2(t)
defined on [0, T] which satisfy pi(t) € Cy([0,T]; L2(R?)) N L2(0,T; HY) and Vp; €
LY(0,T; L) with r = 25;_d. Then, if ¢ > d/(2v) we have the stability estimate

_ d
(22)  lpa(t) = p2(t)ll2 < exp |v™Fa=1C(d, q, || Vil Ly e
||V||L2‘1/(‘1*1)—>L2‘1/(<1*1))} p1(0) = p2(0)]2-
If d > 27 and the critical norm satisfies

HVMHLOCL% < veo(d, |V p2a/@—2v)_ p2asa-2v)),
t

T

for some absolute €y depending only on those quantities indicated, then the solution
map is a contraction in L?; that is, for allt > s >0,

p1(t) — p2(D)Il < llp1(s) — pa(s)ll2, Vt > s.

Proof. Beginning as before we define w := p; — po, and using the divergence free
condition, we get

1d

§E/|w\2da: = —1//w(—A)“’wdaz—/wVpQVw—FwVpg-dex

= —1//||V|”w\2dx+/wVp2-dex,

where |V| is the Fourier multiplier |V| f := (27)~%2 [ |¢] f(€)e*€d¢. First consider
the subcritical case ¢ > %. By Gagliardo-Nirenberg we have

d

1— -2 _d_
[wll 2o < Cd, g, l[wlly [V wllz™,

which implies

ld 2 Y onl|2

57 / ol do < =v|[ |91 wll3 + ] 20 |Vl 2 1902l
_ Y oapll2 2

< | VI wlf + lwleg IV 25, 2a [ 9p2llg

2_d a
< vV w3+ Cld. g Mlwlly VIl VI 20 20 [Vealla:
—La
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By weighted Young’s inequality,

2dt/|w| d

d
V\ " 2vq=d o
<INVl w3+ (3) T (e VI a ) IVl el
d
V\ " 2vqg—d
< ()T C(dam VI 2 ) IV ol

which implies the assertion (22) by Gronwall’s inequality.
We now prove the critical regularity assertion (). Beginning as before we have

2dt/| | dr = —V/ (— A)"wdaz—/wVpQVw—l—wVpg-dea:

= —V/|\V\7w|2dx+/wVp2-dez

VI w3 + w22y

IN

By (homogeneous) Sobolev embedding we have

— _ Y
33 | 0l dz ==V IVT wl} + O a)

Hence, provided

Lo I[V]7 wlf3.
L

C(,d) e Vel

the solution map is a contractlon in L2. O

Using the Sobolev inequalities to capitalize on the stabilizing effects of the diffu-
sion was straightforward in the previous theorem. A similar (but slightly less obvi-
ous) approach can also be adapted for the H~' method used above in Theorem 2l
The proof is limited to linear diffusion since, due to the lack of an appropriate em-
bedding theorem, there does not seem to be an obvious way to extract a stabilizing
effect from the nonlinear diffusions. One way this theorem is useful is that it shows
solutions to () with “finite energy dissipation”, fotf 1p]> + |Vp|* dedt < oo, are
unique (see Remark Bl below). However, this theorem is obviously not as powerful
as the deep methods of [I8], which ultimately prove that measure-valued solutions
to the 2D Navier-Stokes equations in vorticity form are unique. N. Masmoudi and
one of the authors recently extended these methods to include the 2D parabolic-
elliptic Patlak-Keller-Segel system in [2]. A primary aspect of these methods is the
approximation of the contribution of the atomic part of the initial data as forward
self-similar solutions and a good understanding of the linearization around these so-
lutions, an approach which could prove difficult or impossible in some cases covered
by Theorem [Bl

Theorem 5 (H~! method for dissipative active scalars). Suppose if d > 3 that
there is a ¢ > d/2 or if d = 2 that there is a ¢ > 1 such that VV : LY — L7 and

Vv.: L7 - L7 are both bounded linear operators. Consider the viscous active
scalar
pt+ V- (pVp)=vAp, v>0.

Suppose there exist two weak solutions p1(t), p2(t) defined on [0,T] which satisfy
24
pi(t) € LY (0,T; LY(RY)) N L*(0,T; L?) N C4([0, T); Li 2 (RY))
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with r = 2q/(2q —d). Ind =2 we further assume u(z)z € L°(0,T; LL(RY)). Then
we have the stability estimate

(23) [lp1(t) = p2(D)ll 1 < exp [V 57 C(d, g, V) i)

If d > 2 and the critical norm satisfies ||pi(t)||q/2 < veo(d, V) for some ¢g > 0
depending only on the quantities specified for a.e. t € (0,T), then the solution map
is a contraction in H~'; that is, for allt > s >0,

lp1(®) = p2(B)l g1 < llp1(s) = pa(8)lljg-1-

Remark 5. Many solutions one can construct will not only have p; € L?(0,T; L?)
but also have Vp; € L?(0,T;L?). In this case, Sobolev embedding (in d > 3)
or Gagliardo-Nirenberg (in d = 2) imply that p; € L}(0,T;L2) for a range of
admissible pairs (7, ¢), and hence all such active scalars are unique with only the
assumption of p; € L?(0,T; H') N C([0,T7; 2d/(d+2) (R9)) (with the appropriate
modification in 2D). An interesting side note is that in 2D, Theorem [ is only
slightly stronger than Theorem ] as H'(R?) — BMO(R?) N L?(R?) [23].

Lerscon ) 101(0)=p2(0) 1.

Proof. We prove the assertion ([23) first. Let w := p; —p2 and —A¢ = w, equivalent
to —N * w = ¢, since as in the proof of Theorem 2l we have ¢ € L} LS°. Moreover,
V¢ € L?L2 and computing the evolution of | V(t)||2 similar to Theorem ]

2dt/|V¢| dx < —V/\w| dx+2/|VVp1||V¢| d:r—i—/ngqé Vwdx
< —v|wl3 + 2||VVp1||q||V¢||iqul +p2llgllVell 20 [V 20
< —v|wl3 + 2IIVVIILHL(I||/)1||q||V¢||2quq1
o2V N 2 2 196
By the Gagliardo-Nirenberg inequality and the Calderén-Zygmund inequality,
IVl 20 Sa IVOlla 1Dl SNVl *1Al" = [VElls ™ [lwll5"

Hence,

d
33 | 190" do < = vlwll + C@. YY) ol Tl il

d
+C(d. V) |2l [Voll5~ .
By weighted Young’s inequality,

1d
M/Wqﬁld

14 __d
< Sl +v 55000, 9.V (Il + el 7 ) V013

Hence, by Gronwall’s inequality,

V9013 < 100 e v 7000090 [ (o)l + (o)) ]

This proves the first (subcritical) assertion.
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The second (critical) assertion follows similarly, with modifications to deal with
the criticality. Beginning as before,

2dt/|v¢‘ dzr < —u/|w| dx+2/|VVp1||qu\ da:—l—/ngqb Vwdx

< v [ ol de 4 219V oo o1 a2 | 901
+o2llas2llVV - llzara-2 s peara—2) [Vl -

By Sobolev embedding and the Calderén-Zygmund inequality again,

2dt/\v¢| dx

< —viwl3+C@ (IVVIl, 4 glorlly 1Vl 2o loally) wl3.
Hence, the result follows immediately. (|

5. EXTENSION TO BOUNDED DOMAINS

In this section we discuss how to extend Theorem [2] to bounded domains with
Lipschitz boundaries. Recall that a bounded domain € is a Lipschitz domain if, for
every & € 0Q, there is a neighborhood U of ¢ and a Lipschitz function 4 : R*~! — R
such that

UNoCT{(x,A(z)): 2 € R"}

where T' is some linear transformation formed by a rotation and translation. Less
regular domain boundaries may be treatable under certain conditions, but we will
not consider these cases here. For certain PDE, the method would also require that
Q be convex or that €2 be simply connected.

Following [4,[7], the most important consideration is to replace H~! with the
following natural analogue: define

2=~ [ jan
Q
V¢ - iloa =0,
where 7 denotes the outward unit normal; then the H~1(Q) norm is given by

£l z-1() = IVOl L2 (0)-

We will need now the following three conditions, which are similar to conditions
C1-3 in §3

B1. The no-penetration condition: Vp - 7i|sq < 0 for all solutions p.

B2. The regularity requirement that VV : BMO(£2) — BMO(?) is a bounded
linear operator which additionally satisfies |VV f||, < pl| fl|, for all p suffi-
ciently large.

B3. The H™ ' stability estimate ||V fll2 < [|f]lz-1(0)-

Remark 6. All three conditions hold, for example, in the case of the 2D Euler/
Navier-Stokes equations if €2 is simply connected. They also hold for the parabolic-
elliptic Patlak-Keller-Segel model with homogeneous Neumann or Dirichlet data
(the latter requiring nonnegative solutions) on the chemo-attractant. See also [41[7]
for other examples, which require convexity of {2 in order to satisfy B1.
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Theorem 6 (H ! method on Lipschitz domains). Suppose  is a bounded, Lips-
chitz domain and V' satisfies properties B1-3. Also consider the active scalar with
the no-flux boundary condition,

pe+ V- (pVp) = AA(p),
(VA(p) + pVp) - filoq = 0,

with A : R — [0,00) nondecreasing and measurable (possibly zero). Suppose
there exist two weak solutions p1(t), p2(t) defined on [0,T] which satisfy p;(t) €
L3(0,T; BMO(%)) 1 Cy([0,T); I2(Q) where po > 1. If pi(0) = pa(0), then
p1(t) = p2(t) on [0, T].

Remark 7. See also [7] for a similar method in a periodic setting.

Proof. Define w := p; — pa, ¢ as the unique mean-zero solution to the Neumann
problem

—A¢ = w,
Vo - ifaq =0,

and note [|w||g-1(q) = [[V¢|2. Similarly to the above, by Lemma 2l and standard
elliptic regularity, ¢ € L?L° and V¢ € L?L2. Note that since 2 is bounded, this
holds in two dimensions without requiring any additional assumptions or the use of
Lemma[3l Similarly to the proof of Theorem [2] we may use ¢ as a test function in
the definition of weak solution and compute the time evolution of ||V¢(t)||2. Using

the homogeneous Neumann data on ¢ and no flux conditions on p;, we get as in
Theorem [2]

s [ 196l de= = [ (o) = 402 (91 = p)da + [ V- wVprds

+ /qu -p2(Vpr — Vpa)dz
=T1+T2+T3.

The T'1 and T3 terms may be treated as in Theorem [2] (although checking condition
B3 may be harder than in the R¢ case). Condition B1 arises in the treatment of
T2. Indeed, using the boundary condition on ¢ and B3 in the last line,

12 = Z/5i¢3ij¢(vﬂ1)j + 0;00;90;(V p1);dx
iJ
1 2
= Z/aj (5 10;¢| ) (Vp1); + 0:90;00;(V p1) ;dx
—Z / < 19:0)| ) (V1) ji;dS
—Z/( |09 ) (V1) — D000 (V py) jdx

S [19Vil Vol .

From here the proof proceeds as in Theorem ([l
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APPENDIX: PROOF OF LEMMA [I]

We assume v € S(R?) and use density to extend to more general functions. Let
r,y € R and let r = |z —y|. Define W := B(x,r) N B(y,r). By the triangle
inequality,

jo(z) — v(y)]| < ][W jo(z) — v(z)|dz + ][W lo(y) — v(2)] d=.

][W lv(z) —v(2)|dz < /|v z)| dz,

where C' depends on the ratio between |B(x,r)| and |W/|, which is fixed in r. A
standard fundamental theorem of calculus argument (see e.g. [I7], p. 267) implies

L ) — o) de V@),
(24) ‘B(I5T)‘/| ( ) ( )|d g/B(x,r) |I—Z|d71d -

We are concerned with controlling this integral for r < 1. Without loss of generality
we may assume x = 0. For notational simplicity, define Vu(y) = f(y) and By :=
B(0,27%). Now,

1) 1)~ I,
=L &+ 5,0l

0.r) |2] Eks

Moreover,

Let us now focus on the first term, as the latter term is uniformly O(r) by the
assumption on the local averages of Vv. By f € BMO, for all kK € N we have

/ f — ol dz < 2% f| paro.

By,
Moreover, as f € BMO, we have
|ka ka+1| ~d ||f”BMOa

which implies |fp, — fB,| < ck||fllBao- We come to the main estimate, which
breaks the integral into successive length-scales,

f - f31| c- f = fml, - f = Iz,
/|z|<r |Z| Z /|N2k2k(d 1) Zs Z /<2k2k(d 1) dz

k>log, r k>log, T
oo
k2~ kd
Sallflemo Y s—w@— = IfllBao > k2k
k>log, r k>log, 1

An elementary computation shows

d d xlogzr
k k*lz_ k:_ )
Z o dx Z * de 1—x

k>log, k>log, r

This finally implies

Vou(z
/ VG <Vl saro(r flogr| — 1),
Ban) |2 — 3l
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for r sufficiently small depending on f Bx1) |Vv| dx, which is uniformly bounded.
Hence, for r sufficiently small,

jo(a)] < ][BW) lo(z) — v(y)| dy + ][BW) [o(y)| dy

Vo(z _
<[ s 0l oy
B(z,r) |Z — J?|

S IVollparo(rflogr| —r) + Cra@=D/p=d|jy|| .

This completes the lemma.
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