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Dedicated to C. M. Ringel on the occasion of his 70th birthday

Abstract. For a finite dimensional algebra A over a field k, the inherent A-
bimodules which include A and its k-dual D(A), as well as those derived from
them by iteratively taking their left or right A-duals or higher extensions,
are crucial in many considerations. We study the properties of these bimod-
ules, mainly of HomA(D(A), A) (called the canonical A-bimodule), and utilize

them to provide new characterizations of Morita algebras and the dominant
dimension of A.

1. Introduction

Given a finite dimensional algebra A over a field k, there are two natural A-
bimodules, namely the algebra A itself and its k-dual D(A). Without any doubt,
they are of central importance in all aspects of the study of A. Derived from these
two bimodules, there is the canonical A-bimodule V := HomA(D(A), A), as well as
many other bimodules, by taking extensions of D(A) and A as one-sided modules
or iteratively taking the left or right A-duals of V , for example,

(†) ExtiA(D(A), A), HomAop(HomA(D(A), A), A), · · ·

where all morphisms and extensions are taken in the category of left modules
by identifying right A-modules with left Aop-modules. Some of these derived A-
bimodules are of significant importance. The A-bimodule Ext1A(D(A), A) is the key
ingredient in Ringel’s construction of preprojective algebras when A is hereditary
([18], see also [5, Proposition 3.1]), and recently ExtiA(D(A), A) is used by Keller
and Iyama to define higher preprojective algebras; see for example [1]. Our inter-
est in the canonical A-bimodule V and the other derived A-bimodules is mainly
motivated by [11, 12, 14]. In [11], the property V ∼= A as A-bimodules is proved to
characterize gendo-symmetric algebras, a class of algebras that are endomorphism
algebras of generators over symmetric algebras, and with this property the van-
ishing of ExtiA(D(A), A) gives a cohomological characterization of the dominant
dimension of A. In [14], more properties of V like the faithfulness, the double cen-
tralizer property and the isomorphism V ∼= A as one-sided A-modules are studied.
These properties characterize a larger class of algebras called Morita algebras in
[14, 27].
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In this paper we make an extensive study of the properties of the canonical bi-
module V as well as the other bimodules from the series (†), and by relating these
bimodules to the dominant dimension of the algebra A we obtain new characteriza-
tions of Morita algebras and dominant dimension. More precisely, we compare the
left and right module structures on V (known as the left right symmetry problem
for a bimodule) and obtain as our first main results several characterizations of the
algebras whose canonical bimodules are projective or injective as one-sided mod-
ules. We compare the left and right A-duals of V and prove in section 4 that for
an algebra A of dominant dimension at least two, the two A-duals are isomorphic
as A-bimodules exactly when A is a Morita algebra, or equivalently

V ⊗A D(A) ∼= D(A)⊗A V

as A-bimodules (Theorem 4.8). The double dual functors are left exact for algebras
of dominant dimension at least two by [7,8]. Studying their right derived functors,
we deduce a new characterization of dominant dimension in terms of vanishing
of these right derived functors (Theorem 4.1). Moreover, we obtain a restricted
Grothendick spectral sequence whose E2-page consists of the bimodules from the
series (†) (Theorem 4.5). Applying this spectral sequence, we prove that for an
algebra A (Theorem 4.7)

domdimA ≥ 2 ⇐⇒ D(A)⊗A V ⊗A D(A) ∼= D(A) as A-bimodules.

This result generalizes the main results of [11, 14] in full generality and exhibits
the crucial role of the canonical bimodules in the theory of dominant dimension
for the first time. As another application of the spectral sequence, we reprove the
characterization of dominant dimension for gendo-symmetric algebras ([11, Propo-
sition 3.3]) and generalize it to a characterization of dominant dimension for Morita
algebras.

2. Preliminaries

Throughout, algebras are finite dimensional associative k-algebras, where k is an
arbitrary field. All modules are finite dimensional left modules, and all morphisms
operate on the left and are left module morphisms unless stated otherwise. Let A
be an algebra. We denote by Aop the opposite algebra of A, and by A-mod the
category of left A-modules. Thus Aop-mod is the category of right A-modules. Let
D = Homk(−, k) be the duality between A-mod and Aop-mod. For an A-moduleM ,
we denote by add(M) the full subcategory of A-mod consisting of direct summands
of finite direct sums of M . We also denote by proj. dimM and inj. dimM the
projective and injective dimensions of M respectively.

An algebra A is called basic if every indecomposable direct summand of the (left)
regular module A is multiplicity-free. For θ ∈ Autk(A) an automorphism of the
algebra A and M an A-module, we denote by θM the A-module, which equals M
as a k-vector space, and the A-module structure is defined by a ·m = θ(a)m for all
a ∈ A and m ∈ θM . If M is a right A-module, Mθ is defined analogously. For an
anti-automorphism τ of the algebra A and a right A-module N , we denote by τN
the A-module, which equals N as a k-vector space, and the A-module structure is
defined by a · n = nτ (a) for a ∈ A and n ∈ τN . Similarly the right A-module Nτ

is defined, provided N is a (left) A-module.
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2.1. Dominant dimension. Dominant dimension was introduced by Nakayama
in his study of complete homology theory and systematically studied later by
Tachikawa, Morita, Müller and many others; see [7,16,17,23–26] and also [9–12,14,
27] for some recent developments.

Definition 2.1. Let A be an algebra. Let M be an A-module, and let 0 → M →
I0 → I1 → I2 → · · · be a minimal injective resolution of M . The dominant
dimension of M , denoted by domdimM , is the largest number t or ∞ such that
I0, . . . , It−1 are projective.

The dominant dimension of the (left) regular A-module is called the dominant
dimension of the algebra A and is simply denoted by domdimA, since domdimA =
domdimAop [17,26]. Note that if domdimA ≥ 1, then the injective hull of the regu-
lar module is faithful and projective. If domdimA ≥ 2, then any faithful projective
injective A-module P has the double centralizer property, that is, EndR(P ) ∼= A,
where R = EndA(P ). We remark that dominant dimension at least 2 has been used
to characterize algebras of finite representation type [2] and to give computation-
free proofs of Schur-Weyl type dualities in algebraic Lie theory [13]. Large dominant
dimension is naturally related to self-orthogonality, which is crucial in higher Aus-
lander theory developed by Iyama and the cover theory developed by Rouquier
[10, 20]. In the following, we recall some known characterizations of dominant di-
mension; see also [4, 7, 10–12,17, 26] and the references therein.

Let A be an algebra. The double dual functor is defined by

Γ = ( )∗∗ : A-mod −→ A-mod M 
→ HomAop(HomA(M,A), A).

Here the right A-modules HomA(M,A) and A are regarded as Aop-modules natu-
rally. Let ξ : Id → Γ be the natural transformation such that ξM (m)(f) = f(m) for
any m ∈ M and f ∈ HomA(M,A). M is called torsionless (respectively reflexive)
if ξM is a monomorphism (respectively an isomorphism).

Theorem 2.2 (Colby-Fuller [7]). Let A be an algebra. Then domdimA ≥ 1 if and
only if the double dual functor Γ preserves monomorphisms; domdimA ≥ 2 if and
only if the double dual functor Γ is left exact, and A is self-injective if and only if
Γ is exact.

Theorem 2.3 (Morita [16]). Let A be an algebra with domdimA ≥ 2. An A-
module M is torsionless if and only if domdimM ≥ 1, and M is reflexive if and
only if domdimM ≥ 2.

Theorem 2.4 (Müller [17]). Let A be an algebra with domdimA ≥ 2, and let fA
be a faithful projective injective module for some idempotent f ∈ A. Let n ≥ 2
be a natural number. Then for any A-module M , domdimM ≥ n if and only if
M ∼= HomfAf (fA, fM) canonically, and ExtifAf (fA, fM) = 0 for 1 ≤ i ≤ n− 2.

With this homological characterization of dominant dimension, we deduce the
following equivalent form of the double dual functor under the condition domdimA
≥ 2.

Proposition 2.5. Let A be an algebra with domdimA ≥ 2. Let fA be a faithful
projective injective right A-module for some idempotent f ∈ A. Let G be the endo-
functor on A-mod such that G(M) = HomfAf (fA, fM) for M ∈ A-mod, and
let η : Id → G be the natural transformation such that ηM (m)(fa) = fam for
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a ∈ A,m ∈ M . Then there is a natural equivalence θ : Γ
∼−→ G such that the

following diagram commutes:

Id

ξ

��

Id

η

��
Γ ∼

θ �� G.

Proof. We assume first that fAf is a basic algebra. Since fA is a projective injective
right A-module, D(fA) ∼= Ae as A-modules for some idempotent e ∈ A. Thus

fAf ∼= EndAop(fA) ∼= EndA(D(fA))op ∼= EndA(Ae)op ∼= eAe

as algebras. Via these isomorphisms, the right eAe-module Ae becomes a right
fAf -module, and D(fA) ∼= Ae as (A, fAf)-bimodules. Since domdimAop =
domdimA ≥ 2, Ae has the double centralizer property, that is, A ∼= End(eAe)op(Ae)
canonically. For any A-module M , let θM be the composite of the following iso-
morphisms:

HomAop(HomA(M,A), A)
∼−→ HomAop(HomA(M,A),Hom(eAe)op(Ae,Ae))
∼−→ Hom(eAe)op(HomA(M,A)⊗A Ae,Ae)
∼−→ Hom(eAe)op(HomA(M,Ae), Ae)
∼−→ HomeAe(D(Ae),DHomA(M,Ae))
∼−→ HomfAf (fA, fM),

where the last isomorphism follows, since

DHomA(M,Ae) ∼= DHomA(M,D(fA)) ∼= DD(fA⊗A M) ∼= fM.

Since all isomorphisms in the construction of θM are canonical, thus independent
of M , it follows that {θM} defines a natural equivalence θ from Γ to G.

In order to show that ηM = θM ◦ ξM , we shall make these isomorphisms explicit,
and for this, we fix an isomorphism τ : Ae

∼−→ D(fA) of (A, fAf)-bimodules. Then
for ϕ ∈ Γ(M), α ∈ HomA(M,Ae) and a ∈ A,

τ (α(θM (ϕ)(fa)))(f) = τ (faϕ(α))(f).

Since θM (ϕ) is an fAf -module morphism and α is an A-module morphism, we have

τ (faϕ(α))(fxf) = τ (fxfaϕ(α))(f)

= τ (α(fxfθM (ϕ)(fa)))(f)

= τ (fxfα(θM (ϕ)(fa)))(f) = τ (α(θM(ϕ)(fa)))(fxf)

for any x ∈ A. Observe that faϕ(α), α(θM(ϕ)(fa)) ∈ fAe, and τ induces the
isomorphism fAe ∼= D(fAf) as k-vector spaces. We obtain

α(θM (ϕ)(fa)) = faϕ(α).

Hence, for M ∈ A-mod and m ∈ M , we have

α(θM (ξM (m))(fa)) = fa(ξM (m))(α) = faα(m) = α(fam) = α(ηM (m)(fa))

for any a ∈ A and α ∈ HomA(M,Ae) ∼= D(fM) (see above). As a result, we have

θM (ξM (m)) = ηM (m) ∈ G(M).

That is, ηM = θM ◦ ξM , as desired.
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In general, if fAf is not basic, we may choose an idempotent f0 of A such
that f0f = f0 = ff0, f0Af0 is basic and fAf is Morita equivalent to f0Af0.
Consequently, f0A is a faithful projective and injective right A-module, and there
is the canonical isomorphism of A-modules

γM : Homf0Af0(f0A, f0M)
∼−→ HomfAf (fA, fM),

for any M ∈ A-mod. Let G0 be the analogous endo-functor of A-mod and η0M :
Id → G0 be the corresponding natural transformation, associated with f0. Then
{γM} is a natural transformation from G0 to G such that ηM = γM ◦ η0M . Let
θM = γM ◦ θ0M . By what we have proved above, η0M = θ0M ◦ ξM , it then follows that

ηM = γM ◦ η0M = γM ◦ θ0M ◦ ξM = θM ◦ ξM
as desired. �

2.2. Morita algebras. Morita algebras were first studied by Morita [15] as en-
domorphism rings of generators over self-injective algebras, though named and
systematically studied later by Kerner and Yamagata in [14, 27]. The subclass
of Morita algebras consisting of endomorphism rings of generators over symmetric
algebras, called gendo-symmetric algebras, was introduced and studied indepen-
dently by Fang and Koenig in [11, 12]; see also [9] for an application in algebraic
Lie theory.

Definition 2.6. Let A be an algebra. An idempotent e ∈ A is called basic if eAe
is a basic algebra; e is called self-dual if D(Ae) ∼= eA as right A-modules.

The following definition is based on [15, section 16] and [14, Theorem 2].

Definition 2.7. An algebra A is called a Morita algebra if one of the following
equivalent conditions is satisfied:

(1) A is the endomorphism ring of a generator over a self-injective algebra.
(2) There is a self-dual idempotent e ∈ A such that Ae is a faithful A-module,

and A ∼= End(eAe)op(Ae) canonically.
(3) domdimA ≥ 2 and HomA(D(A), A) is a faithful (left) A-module.
(4) A ∼= EndAop(HomA(D(A), A)) canonically.
(5) A ∼= EndA(HomA(D(A), A))op canonically.

In (2), the idempotent e being self-dual implies that D(eA) ∼= Ae as A-modules.
Hence Ae is a projective injective A-module, and D(eA)θ ∼= Ae as (A, eAe)-
bimodules for some automorphism θ of eAe which induces an eAe-bimodule iso-
morphism D(eAe)θ ∼= eAe. The self-injective algebra in (1) is Morita equivalent to
eAe for some basic idempotent e described in (2).

Recall that an algebra A is said to be Frobenius if D(A) ∼= A as A-modules or,
equivalently, as right A-modules. An automorphism ν of A is called a Nakayama
automorphism of A if D(A)ν ∼= A as A-bimodules. Note that every Frobenius
algebra A has a Nakayama automorphism (unique up to inner automorphisms [22,
Corollary IV.3.5]) denoted by νA . An algebra A is said to be symmetric if D(A) ∼= A
as A-bimodules. Hence, a Frobenius algebra A is symmetric if and only if ν

A
is

inner, and in this case, we may take the identity automorphism as a Nakayama
automorphism. The following results seem to be well-known (cf. [21]).

Lemma 2.8. Let e0 be a basic idempotent in an algebra A such that A is Morita
equivalent to e0Ae0. Let e0 = e1 + · · ·+ em be a decomposition of e0 into pairwise
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orthogonal primitive idempotents. Then for any algebra automorphism ν of A, there
exist an invertible element u in A and a permutation π on {1, . . . ,m}, such that
uν(ei)u

−1 = eπ(i) for i = 1, . . . ,m. In particular, uν(e0)u
−1 = e0.

As an immediate consequence, we get

Corollary 2.9 ([21]). Let A be a Frobenius algebra, and let e0 be a basic idempo-
tent of A such that A is Morita equivalent to e0Ae0. Then there is a Nakayama
automorphism ν of A with ν(e0) = e0.

Proof (See also [21], p. 717). Let ν0 be an arbitrary Nakayama automorphism of
A. By Lemma 2.8 there is an invertible element u of A such that uν0(e0)u

−1 = e0.
Let θu be the inner automorphism of A such that θu(x) = uxu−1 for x ∈ A. Let
ν = θu ◦ ν0. Then ν is a Nakayama automorphism of A and ν(e0) = e0. �
Theorem 2.10 (Morita [26]). Let A be an algebra, let M be an A-module, and let
B = EndA(M). Then M is a generator in A-mod if and only if M is projective in
B-mod and A ∼= EndB(M) canonically as algebras.

Lemma 2.11 ([2,22,26]). Let A be an algebra, and let M be an A-module. Let M ∼=
M⊕r1

1 ⊕ · · ·⊕M⊕rn
n be a direct sum decomposition of M into indecomposable direct

summands, where ri denotes the multiplicity of Mi in the decomposition. Let B =
EndA(M)op and PB(i) = HomA(M,Mi). Then {PB(i)}ni=1 forms a complete set
of pairwise non-isomorphic indecomposable projective B-modules. Furthermore, let
LB(i) be the simple head of PB(i) and Di = EndB(LB(i)). Then ri = dimDi

LB(i)
for 1 ≤ i ≤ n.

Corollary 2.12. Let A be an algebra, and let e ∈ A be a basic idempotent such that
eAe is Morita equivalent to A. Let P be a projective A-module. If EndA(P ) ∼= Aop

as algebras, then there exists an automorphism θ of eAe such that HomA(P,A)e ∼=
(Ae)θ as (A, eAe)-bimodules.

Proof. Let P = P⊕r1
1 ⊕ · · · ⊕ P⊕rn

n be a decomposition of P into indecomposable
direct summands in A-mod. Let ei be the composition of the projection P � Pi

and the embedding Pi ↪→ P , for each 1 ≤ i ≤ n. Then {e1, . . . , en} forms a
set of primitive orthogonal idempotents in EndA(P )op ∼= A. By Lemma 2.11, it
follows that e′ := e1 + · · ·+ en is a basic idempotent of A such that e′Ae′ is Morita
equivalent to A. In particular, Ae ∼= Ae′ as A-modules, and hence eAe ∼= e′Ae′.
Identifying these two algebras, we may assume without loss of generality that e =
e′ = e1 + · · ·+ en. Since Pi is indecomposable projective in A-mod, it follows that
Pi

∼= Aeσ(i) for some permutation σ of {1, . . . , n}, and
Aei ∼= HomA(P, P )ei ∼= HomA(P, Pi) ∼= HomA(P,Aeσ(i)) ∼= HomA(P,A)eσ(i)

in A-mod. As a result, Ae ∼= HomA(P,A)e as A-modules, and there exists an
automorphism θ of eAe such that (Ae)θ ∼= HomA(P,A)e as (A, eAe)-bimodules. �

3. The canonical bimodule

As we have seen, given an algebra A, the A-bimodule HomA(D(A), A) is not only
natural in itself but also crucial in constructions of (higher) preprojective algebras
([1,18]) and characterizations of Morita algebras ([11,12,14,27]). In this section, we
first, for simplicity, make a definition of the bimodule, then we study its behavior
under Morita equivalences, the left right symmetry on projectivity and injectivity,
and its left and right A-duals.
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Definition 3.1. Let A be an algebra. The canonical bimodule associated to A is
defined to be the A-bimodule

V := HomA(D(A), A).

As the first observation, the canonical A-bimodule and Aop-bimodule coincide,
as the following lemma says.

Lemma 3.2. Let A be an algebra. Then V ∼= HomAop(D(A), A) as A-bimodules.
Therefore, the canonical bimodules associated to A and Aop are isomorphic as A-
bimodules.

Proof. See [14, Lemma 1.7]. For convenience, here we write an explicit isomorphism
ι : V → HomAop(D(A), A) of A-bimodules. By identifying A with Homk(D(A), k)
as A-bimodules, we define for f ∈ V and δ1, δ2 ∈ D(A),

(ι(f)(δ1))(δ2) := δ1(f(δ2)).

Since ι(f)(δ1 ·a)(δ2) = (δ1 ·a)(f(δ2)) = δ1(af(δ2)) = δ1(f(a ·δ2)) = (ι(f)(δ1) ·a)(δ2)
for any a ∈ A, it follows that ι(f)(δ1 · a) = ι(f)(δ1) · a; i.e., ι is well-defined. To see
that ι is an A-bimodule morphism, we have

ι(a · f)(δ1)(δ2) = δ1((a · f)(δ2)) = δ1(f(δ2 · a)),
(a · ι(f))(δ1)(δ2) = (a · ι(f)(δ1))(δ2) = ι(f)(δ1)(δ2 · a) = δ1(f(δ2 · a)),
ι(f · a)(δ1)(δ2) = δ1((f · a)(δ2)) = δ1(f(δ2)a),

(ι(f) · a)(δ1)(δ2) = ι(f)(aδ1)(δ2) = (aδ1)(f(δ2)) = δ1(f(δ2)a).

That is ι(a · f) = a · ι(f) and ι(f · a) = ι(f) · a. Therefore ι is an A-bimodule
isomorphism since ι is trivially a k-vector space isomorphism. �

Proposition 3.3. Let V (A) and V (B) be the canonical bimodules for the algebras

A and B respectively. If F : A-mod
∼→ B-mod is a Morita equivalence, then the

induced equivalence from A⊗k A
op-mod to B⊗k B

op-mod sends V (A) to V (B). In
particular, V (A) is projective (respectively, injective, a generator, a cogenerator) in
A-mod if and only if so is V (B) in B-mod.

Proof. It suffices to show the case where B = eAe for e an idempotent in A and the
Morita equivalence F is given by F (M) = eM for any M ∈ A-mod. The induced
equivalence from the category of A-bimodules to the category of eAe-bimodules is
then given by W 
→ eWe for any A-bimodule W . In particular, the image of V (A)
is

eV (A)e = eHomA(D(A), A)e ∼= HomA(D(A)e, Ae) ∼= HomeAe(eD(eA), eAe)

where the last isomorphism follows by the Morita equivalence F . Since eD(eA) ∼=
D(eAe) ∼= D(B), we get eV (A)e ∼= V (B) as desired.

Note that the property of the idempotent e implies that addA(W ) = addA(We)
for any A-bimoduleW . Thus V (A) is projective (respectively, injective, a generator,
a cogenerator) in A-mod if and only if so is V (A)e in A-mod, and via the equivalence
F , if and only if so is eV (A)e ∼= V (B) in eAe-mod. �
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3.1. The left right symmetry on the bimodule structure. Given a bimodule
W over an algebra A, the left right symmetry problem means to compare the left
and right A-module structures on W . As is well known, this is a hard problem in
general, even for the A-bimodule A. The definition of the canonical A-bimodule V
apparently depends on the one-sided module structure on A and D(A), but Lemma
3.2 tells us that V is independent of the left right balance of A. This seems to
shed some light on the left right comparability of V itself. However, the following
example indicates that one should not expect too much.

Example 1. Let k be any field, and let A be the k-algebra defined by the quiver

• 1

• δ ��5
• γ ��4

•

α

���������

β ���
��

��
��

3

• 2

with relations αγ = 0, βγ = 0 and γδ = 0. Then Ae4 and Ae5 are projective
injective A-modules, and Ae4 = D(e3A), Ae5 ∼= D(e4A) in A-mod:

V = HomA(D(A), A) = HomA(D(A), Ae1 ⊕Ae2 ⊕Ae3 ⊕Ae4 ⊕Ae5)

∼= HomA(D(A), Ae4 ⊕Ae5) ∼= HomAop(D(Ae4)⊕D(Ae5), A)

∼= HomAop(e3A⊕ e4A,A) ∼= Ae3 ⊕Ae4

as A-modules. On the other hand,

V = HomA(D(A), A)

= HomA(D(e1A)⊕D(e2A)⊕D(e3A)⊕D(e4A)⊕D(e5A), A)

∼= HomA(Ae4 ⊕Ae5 ⊕D(e1A)⊕D(e2A), A)

∼= e4A⊕ e5A⊕ S′
4 ⊕ S′

4

as right A-modules; here S′
4 is the simple head of the projective right A-module

e4A. As a result, A is not a Morita algebra, and V is projective as an A-module,
but not projective as a right A-module. We shall come back to this example in
section 3.2.

Despite this example, the following results imply that for Morita algebras, the
canonical bimodule V exhibits a certain kind of left right symmetry on the bimodule
structure.

Proposition 3.4. Let A be a Morita algebra, and let V be the canonical A-
bimodule. Then the following assertions are equivalent.

(1) V is projective in A-mod.
(2) V is a generator in A-mod.
(3) V is projective in Aop-mod.
(4) V is a generator in Aop-mod.

Proof. Since A is a Morita algebra, the canonical A-bimodule V has the property
(Definition 2.7(4) and (5)) Aop ∼= EndA(V ) and A ∼= EndAop(V ). By Theorem 2.10,
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it follows that (1) ⇔ (4) and (2) ⇔ (3). By Lemma 2.11, (1) ⇔ (2) follows from
Aop ∼= EndA(V ). Indeed, if V =

⊕m
i=1 V

⊕ri
i , with V1, . . . , Vm indecomposable and

pairwise non-isomorphic, then Aop ∼= EndA(V ) implies that {Pi = HomA(V, Vi)|1 ≤
i ≤ m} forms a complete set of pairwise non-isomorphic indecomposable projective
A-modules. Hence m is the rank of the Grothendieck group K0(A) of A-mod. As a
result, if V is projective, then each indecomposable projective A-module is a direct
summand of V ; hence V is a generator. If V is a generator, then V contains each
of the m indecomposable projective A-modules as a direct summand, and it has no
non-projective direct summands. �

Proposition 3.5. Let A be a Morita algebra, and let V be the canonical A-
bimodule. Then the following assertions are equivalent.

(1) V is injective in A-mod.
(2) V is a cogenerator in A-mod.
(3) V is injective in Aop-mod.
(4) V is a cogenerator in Aop-mod.
(5) A is self-injective.
(6) A is Morita equivalent to a Frobenius algebra.

Proof. Since A is a Morita algebra, by Definition 2.7(2) and (3), domdimA ≥ 2 and
there is a self-dual idempotent e ∈ A such that Ae is a faithful projective injective
A-module. Note that (1) ⇔ (2) and (3) ⇔ (4) follow by similar arguments in the
proof of Proposition 3.4.

(1) ⇒ (5) Ae being faithful in A-mod implies that there is an embedding A
u
↪→

(Ae)⊕m in A-mod for some m. Applying HomA(D(A),−) to the morphism u and
observing that

HomA(D(A), Ae) ∼= HomAop(D(Ae), A) ∼= HomAop(eA,A) ∼= Ae,

we get the embedding V = HomA(D(A), A)
u∗
↪→ (Ae)⊕m in A-mod. Now if V

is injective in A-mod, then u∗ splits. Thus, as a direct summand of (Ae)⊕m,
the module V is projective and injective in A-mod. By Proposition 3.4, it then
follows that V is a projective injective generator in A-mod and, in particular, that
A ∈ add(V ) is projective and injective. So A is self-injective.

(5) ⇒ (6) is trivial.
(6) ⇒ (1) Assume that A is Morita equivalent to B, where B is a Frobenius

algebra. Then D(B) ∼= B as (left) B-modules and

HomB(D(B), B) ∼= HomB(D(B),D(B)) ∼= B

as (left) B-modules. In other words, the canonical B-bimodule V (B) is injective
in B-mod. Hence by Proposition 3.3, V = V (A) is injective in A-mod. Note that
A is self-injective if and only if Aop is self-injective. Thus (3) ⇔ (5) follows from
(1) ⇔ (5) and Lemma 3.2. �

We now formulate the main result on the left right symmetry of V , which may
also be viewed as a generalization of Corollary 2.12 for Morita algebras. We recall
that, for a self-dual idempotent e of an algebra A, there is an automorphism θ of
the algebra eAe such that D(eAe)θ ∼= eAe as eAe-bimodules, so eAe is a Frobenius
algebra with θ = ν

eAe
, a Nakayama automorphism of eAe; see [14, Lemma 2.4].
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Theorem 3.6. Let A be an algebra, and let V be the canonical A-bimodule. Then
the following assertions are equivalent.

(1) V is projective in A-mod and Aop ∼= EndA(V ) canonically.
(2) V is projective in Aop-mod and A ∼= EndAop(V ) canonically.
(3) A is a Morita algebra with a self-dual idempotent e such that Ae is a faithful

A-module and add(eAe)op(Ae) = add(eAe)op(Aeν
eAe

).

(4) A is a Morita algebra with a self-dual idempotent e such that eA is a faithful
right A-module and addeAe(eA) = addeAe(ν

eAe
eA).

(5) A ∼= EndBop(M), where M is a faithful right module over a Frobenius
algebra B such that addBop(M) = addBop(Mν

B
).

(6) A ∼= EndB(N)op, where N is a faithful left module over a Frobenius algebra
B such that addB(N) = addB(ν

B
N).

Proof. If either of the canonical morphisms Aop → EndA(V ) and A → EndAop(V )
is an isomorphism of algebras, then it follows by Definition 2.7(5) and (4) that A
is a Morita algebra. Hence the equivalence (1) ⇔ (2) follows by Proposition 3.4.
With A replaced by its opposite algebra Aop, it only remains to show that (1) ⇒
(3) ⇒ (2) and (3) ⇔ (5).

(1) ⇒ (3) As noticed above, A is a Morita algebra. Let e be a self-dual idem-
potent of A such that Ae is a faithful A-module. Then eAe is a Frobenius al-
gebra and D(eA)ν ∼= Ae as (A, eAe)-bimodules for a Nakayama automorphism ν
of eAe. Note that V being projective in A-mod implies that V is a progenerator
in Aop-mod by Proposition 3.4. Thus we have addAop(V ) = addAop(A) and in
particular add(eAe)op(V e) = add(eAe)op(Ae). On the other hand,

V e = HomA(D(A), A)e ∼= HomA(D(A), Ae)

∼= HomAop(D(Ae), A) ∼= HomAop(νeA,A) ∼= Aeν

as right eAe-modules. Consequently,

add(eAe)op(Ae) = add(eAe)op(V e) = add(eAe)op(Aeν).

(3) ⇒ (2) By Definition 2.7 (2) and (4), End(eAe)op(Ae) ∼= A ∼= EndAop(V )
canonically, as A-bimodules. Moreover, e being a self-dual idempotent implies that
D(eA)ν ∼= Ae as (A, eAe)-bimodules for a Nakayama automorphism ν of eAe. Now
by Lemma 3.2,

V ∼= HomAop(D(A), A) ∼= HomAop(D(A),End(eAe)op(Ae))

∼= Hom(eAe)op(D(A)e, Ae) ∼= Hom(eAe)op(D(eA), Ae) ∼= Hom(eAe)op(Ae,Aeν)

as A-bimodules. Together with add(eAe)op(Ae) = add(eAe)op(Aeν), we then get

V ∼= Hom(eAe)op(Ae,Aeν) ∈ addAop(Hom(eAe)op(Ae,Ae)) = addAop(A),

which implies that V is a projective right A-module.
(3) ⇒ (5) is trivial by setting B = eAe and M = Ae.
(5) ⇒ (3) Assume that B is a Frobenius algebra and A = EndBop(M) for a

faithful right B-module M such that addBop(M) = addBop(Mν
B
). If B is a basic

algebra, then M ∼= B ⊕ X in Bop-mod for some right B-module X, since B is
injective and M is faithful in Bop-mod. Let e be the composition of the projection
M � B and the embedding B ↪→ M in Bop-mod. Then e is an idempotent
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in A = EndBop(M), B ∼= eAe as algebras, eA ∼= HomBop(M,B) as (eAe,A)-
bimodules, and Ae ∼= HomBop(B,M) ∼= M as (A, eAe)-bimodules. As a result, eAe
is a Frobenius algebra and

add(eAe)op(Ae) = addBop(M) = addBop(Mν
B
) = add(eAe)op(AeνeAe

).

Since B is a Frobenius algebra, the isomorphism D(B) ∼= B in B-mod yields the
embedding u : M ↪→ B⊕m of right B-modules for some m, and

D(eA) ∼= DHomBop(M,B) ∼= M ⊗B D(B) ∼= M ⊗B B ∼= M ∼= Ae

as A-modules. Applying HomBop(M,−) to u, we obtain an embedding A ↪→
(eA)⊕m of right A-modules. So e is a self-dual idempotent with Ae being a faithful
A-module.

In general, let e0 be a basic idempotent so that B0 = e0Be0 is Morita equivalent
to B. By Corollary 2.9, we may choose the Nakayama automorphism ν

B
so that

ν
B
(e0) = e0. Then the restriction of ν

B
to e0Be0, denoted by ν, is a Nakayama

automorphism of B0, M0 = Me0 is a faithful right B0-module with

A ∼= EndBop(M) ∼= EndBop
0
(Me0) = EndBop

0
(M0),

and add(B0)op(M0) = F (addBop(M)) = F (addBop(Mν
B
)) = addBop

0
(M0ν). Here

F denotes the equivalence from B-mod to B0-mod represented by − ⊗B Be0. By
what we have shown above for basic Frobenius algebras, we are done. �

Corollary 3.7. Let A be a basic Morita algebra, and let V be the canonical A-
bimodule. Then the following statements are equivalent.

(1) V is projective as an A-module.
(1’) V is projective as a right A-module.
(2) V ∼= A as A-modules.
(2’) V ∼= A as right A-modules.
(3) V is a free A-module.
(3’) V is a free right A-module.

Proof. Since A is a Morita algebra, (1) ⇔ (1’) follows from Proposition 3.4. There-
fore it suffices to show (1) ⇒ (2), since (2) ⇒ (3) ⇒ (1) are trivial. By Theorem
3.6, we have A = EndBop(M) for some Frobenius algebra B and a faithful right
B-module M such that addBop(M) = addBop(Mν), where ν is a Nakayama auto-
morphism of B. Note that A being a basic algebra implies that each indecomposable
direct summand of the right B-module M is multiplicity-free. As a result, M ∼= Mν

as right B-modules, and by [14, Theorem 3], V ∼= A as A-modules. �

Remark. In Corollary 3.7, the Morita algebra A being basic is not an essential
condition. Indeed, by Theorem 3.6 and [14, Theorem 3], let A = EndBop(M) for
some Frobenius algebra B and a faithful right B-module M with addBop(M) =
addBop(Mν

B
). Then V is a free A-module if and only if M ∼= Mν

B
as right B-

modules. The following example shows how this is applied to construct Morita
algebras such that the canonical bimodule is projective but not free as one-sided
modules.

Example 2. Let k be any field, and let B be the k-algebra defined by the quiver

1 •
α �� • 2
β

��
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with relations βα = 0 and αβ = 0. Then B is a Frobenius algebra, and for any
Nakayama automorphism ν of B, (S′

1)ν
∼= S′

2 as right B-modules. Here S′
1 and S′

2

denote the simple heads of the projective right B-modules e1B and e2B respectively.
Let M = B ⊕ S′

1 ⊕ S′
1 ⊕ S′

2. Then A = EndBop(M) is a Morita algebra with the
canonical A-bimodule V being projective but not free as an A-module.

Besides Morita algebras, it seems hard to handle the left right symmetry problem
for the canonical bimodules, as illustrated by Example 1. However, we have

Proposition 3.8. Let A be an algebra, and let V be the canonical A-bimodule.

(a) If gl. dimA ≤ 2, then V is projective in both A-mod and Aop-mod.
(b) If A has a k-algebra anti-automorphism, then V is projective in A-mod if

and only if so is V in Aop-mod.

Proof. (a) Let 0 → A → I0
u−→ I1 be an injective presentation of the regular

A-module. Let X = cok(HomA(D(A), u)). Then we have an exact sequence in
A-mod,

0 → V → HomA(D(A), I0) → HomA(D(A), I1) → X → 0.

Since gl. dimA ≤ 2 and HomA(D(A), Ii) are projective A-modules for i = 1, 2, it
follows that V must be a projective A-module. Similarly, V is a projective right
A-module.

(b) Let τ : A → A be a k-algebra anti-automorphism. Let F : A-mod →
Aop-mod be the functor defined by (see section 2 for the notation)

F (M) = Mτ

for any M ∈ A-mod. Then F is a Morita equivalence and it induces an equivalence
from the category of A-bimodules to the category of Aop-bimodules, sending an A-
bimodule W to the Aop-bimodule τW τ . Here the Aop-bimodule structure on τW τ

is given by

aop · w · bop = τ (a)wτ (b) ∀ aop, bop ∈ Aop and w ∈ τW τ .

By Proposition 3.3, the canonical Aop-bimodule is isomorphic to τV τ and is iso-
morphic to V by Lemma 3.2. As a result, V ∼= τV τ as A-bimodules. Note that
τV τ = F (V ) as right A-modules. We have V ∼= τV τ = F (V ) as right A-modules.
Consequently, V is projective as an A-module if and only if V ∼= F (V ) is projective
as a right A-module. �

The following two examples serve as a complement to Theorem 3.6 and Corollary
3.7.

Example 3 (cf. [14, Example 3.7]). Let k be any field, and let A be the k-algebra
defined by the quiver

•

α
���

��
��

��
1 •γ�� 3

•
β

���������

2
with relations αγ = 0, γβ = 0. Then Ae1 ∼= D(e3A), Ae3 = D(e1A) as A-modules,
and for e = e1+e3, Ae is a faithful A-module with A ∼= End(eAe)op(Ae) canonically.
By Definition 2.7, A is a Morita algebra. Now

V = HomA(D(A), A) ∼= HomA(D(A), Ae⊕Ae2) ∼= Ae⊕ S1
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as A-modules, and

V = HomA(D(A), A) ∼= HomA(Ae⊕D(e2A), A) ∼= eA⊕ S′
3

as right A-modules. Here S1 and S′
3 denote the simple heads of Ae1 and e3A

respectively.

Example 4. Let k be any field, and let A be the k-algebra defined by the quiver

• α ��1
• β ��2

•
3

with relation βα = 0. Then Ae1 ∼= D(e2A), Ae2 ∼= D(e3A) as A-modules. By
Definition 2.7, A is not a Morita algebra. Now

V = HomA(D(A), A) = HomA(D(A), A(e1 + e2)⊕Ae3) ∼= Ae2 ⊕Ae3

as A-modules, and as right A-modules,

V = HomA(D(A), A) = HomA(Ae1 ⊕Ae2 ⊕D(e1A), A) ∼= e1A⊕ e2A.

More generally, for any non-semisimple tilted algebra A, we have gl. dimA ≤ 2.
Notice that the Ext-quiver of A contains no oriented cycles. It follows that A
is not a Morita algebra and V is projective as both left and right A-modules by
Proposition 3.8. Indeed, if A is a non-semisimple Morita algebra with Ae being a
minimal faithful A-module, then eAe is a non-semisimple Frobenius algebra whose
Ext-quiver must contain an oriented cycle. As a result, the Ext-quiver of A must
also contain an oriented cycle, which is a contradiction.

3.2. Projective dimension. For simplicity, we denote by τ the Auslander-Reiten
translation τA in A-mod or τAop in Aop-mod whenever there is no confusion arising
from the context (see [2] for more details on Auslander-Reiten translations).

Lemma 3.9. Let A be an algebra, and let Y be a right A-module. The following
statements are equivalent for any non-negative integer m.

(1) proj. dimHomAop(Y,A) ≤ m in A-mod.
(2) inj. dim τ (Y ) ≤ m+ 2 in Aop-mod.

Proof. Let P1 → P0 → Y → 0 be a minimal projective presentation of the right
A-module Y . Consider the canonical exact sequence in Aop-mod ([22, Proposition
III 5.3]):

0 → τ (Y ) → N (P1) → N (P0) → N (Y ) → 0

where N = DHomAop(−, A). Since proj. dimHomAop(Y,A) = inj. dimN (Y ), it fol-
lows that proj. dimHomAop(Y,A) ≤ m if and only if inj. dim τ (Y ) ≤ inj. dimN (Y )+
2 ≤ m+ 2. �

Proposition 3.10. Let A be an algebra, and let V be the canonical A-bimodule.
The following statements are equivalent for any non-negative integer m.

(1) proj. dimV ≤ m in A-mod.
(2) proj. dim τ−(P ) ≤ m+ 2 for any indecomposable projective A-module P .
(3) inj. dim τ (I) ≤ m+ 2 for any indecomposable injective right A-module I.

Proof. (1) ⇔ (3) follows from Lemma 3.2 and Lemma 3.9. (2) ⇔ (3) follows from

proj. dim τ−1(P ) = proj. dimHomAop(D(P ), A) + 2

= inj. dimDHomAop(D(P ), A) + 2 = inj. dim τ (D(P ))
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for any projective A-module P . Since every indecomposable injective right A-
module I is of the form D(P ) for some indecomposable projective A-module P , we
are done. �

Corollary 3.11. Let A be an algebra, and let V be the canonical A-bimodule. The
following statements are equivalent.

(1) V is projective in A-mod.
(2) proj. dim τ−(P ) ≤ 2 for any indecomposable projective A-module P .
(2) inj. dim τ (I) ≤ 2 for any indecomposable injective right A-module I.

In particular, V is projective in both A-mod and Aop-mod when gl. dimA ≤ 2.

This corollary is particularly useful in verifying the left right symmetry on pro-
jectivity for the canonical bimodules. In Example 1 of section 3.1, we have the
Auslander-Reiten quiver of A-mod

S1

		�
��

��
��

�
�������Ae1 =

���
��

��
��

��

���
��

��
��

��
D(e2A)

���
��

��
��

�Ae4

Ae3



���������

		�
��

��
��

�
������� S3

����������
������� S4

���
��

��
��

�
������� S5 = D(e5A)

S2



��������
�������Ae2 =

����������
D(e1A)

����������
Ae5

As a result, proj. dim τ−1(Aei) = 1 for i = 1, 2, 3 and inj. dim τ D(eiA) = 3 for
i = 1, 2 and inj. dim τ D(e5A) = 1. Since Ae4 and Ae5 are projective injective A-
modules, by Corollary 3.11, V is a projective A-module but not a projective right
A-module.

3.3. Left and right A-duals. The most important bimodule for an algebra A
is A and its k-dual D(A), and a natural construction of bimodules is to take the
left or the right A-duals. One interesting case seems to occur when A is a gendo-
symmetric algebra [11], since the construction above from A and D(A) stabilizes at
A and D(A). In [14, Theorem 3], a generalization of this case with an automorphism
of A involved is obtained. In general, we have that by Lemma 3.2, the left and right
A-duals of D(A) coincide. In this section, we shall go further to consider the left
and right A-duals of the canonical A-bimodule V .

Lemma 3.12. Let A be an algebra with domdimA ≥ 2. Then

domdimAop HomA(V,A) ≥ 2

and domdimA HomAop(V,A) ≥ 2.

Proof. Since domdimA ≥ 2, there exists an idempotent e of A such that eA is a
projective, injective and faithful right A-module, and D(eA) ∼= Af as A-modules,
for some idempotent f in A. By [17, Lemma 6], there is a minimal injective pre-
sentation of A in A⊗k A

op-mod:

0 → A → E0 → E1

where E0, E1 ∈ addA⊗kAop(Af ⊗k eA). Applying HomA(V,−) to the sequence, we
obtain the following exact sequence in A⊗k A

op-mod (particularly in Aop-mod):

0 → HomA(V,A) → HomA(V,E
0) → HomA(V,E

1).
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Note that HomA(V,Af ⊗k eA) ∼= HomA(V,Af)⊗k eA ∈ addAop(eA). We have

HomA(V,E
i) ∈ addA⊗kAop(HomA(V,Af ⊗k eA)) ⊆ addAop(eA), i = 1, 2.

In particular, domdimAop HomA(V,A) ≥ 2 as desired. With A replaced by its
opposite algebra Aop, the arguments above together with Lemma 3.2 yield
domdimAHomAop(V,A) ≥ 2, since domdimAop = domdimA ≥ 2. �

Example 5. The converse of Lemma 3.12 is not true as the following simple ex-
ample shows. Let k be any field and A be the k-algebra defined by the quiver
1 −→ 2. Then Ae1 = D(e2A) as A-modules, V = HomA(D(A), A) ∼= e1A and
V = HomA(D(A), A) ∼= Ae2 as right and left A-modules respectively. Hence
HomA(V,A) ∼= e2A as right A-modules, and HomAop(V,A) ∼= Ae1 as A-modules. As
a result, domdimAop HomA(V,A)=∞=domdimA HomAop(V,A), while domdimA
= 1.

Proposition 3.13. Let A be an algebra with domdimA ≥ 2, and let V be the canon-
ical A-bimodule. Then domdimAHomA(V,A)≥2 and domdimAop HomAop(V,A)≥
2 if and only if HomA(V,A) ∼= HomAop(V,A) as A-bimodules.

Proof. Following section 2.1, we denote by Γ the double dual functor for both A
and Aop and by ξ : Id → Γ the natural transformation by abuse of notation. We
consider the following two canonical morphisms:

α : D(A) −→ HomAop(HomA(D(A), A), A),

β : D(A) −→ HomA(HomAop(D(A), A), A).

Here α and β are both defined as ξ
D(A)

but with D(A) being regarded as an A-
module and an Aop-module respectively. In particular, α is an A-module morphism,
while β is an Aop-module morphism. For any δ ∈ D(A) and h ∈ HomA(D(A), A),
g ∈ HomAop(D(A), A),

α(δ · a)(h) = h(δ · a) = (a · h)(δ),
(α(δ) · a)(h) = α(δ)(a · h) = (a · h)(δ),
β(a · δ)(g) = g(a · δ) = (g · a)(δ),

(a · β(δ))(g) = β(δ)(g · a) = (g · a)(δ).

It follows that both α and β are A-bimodule morphisms. Since domdimA ≥ 2,
there exists an idempotent f ∈ A such that fA is a faithful projective injective
right A-module. By Proposition 2.5, there is the commutative diagram in A-mod:

(*) D(A)

α

��

D(A)

η
D(A)

��

β �� HomA(V,A)

η
HomA(V,A)

��
HomAop(V,A) ∼

θ �� G(D(A))
G(β) �� G(HomA(V,A))

where G is the endo-functor of A-mod and η : Id → G is the natural transformation
from Proposition 2.5.

If domdimA HomA(V,A) ≥ 2, then by Theorem 2.4, η
HomA(V,A)

is an isomorphism,

so that ker(α) ⊆ ker(β) by the commutative diagram (*) above. If

domdimAop HomAop(V,A) ≥ 2,
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then replacing A by its opposite algebra Aop, the arguments above yield ker(β) ⊆
ker(α). As a result, if both domdimA HomA(V,A)≥2 and domdimAop HomAop(V,A)
≥ 2 hold, we must have ker(β) = ker(α) = ker(η

D(A)
). Since fker(η

D(A)
) = 0 triv-

ially, we have that

fker(α) = fker(β) = 0

and hence the monomorphisms in the category of (fAf,A)-bimodules

f D(A) ↪→ f HomAop(V,A), f D(A) ↪→ f HomA(V,A).

Applying HomfAf (fA,−) to these monomorphisms, we obtain in the category of
A-bimodules

HomAop(V,A) ∼= G(D(A)) ↪→ G(HomA(V,A)) ∼= HomA(V,A).

Here the last isomorphism follows since domdimA HomA(V,A) ≥ 2. Similarly,
we have a monomorphism HomA(V,A) ↪→ HomAop(V,A) as A-bimodules. As a
consequence, we get HomA(V,A) ∼= HomAop(V,A) as A-bimodules.

Conversely, assume HomA(V,A) ∼= HomAop(V,A) as A-bimodules. By Lemma
3.12,

domdimA HomA(V,A) = domdimA HomAop(V,A) ≥ 2.

Similarly domdimAop HomAop(V,A) ≥ 2 as desired. �

Corollary 3.14. Let A be a Morita algebra, and let V be the canonical A-bimodule.
Then HomA(V,A) ∼= HomAop(V,A) as A-bimodules.

Proof. By Definition 2.7(2), there exists a basic self-dual idempotent f of A such
that Af is a faithful injective A-module, and there exists an exact sequence in
A-mod,

0 → A → I0 → I1,

with I0, I1 ∈ addA(Af). Applying HomA(V,−) to the sequence, we obtain

0 → HomA(V,A) → HomA(V, I
0) → HomA(V, I

1)

in A-mod. Note that fV = f HomA(D(A), A) ∼= HomA(D(fA), A) ∼= HomA(Af,A)
∼= fA as right A-modules, and

HomA(V,Af) ∼= HomAop(D(Af),D(V )) ∼= HomAop(fA,D(V ))

∼= D(fV ) ∼= D(fA) ∼= Af

as A-modules. We have HomA(V, I
i) ∈ addA(Af) for i = 1, 2. Thus

domdimAHomA(V,A) ≥ 2.

Similarly we have domdimAop HomAop(V,A) ≥ 2. Applying Proposition 3.13, we
obtain HomA(V,A) ∼= HomAop(V,A) as A-bimodules. �

Remark. With the assumption domdimA ≥ 2, Corollary 3.14 will be completed in
section 4 to provide a new characterization for Morita algebras.
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4. Characterizing dominant dimension

Though the definition of dominant dimension (Definition 2.1) and Müller’s char-
acterization (Theorem 2.4) have nothing to do with the bimodules constructed from
A and D(A), by taking left and right A-duals and extensions, Theorem 2.2 and [11]
exhibit the use of these bimodules in characterizing dominant dimension. Note that
by Theorem 2.2, one would expect that the larger the dominant dimension of A, the
better the exactness of Γ is. The Nakayama conjecture says that if domdimA = ∞,
then Γ is exact. In the following, we first consider the right derived functor of Γ,
since Γ is left exact when domdimA ≥ 2. Let RiΓ denote the i-th right derived
functor of Γ.

Theorem 4.1. Let A be an algebra with domdimA ≥ 2, and let M be an A-module.
Let n ≥ 2 be a non-negative integer. Then domdimM ≥ n if and only if Γ(M) ∼= M
canonically and RiΓ(M) = 0 for 1 ≤ i ≤ n− 2.

Proof. The proof is essentially the same as in [7, Theorem 2]. For the convenience
of the reader, we include a proof below. If domdimM ≥ n, then by definition, in
the minimal injective resolution of M ,

0 → M → I0
f0−→ I1

f1−→ I2 → · · · → In−1 → In → · · · ,
all Ii are projective for 0 ≤ i ≤ n − 1. Applying Γ = ( )∗∗ to this exact sequence,
we get

0 �� M ��

ξ
M

��

I0 ��

ξ
I0

��

I1 ��

ξ
I1

��

· · · �� In−1

ξ
In−1

��

�� In ��

ξ
In

��

· · ·

0 �� Γ(M) �� Γ(I0) �� Γ(I1) �� · · · �� Γ(In−1) �� Γ(In) �� · · · .

By Morita’s Theorem 2.3, ξ
M

and ξ
Ii

are isomorphisms for 0 ≤ i ≤ n − 1. As a

result, RiΓ(M) = 0 for 1 ≤ i ≤ n− 2.
Conversely, Γ(M) ∼= M canonically implies that M is reflexive. So by Morita’s

Theorem 2.3, domdimM ≥ 2. To show that domdimM ≥ n, we prove by induction
that I0, . . . , In−1 above are projective A-modules, or alternatively ξ

I0
, . . . , ξ

In−1

are isomorphisms by Morita’s Theorem 2.3. Note that I0, I1 are projective since
domdimM ≥ 2. Assume that I0, I1, . . . , It are projective A-modules for t ≤ n− 2,
or equivalently ξ

M
, ξI0 , . . . , ξIt

are isomorphisms. Since RiΓ(M) = 0 for 1 ≤ i ≤
n− 2, it follows that the second row of the above commutative diagram is exact at
degrees 0, 1, . . . , n − 2. Therefore ker(Γ(fi)) = Im(Γ(fi−1)) for 1 ≤ i ≤ n − 2. If
K = ker(ξt+1) �= 0, then K ∩ Im(ft) �= 0, since It+1 is the injective hull of Im(ft).
For any non-zero element z ∈ K ∩ Im(ft), there exists y ∈ It such that z = ft(y)
and thus ξ

t+1
(z) = Γ(ft) ◦ ξIt

(y) = 0. As a result,

ξIt
(y) ∈ ker(Γ(ft)) = Im(Γ(ft−1))

since t ≤ n− 2. Therefore, there exists x ∈ Γ(It−1) such that Γ(ft−1)(x) = ξ
It
(y).

So

y = ft−1(ξ
−1
It−1

(x)), z = ft(y) = ft(ft−1(ξ
−1
It−1

(x))) = 0,

which contradicts our choice of z. Altogether, ξIt+1
must be a split monomorphism

since It+1 is injective. By Morita’s Theorem 2.3, we deduce that It+1 is projective
as desired. �
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In order to compute RiΓ, we need the technique of Grothendieck spectral se-
quences.

Lemma 4.2. The following diagram commutes, up to natural equivalences:

A-mod
( )∗ ��

D(A)⊗A−

��	
		

		
		

		
		

		
		

		
		

Aop-mod

D

��

( )∗ �� A-mod

A-mod

HomA(D(A),−)

��




















Proof. For any left A-module M , we have

HomA(D(A),D(A)⊗A M) ∼= HomAop(D(D(A)⊗A M), A) ∼= Γ(M)

canonically, where the first isomorphism follows by the k-duality D and the second
isomorphism follows by the tensor-hom adjunction. �

Lemma 4.3. Let A
G−→ B

F−→ C be additive covariant functors between abelian
categories. Assume that A and B have enough injective objects and F is left
exact. Let M be an object in A , and let 0 → M → E0 → E1 → · · · be an injective
resolution of M in A such that G(Ei) are right F -acyclic for 0 ≤ i ≤ n. Then
there exists a restricted first quadrant Grothendieck spectral sequence with the E2

page given by

Ep,q
2 = RpF (RqG(M)) =⇒

p
Rp+q(F ◦G)(M), 0 ≤ p+ q ≤ n.

Proof. Following the standard arguments on spectral sequence (cf. [19, Theorem
10.47]), we consider an injective resolution of G(Ei) for each i ≥ 0, say 0 →
G(Ei) → Ii,0 → Ii,1 → · · · . Applying F to the sequences, we obtain a first
quadrant cohomological bicomplex {F (Ii,j)}. The first type filtration of the total
complex of {F (Ii,j)} gives rise to the spectral sequence

IEp,q
2 =

⎧⎨
⎩

0, 0 ≤ p ≤ n, q �= 0;
Rp(F ◦G)(M), 0 ≤ p ≤ n, q = 0;
∗, else.

The second type filtration of the total complex of {F (Ii,j)} gives rise to the spectral
sequence

IIEp,q
2 = RpF (RqG(M)).

By standard arguments on convergence of spectral sequences, it follows that IIEp,q
2

converges to Rp+q(F ◦G)(M) in the restricted region 0 ≤ p+ q ≤ n. �

Lemma 4.4. Let M be a right A-module. Then for any integers n, q ≥ 0,

Rq TorAn (M,−) ∼= ExtqA(Ext
n
Aop(M,A),−)

where Rq TorAn (M,−) denotes the right derived functor of the additive functor

TorAn (M,−). In particular, Rq(D(A)⊗A −)(N) ∼= ExtqA(HomAop(D(A), A), N) for
any left A-module N .
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Proof. By [3, Theorem 2.8], there is an exact sequence of functors

0 → Ext1A(DΩnM,−) → TorAn (M,−) → HomA(Ext
n
Aop(M,A),−)

→ Ext2A(DΩnM,−)

where ΩnM denotes the n-th syzygy of M . So now we have that TorAn (M,−) and
HomA(Ext

n
Aop(M,A),−) take the same values on injective modules. By definition

of right derived functors of an additive functor, it follows that for any q ≥ 0,

Rq TorAn (M,−) ∼= ExtqA(Ext
n
Aop(M,A),−).

�

Theorem 4.5. Let A be an algebra with domdimA ≥ 2, and let M be an A-
module. Let n ≥ 2 be a non-negative integer. If domdimM ≥ n, then we have the
(restricted) first quadrant Grothendieck spectral sequence:

Ep,q
2 =ExtpA(D(A),ExtqA(HomAop(D(A), A),M))

=⇒
p

Rp+qΓ(M), 0 ≤ p+ q ≤ n− 1.

Proof. Let 0 → M → I0 → I1 → · · · be a minimal injective resolution of M .
By definition, domdimM ≥ n implies that I0, . . . , In−1 are projective. Hence
D(A)⊗A Ii are injective, and particularly HomA(D(A),−)-acyclic for 0 ≤ i ≤ n−1.
By Lemma 4.4 and Lemma 4.3, we are done. �

At first sight, Theorem 4.5 is weak from the practical point of view, though it
fits the idea of characterizing dominant dimension by using only certain bimodules.
Next, we give three applications to demonstrate how it is applied.

4.1. Dominant dimension at least 2. Though the dominant dimension of an
algebra may have values from 0 to ∞, the strength of the theory on dominant
dimension only shines when the dominant dimension is at least 2, as we have seen
from the fundamental results like Theorem 2.3 and Theorem 2.2. However, to
see whether an algebra has dominant dimension at least 2, there seem to be no
good ways except using the definition itself, or Theorem 2.4 by detecting projective
injective modules and verifying the double centralizer property, or Theorem 2.2
by checking the left exactness of the double dual functor Γ. On the other hand,
the theory of gendo-symmetric algebras and Morita algebras opens a new approach
to the problem by investigating the canonical bimodules. Next, we follow this
approach to give a characterization of dominant dimension at least 2 in terms of
the bimodules, constructed from the left and right A-duals of A and D(A).

Proposition 4.6. Let A be an algebra, and let V be the canonical A-bimodule.
Then domdimA ≥ 1 if and only if there is an injective morphism of A-bimodules

Φ : A → HomA(D(A),HomA(V,A)).

Proof. If domdimA ≥ 1, let f be an idempotent in A such that fA is faithful and
injective as an Aop-module. Let β : D(A) → HomA(HomAop(D(A), A), A) be the
canonical A-bimodule morphism from the proof of Proposition 3.13. We define an
A-bimodule morphism

Φ : A → HomA(D(A),HomA(HomAop(D(A), A), A))
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such that Φ(1) = β. Note that HomAop(D(A), A) ∼= V as A-bimodules by Lemma
3.2. We show next that Φ is a monomorphism. Indeed, if Φ(a) = 0 for some a ∈ A,
then for any d ∈ D(A) and v ∈ V , 0 = Φ(a)(d)(v) = Φ(1)(d)(v)a = v(d)a . Let

T =
∑

v∈HomAop (D(A),A)

Im(v).

Then T · a = 0. Note that both D(A) and A contain fA as a direct summand;
therefore T contains fA as a submodule. As a result, T is a faithful right A-module,
and T · a = 0 implies a = 0.

Conversely, if there is an A-bimodule monomorphism

Φ : A → HomA(D(A),HomA(V,A)),

we show next that domdimA ≥ 1. Let ϕ = Φ(1) and let f be a basic idempotent
of A such that add(top(AAf)) = add(soc(AA)) and f = f1 + · · · + fm is a sum of
pairwise orthogonal primitive idempotents of A. Since Φ is a monomorphism, for
any non-zero element s = fis ∈ soc(AA) with 1 ≤ i ≤ m, we have Φ(s) = ϕ · s �= 0.
So there exists d0 ∈ D(A) and v0 ∈ V such that

(ϕ · s)(d0)(v0) = ϕ(d0)(v0)s = ϕ(d0)(v0)fis �= 0.

Then ϕi := ϕ(d0)fi : V → Afi is a non-zero A-module morphism and ϕi(v0) =
ϕ(d0)(v0)fi which does not belong to rad(A). Otherwise, 0 = ϕ(d0)(v0)fi · s =
ϕ(d0)(v0)s contradicts our choice of d0 and v0. As a consequence, ϕi is a split
epimorphism. Let ψi be an A-module morphism from Afi to V such that ϕi ◦
ψi = Id, and let pi = ψi(fi) ∈ V . Then we obtain a right A-module morphism
ρi : D(A) → fiA which is defined by

ρi(d) = ϕ(d)(pi), ∀ d ∈ D(A).

To see ρi is well-defined, we observe that pi = ψi(fi) = ψi(f
2
i ) = fi · pi and hence

ρi(d) = ϕ(d)(pi) = ϕ(d)(fi · pi) = fiϕ(d)(pi) = fiρi(d) ∈ fiA,

as ϕ(d) is an A-module morphism, and for any a ∈ A,

ρi(d · a) = ϕ(d · a)(pi) = (a · ϕ)(d)(pi) = Φ(a)(d)(pi)

= (ϕ · a)(d)(pi) = ϕ(d)(pi)a = ρi(d)a.

Since ρi(d0 · fi) = ϕ(d0 · fi)(pi) = (ϕ(d0)fi)(pi) = ϕi(pi) = ϕi ◦ ψi(fi) = fi, we
obtain that ρi is a split epimorphism, and thus fiA are injective right A-modules for
1 ≤ i ≤ m. As a result, D(fA) =

⊕m
i=1 D(fiA) is a projective injective A-module,

which is also faithful since soc(AA) ⊂ addA(top(Af)) = addA(soc(D(fA))). �

Recall from the proof of Proposition 3.13 that there are canonical A-bimodule
morphisms α and β.

Theorem 4.7. Let A be an algebra, and let V be the canonical A-bimodule. The
following statements are equivalent.

(1) domdimA ≥ 2.
(2) There is an A-bimodule isomorphism A ∼= HomA(D(A),HomA(V,A)).
(2)’ The A-bimodule morphism Φ : A → HomA(D(A),HomA(V,A)) defined by

Φ(1) = β is an isomorphism.
(3) There is an A-bimodule isomorphism A ∼= HomAop(D(A),HomAop(V,A)).
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(3)’ The A-bimodule morphism Ψ : A → HomAop(D(A),HomAop(V,A)) defined
by Ψ(1) = α is an isomorphism.

(4) D(A)⊗A V ⊗A D(A) ∼= D(A) as A-bimodules.

Proof. Observe that (2)’, (3)’ ⇒ (4) ⇒ (2), (3) are trivial by the tensor-hom ad-
junction. Since domdimA = domdimAop, it suffices to prove (1) ⇒ (2)’ and (2) ⇒
(1).

(1) ⇒ (2)’ Since domdimA ≥ 2, we have by Theorem 4.5 and Lemma 3.2 that

A ∼= R0Γ(A) ∼= E0,0
∞

∼= E0,0
2

∼= HomA(D(A),HomA(V,A)).

On the other hand, since domdimA ≥ 1, by the proof of Proposition 4.6, Φ is an
injective morphism. Altogether, Φ is an isomorphism.

(2) ⇒ (1) Assume that there is an A-bimodule isomorphism

Φ : A −→ HomA(D(A),HomA(V,A)).

By Proposition 4.6, we have domdimA ≥ 1, and thus there exist idempotents e and
f in A such that Ae is a projective injective and faithful A-module and D(Ae) ∼= fA
as right A-modules. Consider an exact sequence

0 −→ AA −→ A(Ae)⊕m −→ A D(A)⊕m′
(m,m′ ≥ 1).

Applying HomA(V,−) to the sequence, we have the exact sequence of A-modules

0 −→ HomA(V,A) −→ HomA(V,Ae)⊕m −→ HomA(V,D(A))⊕m′
.

Applying HomA(D(A),−) to this sequence, we have the exact sequence of A-
modules

0 −→ HomA(D(A),HomA(V,A)) −→ HomA(D(A),HomA(V,Ae))⊕m

−→ HomA(D(A),HomA(V,D(A)))⊕m′
.

Note that there are isomorphisms of A-modules

HomA(V,Ae) ∼= HomAop(D(Ae),D(V )) ∼= HomAop(fA,D(V )) ∼= D(V )f = D(fV )

and isomorphisms of right A-modules

fV = HomA(D(A)f,A) = HomA(D(fA), A) ∼= HomA(Ae,A) ∼= eA,

so that HomA(V,Ae) ∼= D(eA) as A-modules. As a result, in A-mod,

HomA(D(A),HomA(V,Ae)) ∼= HomA(D(A),D(eA)) = HomAop(eA,A) ∼= Ae,

HomA(D(A),HomA(V,D(A))) ∼= HomA(D(A),D(V )) ∼= HomAop(V,A),

and by using the A-bimodule isomorphism Φ, we get an exact sequence

0 −→ A −→ (Ae)⊕m −→ HomAop(V,A)⊕m′
.

Applying HomAop(−, A) to an epimorphism A⊕m′′ → V in Aop-mod, for some
m′′ > 0, we know that HomAop(V,A) is isomorphic to a submodule of the free

A-module A⊕m′′
, and therefore we obtain an exact sequence in A-mod,

0 −→ A −→ (Ae)⊕m −→ (Ae)⊕n,

for some n, which shows that domdimA ≥ 2. �
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Example 6. In Theorem 4.7, we cannot replace A HomA(V,A) by A HomAop(V,A),
as the following example indicates. Let k be any field and A be the k-algebra defined
by the quiver

•
δ

��

1 •α�� 2

•
γ

��
4 •

β





3

with relations βγδ = 0, αβγ = 0, δα = 0. Let e = e1 + e3 + e4 and f = e1 + e2 + e3.
It is straightforward to check that domdimA = 2 and Ae is a faithful injective
A-module with D(Ae) ∼= fA as right A-modules. Moreover, V ∼= eA⊕ rad(e1A) as
right A-modules and HomAop(V,A) ∼= Ae⊕S1 as A-modules, where S1 denotes the
simple head of Ae1. Consequently,

A HomA(D(A),HomAop(V,A)) ∼= Af ⊕ rad(Ae1) � AA.

4.2. Characterizing Morita algebras. The following result shows that the con-
verse of Corollary 3.14 holds.

Theorem 4.8. Let A be an algebra of dominant dimension at least 2. Then the
following statements are equivalent.

(1) A is a Morita algebra.
(2) HomA(V,A) ∼= HomAop(V,A) as A-bimodules.
(2)’ D(A)⊗A V ∼= V ⊗A D(A) as A-bimodules.
(3) domdimHomA(V,A) ≥ 2 and domdimAop HomAop(V,A) ≥ 2.

Proof. (1)⇒ (2) follows from Corollary 3.14, and (2)⇔ (3) follows from Proposition
3.13, and (2) ⇔ (2)’ follows by the tensor-hom adjunction. To finish the proof, it
suffices to show (2) ⇒ (1). Since HomA(V,A) ∼= HomAop(V,A) as A-bimodules, it
follows by Theorem 4.7 that

A ∼= HomA(D(A),HomA(V,A)) ∼= HomA(D(A),HomAop(V,A))
π−→ HomAop(V,HomA(D(A), A)) = HomAop(V, V )

asA-bimodules. Here π is the isomorphism sending f ∈HomA(D(A),HomAop(V,A))
to π(f) ∈ HomAop(V,HomA(D(A), A)), such that π(f)(v)(δ) = f(δ)(v) for any
δ ∈ D(A) and v ∈ V . In particular, V is a faithful A-module, and hence it follows
from Definition 2.7(3) that A is a Morita algebra. �

Example 7. The following example shows that the assumption domdimA ≥ 2 in
Theorem 4.8 is necessary. Let k be any field and A be the k-algebra given by quiver

•
δ

��

1 •α�� 2

•
γ

��
4 •

β





3

and relations αβ = 0, δα = 0. Then it is straightforward to check that domdimA =
1, and

AV ∼= Ae2 ⊕Ae1 ⊕ S1 ⊕ S1, VA
∼= e1A⊕ e2A⊕ S′

2 ⊕ S′
2,

and HomA(V,A) ∼= HomAop(V,A) ∼= V as A-bimodules. So domdimA HomA(V,A)
= 2 = domdimAop HomAop(V,A).
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4.3. Dominant dimension for Morita algebras. Specializing Theorem 4.5 to
Morita algebras, we obtain the following results.

Proposition 4.9. Let A be an algebra with dominant dimension at least 2, and let
V be the canonical A-bimodule. If V is projective as a right A-module, then for any
A-module M , there is the first quadrant Grothendieck spectral sequence

Ep,q
2 = ExtpA(D(A),ExtqA(V,M)) =⇒

p
Rp+qΓ(M), ∀p, q ≥ 0,

and a five term exact sequence

0 → Ext1A(D(A),HomA(V,M)) → R1Γ(M) → HomA(D(A),Ext1A(V,M))

→ Ext2A(D(A),HomA(V,M)) → R2Γ(M).

Proof. Note that D(V ) ∼= D(A)⊗AD(A) asA-bimodules. If V is projective as a right
A-module, then D(A)⊗A D(A) is injective as an A-module. Consequently, for any
injective A-module I, D(A)⊗AI is again injective in A-mod, hence HomA(D(A),−)-
acyclic. Now by Lemma 4.2, Γ = HomA(D(A),D(A)⊗A −) and by Lemma 4.4

Rq(D(A)⊗A −) ∼= ExtqA(HomA(D(A), A),−) = ExtqA(V,−).

For any A-module M , we have by the Grothendieck spectral sequence [19] or The-
orem 4.5,

Ep,q
2 = ExtpA(D(A),ExtqA(V,M)) =⇒

p
Rp+qΓ(M) ∀p, q ≥ 0,

and a five term exact sequence above as desired. �

Proposition 4.10. Let A be an algebra of dominant dimension at least 2. If the
canonical A-bimodule V is projective in both A-mod and Aop-mod, then for any
A-module M ,

RiΓ(M) ∼= ExtiA(D(A),HomA(V,M)), for all i ≥ 0.

In particular, Γ(M) ∼= HomA(D(A),HomA(V,M)), and for an integer n ≥ 2,
domdimM ≥ n if and only if HomA(D(A),HomA(V,M)) ∼= M canonically, and

ExtiA(D(A),HomA(V,M)) = 0, for i = 1, 2, . . . , n− 2.

Proof. If V is projective as both a left and a right A-module, then by Proposition
4.9, we have the Grothendieck spectral sequence

Ep,q
2 = ExtpA(D(A),ExtqA(V,M)) =⇒

p
Rp+qΓ(M),

which degenerates to ExtiA(D(A),HomA(V,M)) ∼= RiΓ(M) for any A-module M
and i ≥ 0. In particular, Γ(M) ∼= HomA(D(A),HomA(V,M)) canonically. Note
that by Theorem 4.1, M ∼= Γ(M) and RiΓ(M) = 0 for 1 ≤ i ≤ n− 2 if and only if
domdimM ≥ n. We are done. �

As an application, we obtain [11, Proposition 3.3] as a corollary.

Corollary 4.11. If HomA(D(A), A) ∼= A as A-bimodules, then for any A-module
M ,

RiΓ(M) ∼= ExtiA(D(A),M), for all i ≥ 0.

In particular, Γ(M) ∼= HomA(D(A),M), and for an integer n ≥ 2, domdimM ≥ n
if and only if HomA(D(A),M) ∼= M and ExtiA(D(A),M) = 0 for i = 1, 2, . . . , n−2.



870 MING FANG, OTTO KERNER, AND KUNIO YAMAGATA

Proof. If V ∼= A as A-bimodules, then HomA(V,M) ∼= M as A-module. Proposition
4.10 then specializes to the statement of the corollary. �

In particular, we have the following proposition for Morita algebras.

Proposition 4.12. Let A be a Morita algebra, and let V = HomA(D(A), A).
Let n ≥ 2 be an integer, and let M be a left A-module. If V is projective as a
left A-module, then domdimM ≥ n if and only if M ∼= Γ(M) canonically and
ExtiA(D(A),M) = 0 for 1 ≤ i ≤ n− 2.

Proof. Let e0 be an idempotent in A such that A0 := e0Ae0 is a basic algebra and
A0 is Morita equivalent to A. If V is projective as a left A-module, then V0 :=
HomA0

(D(A0), A0) is projective as a left and a right A0-module by Proposition
3.3 and Proposition 3.4. As a result, V0

∼= (A0)σ for some automorphism σ of A0

by Corollary 3.7. Note that A being a Morita algebra implies domdimA ≥ 2 by
Definition 2.7(3), and domdimM ≥ n if and only if domdimA0

e0M ≥ n. Therefore,
by Proposition 4.10, domdimM ≥ n if and only if

e0M ∼= e0Γ(M), ExtiA0
(D(A0), e0M) = 0 for 1 ≤ i ≤ n− 2.

In fact, we have the canonical isomorphisms of A0-modules:

e0M ∼= Γ(e0M) = HomAop
0
(HomA0

(e0M,A0), A0)

∼= HomAop(HomA0
(e0M, e0A), e0A)

∼= HomAop(HomA(M,A), e0A) ∼= e0Γ(M),

since A0 is Morita equivalent to A, and the isomorphisms of k-vector spaces:

ExtiA0
(D(A0),HomA0

(V0, e0M)) ∼= ExtiA0
(D(A0),HomA0

((A0)σ, e0M))

∼= ExtiA0
(D(A0), σ(e0M))

∼= ExtiA0
(σ−1 D(A0), e0M) ∼= ExtiA0

(D(A0), e0M).

Here the last isomorphism follows from the fact that σ−1 D(A0) is a basic injective
cogenerator in A0-mod, so that σ−1 D(A0) ∼= D(A0) as A0-modules. Note that
ExtiA0

(D(A0), e0M) ∼= ExtiA(D(A)e0,M) ∼= e0 Ext
i
A(D(A),M) for all i. It follows

that ExtiA0
(D(A0), e0M) = 0 if and only if ExtiA(D(A),M) = 0 for all i ≥ 0. Hence

domdimM ≥ n if and only if M ∼= Γ(M) canonically and ExtiA(D(A),M) = 0. �
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